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Abstract

We study the Cauchy problem for certain classes of evolution equations with

singular coefficients and/or data in the framework of the concept of very weak

solutions. This concept allows to consider equations with highly singular coeffi-

cients and/or data for which the classical theory fail. In particular, it is possible

to deal with equations involving the Dirac delta function and its powers as co-

efficients and/or data. Our study deals with three important questions: The

well-posedness of the considered Cauchy problems and the study, either ana-

lytically or numerically, of the phenomenon of propagation of coefficients/data

singularities. The essential methods for our existence and uniqueness results are

based on energy estimates and techniques from the classical analysis of differ-

ential equations. In order to describe the behaviour of the very weak solutions

near the singularities of the coefficients/data, a detailed phase space analysis is

carried out. The approach is based on a decomposition into different zones where

different techniques of asymptotic analysis are used.
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ف˄ات معينة من معادلات التطور التي تتضمن معاملات ǫٔو معطيات ل  ̠وشي سˆߦٔم  في هذه اҡٔطرو˨ة ندرس
ةاҡٔولى:  نهتم بمسˆلٔتين. إبتدائية ̎ير م̲تظمة ا߱راسة : Զنياً . ، دراسة وجود وو˨دانية الحلول ̥لمسائل المقتر˨

. النقاط الغير م̲تظمة ̥لمعاملات والمعطيات الإبتدائيةسواء الت˪ليلية ǫٔو الرقمية لسلوك الحلول Դلقرب من 
 هذا المفهوم. ، وا߳ي ̼سمى الحلول الضعيفة ˡدًاهوم ا߳ي تم تعريفه ˨ديثاًنقود هذه ا߱راسة في إطار المف 

 طارالإ  لا يمكن طرݩا في التي ̎ير م̲تظمة معطياتǫؤ  عاملاتمعادلات ذات م لنظر فيԴ لنا ̼سمح
ه الخصوص، من الممكن التعامل مع المعادلات التي تتضمن داߦ د̽راك وقواها كمعامِلات . الߕس̑يكي l̊لى و

  .معطياتǫٔو 

 
 
Résumé 
 

Dans cette thèse, nous étudions le problème de Cauchy pour quelques classes 
d’équations d’évolutions avec des coefficients ou des données initiales non-
régulières. On traite deux questions : Premièrement, l’existence et l’unicité de 
solutions pour les problèmes considérés. Deuxièmement, l’étude du comportement 
des solutions au voisinage des singularités des coefficients et des données initiales. 
On utilise le cadre du concept des “solutions très faibles”. Ce concept permet de 
considérer des équations avec des coefficients ou des données très singulières pour 
lesquelles la théorie classique échoue. En particulier, il est possible de traiter des 
équations faisant intervenir la fonction de Dirac et ses puissances comme coefficients 
ou données initiales. 
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Chapter 1

Introduction

1.1 Background

Partial differential equations (PDEs) are at the heart of many physical models.

Famous and often celebrated examples include the Schrödinger equation in quan-

tum mechanics, the heat equation, the Dirac equation and the Klein-Gordon

equation in relativistic quantum mechanics, the Maxwell equations in electrody-

namics, and the Einstein equations in general relativity.

The theory of partial differential equations with smooth (or otherwise sufficiently

regular) coefficients is a well-established subject in analysis. The aim of the

present thesis is to contribute to generalisations of the theory. It addresses the

study of certain classes of evolution equations involving singular objects (coef-

ficients and/or data), which naturally emerge in various physical contexts, and

whose investigation has led to the development of deep tools in various mathe-

matical fields. We use the framework of the recently introduced solution concept,

called “very weak solutions”.

What are the reasons to get into this concept of solutions? Nearly 70 years

ago, Laurent Schwartz introduced the theory of distributions [58] which provided

a convenient setting that proved to be powerful in handling a variety of ill-defined

mathematical techniques such as the problem of differentiation in the presence of

irregular objects (non-differentiable functions or measures) in mathematical mod-

els. Irregular functions such as the Heaviside step function H(x) and the Dirac

delta function δ(x) are identified to linear functionals called “distributions”.

The theory was very successful and is still widely used, but suffers from the

main drawback that it allows only linear operations. In other words, distributions

cannot be multiplied, in view of the celebrated work of Laurent Schwartz [59]

from around 1954 in which he proved the impossibility of the generalisation to

distributions, of the usual pointwise product of continuous functions (except for

very special cases). For example it is not meaningful to square the Dirac delta
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1.1. BACKGROUND

function. However, in physics we are often faced with situations where the need

to involve irregular objects as coefficients or data into the mathematical models is

natural. Examples range from classical mechanics over electrodynamics to general

relativity. For instance, in continuum mechanics, the Heaviside function provides

an accurate description of the behaviour of certain material parameters (such

as the heat conductivity) across a boundary surface between two regions made

up of different compounds. Distributions appear also as coefficients in PDEs

in many branches of physics, for example in theory of fluids, in the microscopic

scale, masses behave like distributions [7]. Moreover, the charge density of an

electron within the framework of classical electrodynamics has to be a delta distri-

bution. Thereby, we inevitably have to deal with ill-defined multiplications, either

as interaction between distributional coefficients, for instance in hydrodynamics

as products like H(x)δ(x) of shock waves and their derivatives, or when studying

PDEs with irregular data where the solution is expected to be as singular as the

initial data and thus the equation may involves interaction between coefficient

singularities with singularities in the solution, hence a product of distributions.

Physicists have long ago developed heuristic multiplication of distributions, often

adapted to the physical problem under consideration. Some of these methods

can be justified and explained mathematically by invoking distribution theory, but

some go beyond the theory of distributions. This provide motivation for mathe-

maticians to give a meaning and study the multiplication of distributions in order

to explain these heuristic computations in physics. Many attempts have been

made, see [26, 27, 71]. In order to give a neat solution to the problems that

Schwartz theory of distributions is concerned with, Colombeau [13, 14] intro-

duced differential algebras of generalized functions G(Rn) containing the space

of distributions D′(Rn) as a linear subspace and the algebra of C∞-functions as

a subalgebra. Namely, Let Ω be an open subset of Rn and set

E(Ω) :=
{

(uε)ε∈]0,1]|uε ∈ C∞(Ω)
}
,

where (uε)ε are nets of smooth functions indexed by a parameter ε ∈]0, 1]. The

Colombeau algebra of generalized functions on Ω is defined as the quotient space

G(Ω) := EM(Ω)/N (Ω),

where

EM(Ω) := {(uε)ε ∈ E(Ω)|∀K ∈ Ω,∀α ∈ Nn0,∃N ∈ N0 :

sup
x∈K
|∂αuε(x)| = O(ε−N) as ε→ 0},

and

N (Ω) := {(uε)ε ∈ E(Ω)|∀K ∈ Ω,∀α ∈ Nn0,∀m ∈ N0 :

sup
x∈K
|∂αuε(x)| = O(εm) as ε→ 0}.

2



1.1. BACKGROUND

EM(Ω) and N (Ω) are called the sets of moderate and negligible nets respec-

tively. Convolution with Friedrichs mollifiers yields an embedding of both smooth

functions C∞(Ω) and distributions D′(Ω) into this algebra extending in particu-

lar multiplication of smooth functions. For more details, we refer the reader to

[48]. These algebras permit then to bypass the Schwartz impossibility result, and

thus constitute a framework in which singular problems arising from nonlinear

operations on distributions can be dealt with a mathematically rigorous basis. In

particular, the theory provides solution concept for PDEs with coefficients and

data whose regularity is below the required regularity in the classical theory.

This approach has a serious drawback. On the one hand, the multiplication in

these algebras is only consistent with the multiplication of smooth functions, and

hence, in general not consistent with the algebra structure of continuous or mea-

surable functions. This is in particular problematic when applying this concept to

well-posedness issues of singular partial differential equations, where the natural

spaces are usually of lower regularity than C∞. On the other hand, when studying

existence and uniqueness of solutions to PDEs involving singular objects in the

setting of Colombeau, one needs to construct an algebra, which is not obvious.

There are many examples when it is not easy to construct. For instance, L2 is

not an algebra under multiplication, and it is not clear how would one modify to

make into algebra. So, the Colombeau theory in this case would not be applicable.

To overcome these issues, in [33] Ruzhansky and Garetto introduced the con-

cept of very weak solutions by defining a different concept of moderateness and

negligibility based on natural norms associated to the problem under considera-

tion. For instance, for hyperbolic partial differential equations it seems natural to

consider solutions of finite energy and the modification in the approach would be

to call a family of solutions moderate if the energy satisfies a polynomial bound

with respect to the regularisation parameter, while negligible nets are such that

the energy is smaller than any power of the regularisation parameter. We refer

the reader to Chapters 2, 3 and 4 for more details about the concept. In order to

show a wide applicability, the concept was later on applied in a series of papers for

different situations, either for physical models or abstract mathematical problems,

we cite [4, 46, 47, 53, 54, 55, 57] where the authors consider the situation when

the coefficients depends only on time and we cite the recent paper [30] where

the author starts to study very weak solutions for the wave equation with spa-

tial variable coefficients. A classical question that arises naturally when studying

PDEs with singular coefficients and initial data is to study either analytically or

numerically the influence of the singularities of the coefficients and the Cauchy

data on the “solution”. In [17, 21], the authors considered a wave equation with

coefficients having jumps in the propagation speed and studied the propagation

of singularities in the setting of Colombeau algebras.

This thesis is a contribution to the theory, we use the concept of very weak

3



1.2. MAIN RESULTS AND OUTLINE

solutions to study the well-posedness of singular PDEs and the propagation of

singularities, for different physical models. The advantage in using this framework

is twofold. First, the concept of very weak solutions depends heavily on the equa-

tion under consideration and is consistent with the classical theory, in contrast

with the framework of Colombeau algebras, where the consistency with classi-

cal solutions maybe lost in the case of non-smooth functions. Second, working

within this framework allow to consider equations with highly singular coefficients,

distributional or not distributional, for which distributional solution concepts fail.

In particular, it is possible to deal with equations incorporating the Dirac delta

function and its powers. The concept of very weak solutions can be considered

as a relaxed version of the concept of solutions in the framework of Colombeau

algebras. it constitutes a natural framework in which PDEs with coefficients and

data of low regularity can be rigorously studied. The concept is also proving to

be a valuable tool and easy for application.

Because of the non-local nature of the fractional derivatives, the fractional gen-

eralisation of partial differential equations have been found to be very accurate to

model real-world problems, see for instance [11, 45, 51], while in the near past,

they were thought to be the subject of the pure mathematics. Consequently,

considerable attention has been given to the solution of fractional partial differ-

ential equations of physical interest. As mentioned above, the main contribution

in the present thesis is the study in the very weak sense of some evolution equa-

tions with singular coefficients and data. In addition, we consider equations that

involve the fractional Laplacian.

1.2 Main results and outline

We briefly summarize the main results of the thesis:

• We provide results of existence and uniqueness in the very weak sense for

three types of equations, the fractional Klein-Gordon equation with singular

mass term (Theorems 2.2.3, 2.2.4), the fractional Schrödinger equation

with singular potential (Theorems 3.2.4, 3.2.5) and the heat equation with

strongly singular potentials (Theorems 4.2.4, 4.2.5, 4.3.3, 4.3.4). Further-

more, we prove, in the three situations, the consistency of the very weak so-

lutions with the classical ones (Theorems 2.3.1, 3.3.1, 4.2.6, 4.3.5). These

results were published in [1, 2, 3]

• We conduct numerical experiments to study the behaviour of the very weak

solutions to the given Cauchy problems near the singularities of the coeffi-

cients and/or the Cauchy data.

• We investigate the phenomenon of propagation of singularities and reg-

ularity of very weak solutions to a particular Cauchy problem, and give

4



1.2. MAIN RESULTS AND OUTLINE

mathematical justification (Theorem 5.4.3) to the interesting numerically

observed phenomenon pointed out in the work of Munoz et al [46]. These

results were presented in [62].

The outline of the remaining parts of the thesis is as follows:

Section 1.3 introduces the notions of moderateness of families of regularised

functions and negligiblity that will be used to define the notion of very weak solu-

tion. We briefly review the definition of the fractional Laplacian and the fractional

Sobolev spaces.

In chapter 2 we consider the Cauchy problem for a space-fractional wave equa-

tion with a singular mass term depending on the position and study existence

and uniqueness of a very weak solution. The uniqueness is proved in some ap-

propriate sense. Moreover, we show the consistency of the very weak solution

with classical solutions when they exist. Proofs of main theorems are based on

energy estimates and techniques from the classical theory. In order to study the

behaviour of the very weak solution near the singularities of the coefficient, some

numerical experiments are conducted where the appearance of a wall effect for

the singular masses of the strength of δ2 is observed.

Chapter 3 is devoted to the study of the Cauchy problem for the space-fractional

Schrödinger equation with singular potential. Delta like or even higher-order sin-

gularities are allowed. By using similar arguments as in chapter 2 we establish

existence and uniqueness results. Numerical simulations are done, and a particles

accumulating effect is observed in the singular cases. From the mathematical

point of view a “splitting of the strong singularity” phenomena is also observed.

In chapter 4 we study existence and uniqueness of very weak solutions to a heat

equation with strongly singular potentials. The consistency with classical solu-

tions is also discussed. The cases of positive and negative potentials are studied.

Numerical simulations are done: one suggests so-called ”laser heating and cool-

ing”effects depending on a sign of the potential.

In chapter 5 we consider a singular wave equation with distributional and more

singular non-distributional coefficients and develop tools and techniques for the

phase-space analysis of such problems. In particular we provide a detailed analy-

sis for the interaction of singularities of solutions with strong singularities of the

coefficient in a model problem and we show that the interesting phenomenon

observed in [46] really occurs.

We conclude this manuscript in chapter 6, by reference to further developments

in the field and some open problems.

5



1.3. THE NOTION OF VERY WEAK SOLUTIONS

In chapter 7, we collect several basic tools, which are essential for the results

of this thesis. They are well-known and, only if necessary and possible, we sketch

the main ideas of the proofs.

We should remind the reader that each chapter is independent with its own no-

tations, however, in chapter 7 we collect some common symbols and notations

used through the thesis.

1.3 The notion of Very weak solutions

In this section we introduce the basic concepts on the notion of very weak solu-

tions for singular problems. The basic idea is as follows. Instead of considering

the singular problem itself, one consider a family (net) of regularised problems

depending on a regularising parameter. These regularised problems result from

approximation of irregular objects in the considered problem by convolution with

suitable mollifiers and satisfying a polynomial bound (moderateness) with re-

spect to the regularisation parameter. Treating these regularised problems in a

classical way leads to a net of solutions, which if moderate is called very weak

solution. Let us make this more precise. We just mention that the definition of

a very weak solution depend on the equation under consideration. We introduce

here the notion of moderateness that we will need to define the notion of very

weak solution and we introduce also the notion of negligibility used to define in

which sense we understand the uniqueness and we refer the reader to chapters 2,

3 and 4 for more details about the definition of a very weak solution.

Definition 1 (Friedrichs mollifier). A function ψ ∈ C∞0 (Rd) is said to be a

Friedrichs mollifier if and only if it satisfies the following properties:

1. (Positivity) ψ is non-negative,

2. (Unit mass)
∫
Rd ψ(x)dx = 1.

Example 1.3.1. A standard example of such function is given by:

ψ(x) =

{
αe
− 1

1−|x2| |x | < 1,

0 |x | ≥ 1,

where α is a normalizing factor, i.e. one that makes
∫
Rd ψ(x)dx = 1.

Assume now ψ as described a Friedrichs mollifier.

Definition 2 (Mollifying net). For ε ∈ (0, 1], k ∈ Z∗+ and x ∈ Rd , a net of

functions (ψε)ε∈(0,1] is called a mollifying net if

ψε(x) = ω(ε)−kψ (x/ω(ε)) ,

where ω(ε) is a positive function converging to 0 as ε→ 0.

6



1.3. THE NOTION OF VERY WEAK SOLUTIONS

Now, let f be a given function (distribution). Regularising f by convolution

with a mollifying net (ψε)ε∈(0,1] as defined in definition 2, we get a net of smooth

functions, namely

(fε)ε∈(0,1] = (f ∗ ψε)ε∈(0,1]. (1.3.1)

Definition 3 (Moderateness). Let X and Y be Banach spaces endowed with the

norms ‖ · ‖X and ‖ · ‖Y respectively.

1. A net of functions (fε)ε∈(0,1] from X is said to be X-moderate, if there exist

N ∈ N0 and c > 0 such that

‖fε‖X ≤ cω(ε)−N. (1.3.2)

2. For T > 0. A net of functions (uε(·, ·))ε from C ([0, T ], X) is said to be

C ([0, T ], X)-moderate, if there exist N ∈ N0 and c > 0 such that

sup
t∈[0,T ]

‖uε(t, ·)‖X ≤ cω(ε)−N. (1.3.3)

3. For T > 0. A net of functions (uε(·, ·))ε from C ([0, T ], X) ∩ C1 ([0, T ], Y )

is said to be C ([0, T ], X) ∩ C1 ([0, T ], Y )-moderate, if there exist N ∈ N0

and c > 0 such that

sup
t∈[0,T ]

‖uε(t, ·)‖X + sup
t∈[0,T ]

‖∂tuε(t, ·)‖Y ≤ cω(ε)−N. (1.3.4)

For the second and the third definition of moderateness we will shortly write

C-moderate and C1-moderate.

Remark 1.3.2. We mention that in the very weak solution concept, derivatives

are not required to be moderate, as it is mostly the case when working in the

framework of Colombeau algebras [48]. We also mention that the notion of

moderateness can be defined by other ways, the most general one is to use

families of seminorms as it was used in [33, 30].

Remark 1.3.3. We note that by regularising a distribution T ∈ E ′(Rd) by con-

volution with a mollifying net (ψε)ε as defined in definition 2, we get a net of

moderate functions. Indeed, by the structure theorems of distributions (Theorem

7.2.5 and Theorem 7.2.6), we know that every compactly supported distribution

can be represented by a finite sum of (distributional) derivatives of continuous

functions. Precisely, for T ∈ E ′(Rd) we can find n ∈ N and functions fα ∈ C(Rd)

such that, T =
∑
|α|≤n ∂

αfα. The convolution of T with a mollifying net (ψε)ε
gives

T∗ψε =
∑
|α|≤n

∂αfα∗ψε =
∑
|α|≤n

fα∗∂αψε =
∑
|α|≤n

ω(ε)−|α|fα∗
(
ω(ε)−1∂αψ(x/ω(ε))

)
.

Using an appropriate norm, we see that the net (Tε)ε = (T ∗ ψε)ε is moderate.
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1.4. FRACTIONAL LAPLACIAN AND FRACTIONAL SOBOLEV SPACES

Example 1.3.4. Let (ψε)ε be a mollifying net such that ψε(x) = ε−1ψ(ε−1x) and

ψ is a Friedrichs mollifier. Then, we have

(1) For f (x) = δ0(x), we have fε(x) = ε−1ψ(ε−1x) ≤ Cε−1.

(2) For f (x) = δ2
0(x), we obtain fε(x) = ε−2ψ2(ε−1x) ≤ Cε−2.

In the next definition we introduce the notion of negligibility used to define

what we mean by uniqueness of a very weak solution.

Definition 4 (Negligibility). Let X be a Banach space with the norm ‖·‖. A net

of functions (fε)ε∈(0,1] from X is said to be X-negligible, if there exists CK > 0

such that

‖fε‖X ≤ Ckεk for all k > 0. (1.3.5)

Remark 1.3.5. The notion of negligibility can be defined in a more general way.

Indeed, in the estimate (1.3.5), ε can be replaced by a positive function ω(ε)

converging to 0 as ε→ 0.

Remark 1.3.6. Roughly speaking, the uniqueness of a very weak solution to a

considered Cauchy problem will be understood in the sense that negligible changes

in the regularisation of the equation coefficients and initial data lead to negligible

changes in the corresponding very weak solutions. Since it depend on the problem

under consideration, we refer then the reader to definitions 8, 10, 12 and 14 for

more details.

1.4 Fractional Laplacian and fractional Sobolev spaces

The fractional Laplacian can be defined in several equivalent ways. We give the

simplest way to define it, as a Fourier multiplier, that we use in this thesis.

Definition 5 (Fractional Laplacian). For s > 0, (−∆)s denotes the fractional

Laplacian defined in terms of the Fourier transform by (−∆)su = F−1(|ξ|2s(Fu))

for all ξ ∈ Rd .

In other words, the fractional Laplacian (−∆)s is the pseudo-differential op-

erator with symbol |ξ|2s .

The fractional Sobolev spaces are related to the fractional Laplacian. Precisely,

Definition 6 (Fractional Sobolev spaces). For s > 0,

Hs(Rd) = {u ∈ L2(Rd) : (−∆)
s
2u ∈ L2(Rd)}

= {u ∈ L2(Rd) : (1 + |ξ|2)
s
2 û ∈ L2(Rd)}.

We refer the reader to [22, 29, 38] for more details and alternative definitions

of the fractional Laplacian and the fractional Sobolev spaces.
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Chapter 2

Fractional Klein-Gordon equation
with singular mass term

2.1 Introduction

In this chapter we consider the Cauchy problem{
utt(t, x) + (−∆)αu(t, x) +m(x)u(t, x) = 0, (t, x) ∈ (0, T ]× Rd ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rd ,

(2.1.1)

where the spatially dependent coefficient m indicates the mass and the differen-

tial operator (−∆)α stands for the fractional Laplacian. When α = 1 and the

mass is constant, the equation in (2.1.1) reduces to the well known Klein-Gordon

equation which plays a very important role in modelling many problems in classical

and quantum mechanics, solitons and condensed matter physics.

The study of analytical and numerical solutions of the space and/or time-fractional

Klein-Gordon equation has been investigated considerably in the last years by

many authors, we cite for instance [60, 61, 70, 72] to mention only few of many

recent publications. We also cite [6, 18, 68] where the authors consider the case

when the mass term depends on the position and we refer to [31, 32] where the

fractional Laplacian is introduced.

In this chapter, we study the well-posedness in the very weak sense of the Cauchy

problem (2.1.1), where we allow the spatially dependent coefficient m to be sin-

gular. We have in mind the Dirac delta function and its powers. The uniqueness

is proved in an appropriate sense. Moreover, we prove the consistency of the very

weak solution with the classical ones when they exist. The mass coefficient is

spatially dependent, some numerical experiments are conducted in order to study

the behaviour of the very weak solution near the singularities of the coefficient.
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2.2. VERY WEAK WELL-POSEDNESS

2.2 Very weak well-posedness

2.2.1 Notation

Throughout this chapter we use the following specific notation:

‖u(t, ·)‖ := ‖u(t, ·)‖Hα + ‖∂tu(t, ·)‖L2.

2.2.2 Key lemma

In the regular situation, i.e. in the case when the coefficient m is a regular function

we have the following lemma.

Lemma 2.2.1. Let m ∈ L∞(Rd) and m ≥ 0. Suppose that u0 ∈ Hα(Rd)

and u1 ∈ L2(Rd). Then, there is a unique solution u ∈ C([0, T ];Hα(Rd)) ∩
C1([0, T ];L2(Rd)) to (2.1.1), and it satisfies the estimate

‖u(t, ·)‖2 . (1 + ‖m‖L∞)
[
‖u1‖2

L2 + ‖u0‖2
Hα

]
. (2.2.1)

Proof. Multiplying the equation (2.1.1) on both sides by ut and integrating, we

get

Re(〈∂2
t u(t, ·), ∂tu(t, ·)〉L2 + 〈(−∆)αu(t, ·), ∂tu(t, ·)〉L2

+ 〈m(·)u(t, ·), ∂tu(t, ·)〉L2) = 0,
(2.2.2)

where 〈·, ·〉L2 is the inner product of L2(Rd).

Easy calculations show that

Re〈∂2
t u(t, ·), ∂tu(t, ·)〉L2 =

1

2
∂t〈∂tu(t, ·), ∂tu(t, ·)〉L2,

Re〈(−∆)αu(t, ·), ∂tu(t, ·)〉L2 =
1

2
∂t〈(−∆)

α
2 u(t, ·), (−∆)

α
2 u(t, ·)〉L2,

and

Re〈m(·)u(t, ·), ∂tu(t, ·)〉L2 =
1

2
∂t〈m

1
2 (·)u(t, ·), m

1
2 (·)u(t, ·)〉L2.

Let us denote by

E(t) := ‖∂tu(t, ·)‖2
L2 + ‖(−∆)

α
2 u(t, ·)‖2

L2 + ‖m
1
2 (·)u(t, ·)‖2

L2,

the energy functional of the system (2.1.1). From (2.2.2) it follows that ∂tE(t) =

0, and thus E(t) = E(0). By taking in consideration that ‖m 1
2 u0‖2

L2 can be

estimated by ‖m 1
2 u0‖2

L2 ≤ ‖m ‖L∞‖u0‖2
L2, it follows that

‖∂tu(t, ·)‖2
L2 .

(
‖u1‖2

L2 + ‖(−∆)
α
2 u0‖2

L2 + ‖m‖L∞‖u0‖2
L2

)
, (2.2.3)

‖(−∆)
α
2 u(t, ·)‖2

L2 .
(
‖u1‖2

L2 + ‖(−∆)
α
2 u0‖2

L2 + ‖m‖L∞‖u0‖2
L2

)
, (2.2.4)
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2.2. VERY WEAK WELL-POSEDNESS

and

‖m
1
2 (·)u(t, ·)‖2

L2 .
(
‖u1‖2

L2 + ‖(−∆)
α
2 u0‖2

L2 + ‖m‖L∞‖u0‖2
L2

)
. (2.2.5)

Hence, the desired estimates for ∂tu(t, ·) and (−∆)
α
2 u(t, ·) are proved. Let us

now estimate u. Applying the Fourier transform to (2.1.1), the problem can be

rewritten as a second order ordinary differential equation

ûtt(t, ξ) + |ξ|2αû(t, ξ) = f̂ (t, ξ), (2.2.6)

with the initial conditions û(0, ξ) = û0(ξ) and ût(0, ξ) = û1(ξ). Here f̂ , û, denote

the Fourier transform of f and u in the spatial variable and

f (t, x) := −m(x)u(t, x).

We note that in (2.2.6), we see f̂ as a source term.

By solving first the homogeneous equation and by application of Duhamel’s

principle (Theorem 7.2.3), we get the following representation of the solution

û(t, ξ) = cos(t|ξ|α)û0(ξ) +
sin(t|ξ|α)

|ξ|α û1(ξ) +

∫ t

0

sin((t − s)|ξ|α)

|ξ|α f̂ (s, ξ)ds.

(2.2.7)

Taking the L2 norm in (2.2.7) and using the following estimates:

1) | cos(t|ξ|α)| ≤ 1, for t ∈ [0, T ] and ξ ∈ Rd ,

2) | sin(t|ξ|α)| ≤ 1, for large frequencies and t ∈ [0, T ] and,

3) | sin(t|ξ|α)| ≤ t|ξ|α ≤ T |ξ|α, for small frequencies and t ∈ [0, T ],

we get that

‖û(t, ·)‖2
L2 . ‖û0‖2

L2 + ‖û1‖2
L2 +

∫ t

0

‖f̂ (s, ·)‖2
L2ds.

By Parseval-Plancherel formula (see Theorem 7.2.8) we arrive at

‖u(t, ·)‖2
L2 . ‖u0‖2

L2 + ‖u1‖2
L2 +

∫ T

0

‖m(·)u(s, ·)‖2
L2ds.

Using the estimate (2.2.5) and taking in consideration that the last term in the

above estimate can be estimated by ‖m(·)u(t, ·)‖L2 ≤ ‖m‖
1
2

L∞‖m
1
2u(t, ·)‖L2, we

get

‖u(t, ·)‖2
L2 . (1 + ‖m‖L∞)

[
‖u0‖2

Hα + ‖u1‖2
L2

]
. (2.2.8)

The estimate (2.2.1) follows by summing the estimates (2.2.3), (2.2.4) and

(2.2.8), ending the proof.
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2.2. VERY WEAK WELL-POSEDNESS

2.2.3 Existence of a very weak solution

Here, we consider an irregular case when the mass term m of the equation (2.1.1)

has strong singularities, namely, δ-function or ”δ2-function” like behaviours. In

what follows, we will understand a multiplication of distributions in the sense of

the Colombeau algebra [48].

Now we introduce a notion of the very weak solution to the Cauchy problem

(2.1.1) and prove the existence result. We start by regularising the coefficient m

by convolution with a suitable mollifying net (ψε)ε∈(0,1] as defined in definition 2,

generating families of smooth functions (mε)ε, namely,

mε(x) = m ∗ ψε(x),

where ψε(x) = ε−dψ(x/ε) and ε ∈ (0, 1]. Here we consider ω(ε) = ε.

Assumption 2.2.2. Using the definition of moderateness as in definition 3 ,we

assume that the regularisation (mε)ε of the coefficient m is L∞-moderate. That

is, there exist N0 ∈ N0 and c > 0 such that

‖mε‖L∞ ≤ cε−N0, (2.2.9)

for all ε ∈ (0, 1].

Definition 7 (Very weak solution). Let (u0, u1) ∈ Hα(Rd) × L2(Rd). Then the

net (uε)ε ∈ C([0, T ];Hα(Rd))∩C1([0, T ];L2(Rd)) is a very weak solution to the

Cauchy problem (2.1.1) if there exists an L∞-moderate regularisation (mε)ε of

the coefficient m such that (uε)ε solves the regularised problem{
∂2
t uε(t, x) + (−∆)αuε(t, x) +mε(x)uε(t, x) = 0, (t, x) ∈ (0, T ]× Rd ,
uε(0, x) = u0(x), ∂tuε(0, x) = u1(x), x ∈ Rd ,

(2.2.10)

for all ε ∈ (0, 1], and is C1-moderate.

Remark 2.2.1. C1-moderate is understood in the sense of definition 3. That is,

there exist N ∈ N0 and c > 0 such that

sup
t∈[0,T ]

‖uε(t, ·)‖ ≤ cε−N.

Theorem 2.2.3 (Existence). Assume that the regularisation (mε)ε of the coeffi-

cient m satisfies the moderateness condition (2.2.9). Then the Cauchy problem

(2.1.1) has a very weak solution.

Proof. Since u0 and u1 are smooth enough, using the moderateness assumption

(2.2.9) and the energy estimate (2.2.1), we arrive at

‖uε‖ ≤ Cε−N0/2,

where N0 is from (2.2.9), which means that (uε)ε is C1-moderate.
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2.2. VERY WEAK WELL-POSEDNESS

2.2.4 Uniqueness of the very weak solution

The uniqueness of the very weak solution is proved in the sense of the following

definition.

Definition 8 (Uniqueness). We say that the Cauchy problem (2.1.1) has a unique

very weak solution, if for all families of regularisations (mε)ε and (m̃ε)ε, of the

coefficient m, such that the net (mε − m̃ε)ε is L∞-negligible, it follows that the

net (uε(t, ·) − ũε(t, ·))ε is L2-negligible for all t ∈ [0, T ], where (uε)ε and (ũε)ε
are the families of solutions corresponding to (mε)ε and (m̃ε)ε, respectively.

Theorem 2.2.4 (Uniqueness). Let T > 0. Assume that m ≥ 0 in the sense

that its regularisations as functions are non-negative. Suppose that (u0, u1) ∈
Hα(Rd)× L2(Rd). Then, the very weak solution to the Cauchy problem (2.1.1)

is unique.

Proof. Let (uε)ε and (ũε)ε be very weak solutions to the Cauchy problem (2.1.1)

corresponding to the coefficients (mε)ε and (m̃ε)ε and assume that ‖mε−m̃ε‖L∞ ≤
Ckε

k for all k > 0. Let us denote by

Uε(t, x) := uε(t, x)− ũε(t, x),

then, U satisfies the equation{
∂2
t Uε(t, x) + (−∆)αUε(t, x) +mε(x)Uε(t, x) = fε(t, x),

U(0, x) = 0, ∂tUε(0, x) = 0,
(2.2.11)

with fε(t, x) = (m̃ε(x) − mε(x))ũε(t, x). Using Duhamel’s principle (Theorem

7.2.3), Uε is given by

Uε(x, t) =

∫ t

0

Vε(x, t; s)ds,

where Vε(x, t; s) solves the problem{
∂2
t Vε(x, t; s) + (−∆)αVε(x, t; s) +mε(x)Vε(x, t; s) = 0, (t, x) ∈ (s, T ]× Rd ,
Vε(x, s; s) = 0, ∂tVε(x, s; s) = fε(s, x).

Taking Uε in L2-norm and using (2.2.1) to get estimate for Vε, we arrive at

‖Uε(·, t)‖L2 ≤ C (1 + ‖mε‖L∞)
1
2

∫ T

0

‖fε(s, ·)‖L2ds

≤ C (1 + ‖mε‖L∞)
1
2 ‖m̃ε −mε‖L∞

∫ T

0

‖ũε(s, ·)‖L2ds.

We have that ‖mε − m̃ε‖L∞ ≤ Ckεk for all k > 0, the net (mε)ε is moderate by

assumption and (ũε)ε is moderate as a very weak solution to the Cauchy problem

(2.1.1). Then, for all N > 0, we obtain

‖Uε(·, t)‖L2 = ‖uε(t, ·)− ũε(t, ·)‖L2 . εN.

Thus, the very weak solution is unique.
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2.3. CONSISTENCY WITH CLASSICAL THEORY

2.3 Consistency with classical theory

We want to prove that in the case when a classical solution exists for the Cauchy

problem (2.1.1) as in Lemma 2.2.1, the very weak solution recaptures the classical

one.

Theorem 2.3.1 (Consistency). Let (u0, u1) ∈ Hα(Rd)×L2(Rd). Assume that m

is a non-negative continuous function and, let us consider the Cauchy problem{
utt(t, x) + (−∆)αu(t, x) +m(x)u(t, x) = 0, (t, x) ∈ (0, T ]× Rd ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rd .

(2.3.1)

Let (uε)ε be a very weak solution of (2.3.1). Then for any regularising family

mε = m ∗ ψε, for any ψ ∈ C∞0 , ψ ≥ 0,
∫
ψ = 1, such that

‖mε −m‖L∞ → 0 as ε→ 0,

the net (uε)ε converges to the classical solution of the Cauchy problem (2.3.1)

in L2 as ε→ 0.

Proof. The classical solution satifies{
utt(t, x) + (−∆)αu(t, x) +m(x)u(t, x) = 0, (t, x) ∈ (0, T ]× Rd ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rd .

For the very weak solution, there is a representation (uε)ε such that{
∂2
t uε(t, x) + (−∆)αuε(t, x) +mε(x)uε(t, x) = 0, (t, x) ∈ (0, T ]× Rd ,
uε(0, x) = u0(x), ∂tuε(0, x) = u1(x), x ∈ Rd .

Taking the difference of the above equations, we get{
∂2
t (u − uε)(t, x) + (−∆)α(u − uε)(t, x) +mε(x)(u − uε)(t, x) = ηε(t, x),

(u − uε)(0, x) = 0, ∂t(u − uε)(0, x) = 0, x ∈ Rd ,

where ηε(t, x) = (m(x)−mε(x))u(t, x). Let us denote by

Wε(t, x) := (u − uε)(t, x).

Once again, using Duhamel’s principle (Theorem 7.2.3), Wε is given by

Wε(x, t) =

∫ t

0

Vε(x, t; s)ds,

where Vε(x, t; s) solves the problem{
∂2
t Vε(x, t; s) + (−∆)αVε(x, t; s) +mε(x)Vε(x, t; s) = 0, (t, x) ∈ (s, T ]× Rd ,
Vε(x, s; s) = 0, ∂tVε(x, s; s) = ηε(s, x).
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2.3. CONSISTENCY WITH CLASSICAL THEORY

We have that ‖m−mε‖L∞ → 0 as ε→ 0. Taking the L2-norm for Wε and using

the energy estimate (2.2.1), we get

‖Wε(·, t)‖L2 ≤
∫ T

0

‖Vε(·, t; s)‖L2ds

≤ C (1 + ‖mε‖L∞)1/2 ‖m −mε‖1/2
L∞

∫ T

0

‖u(s, ·)‖L2ds.

Since ‖mε‖L∞ ≤ C it follows that (uε)ε converges to u in L2 as ε→ 0.

Remark 2.3.1. We proved in theorem 2.3.1 that the very weak solution converges

in L2 to the classical solution, provided that ‖mε −m‖L∞ → 0 as ε→ 0. This is

in particular true when m ∈ C0(Rd).
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2.4. PROPAGATION OF SINGULARITIES: NUMERICAL EXPERIMENTS

2.4 Propagation of singularities: Numerical exper-

iments

In this Section, we do some numerical experiments. We note that in the case

when the mass m depends only on the parameter t, the simulations were done in

[4]. Let us analyse our problem by regularising a distributional mass term m(x)

by a parameter ε. We define mε(x) := (m ∗ ϕε)(x), as the convolution with the

mollifier ϕε(x) = 1
ε
ϕ(x/ε), where

ϕ(x) =

{
c exp

(
1

x2−1

)
, |x | < 1,

0, |x | ≥ 1,

with c ' 2.2523 to have
∞∫
−∞

ϕ(x)dx = 1. Then, instead of (2.1.1) we consider

the regularised problem

∂2
t uε(t, x)− ∂2

xuε(t, x) +mε(x)uε(t, x) = 0, (t, x) ∈ (0, T ]× R, (2.4.1)

with the initial data uε(0, x) = u0(x) and ∂tuε(0, x) = u1(x), for all x ∈ R. Here,

we put

u0(x) =

{
exp

(
1

(x−50)2−0.25

)
, |x − 50| < 0.5,

0, |x − 50| ≥ 0.5,

and u1(x) ≡ 0. Note that supp u0 ⊂ [49.5, 50.5].

For m we consider the following cases, with δ denoting the standard Dirac’s

delta-distribution:

Case 1: m(x) = 0 with mε(x) = 0;

Case 2: m(x) = δ(x − 40) with mε(x) = ϕε(x − 40);

Case 3: m(x) = δ(x − 40) × δ(x − 40). Here, we understand mε(x) as mε(x) =

(ϕε(x − 40))2
.
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Figure 2.1: In these plots, we analyse behaviours of the solutions of the equation

(2.4.1) in the cases of different mass terms. In the upper-left plot, the graphic of

the initial function u0 is given. In the further plots, we compare the replacement

function u at t = 8.8, 10.2, 10.6, 11.0, 12.0 for ε = 0.05 in the three cases of the

mass term, which are described below.

In Figure 2.1, we analyse behaviours of the solutions to the equation (2.4.1)

with the initial function u0 (given in the upper-left plot) in the cases of differ-

ent mass terms. The further plots of Figure 2.1 are comparing the replacement
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function u at t = 8.8, 10.2, 10.6, 11.0, 12.0 for ε = 0.05 in the following three

cases: Case 1 is corresponding to the mass term m is equal to zero; Case 2 is

corresponding to the case when the mass term m is like a δ-function; Case 3 is

corresponding to the mass term m is like a square of the δ-function.

By analysing Figure 2.1, we see that a delta-function mass term affects less on

the behaviour of the solution of (2.4.1) compared to the square delta-function

like mass term by reflecting some waves in the opposite direction. In the upper-

right plot and in the lower plots of Figure 2.1, we observe that the replacement

function u is almost fully reflected in the square delta-function like mass term

case. At t = 8.8 we see that the yellow coloured wave is starting to settle and,

from t = 10.2 is moving in opposite direction. We call the last phenomena, a

”wall effect”.

Remark 2.4.1. All numerical computations are made in C++ by using the sweep

method. In above numerical simulations, we use the Matlab R2018b. For all

simulations we take ∆t = 0.2, ∆x = 0.01.

2.5 Conclusion

The numerical simulations conducted in this chapter show that a delta-function

mass term affects less on the behaviour of the waves compared to the square of

the delta-function case, the latter causing a so-called ”wall effect”.
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Chapter 3

Fractional Schrödinger equation
with singular potentials of higher
order

3.1 Introduction

In this chapter we study the fractional Schrödinger equation with distributional

potentials. Namely, the following Cauchy problem{
iut(t, x) + (−∆)su(t, x) + p(x)u(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
u(0, x) = u0(x),

(3.1.1)

is a subject to our investigation. Here p is assumed to be non-negative, and

s > 0. We consider the fractional Laplacian as a spatial operator instead of the

classical one and prove that the problem has a very weak solution.

While the study of the fractional Schrödinger equation is mathematically chal-

lenging, from the physical point of view it is a natural extension of the standard

Schrödinger equation when the Brownian trajectories in Feynman path integrals

are replaced by Levy flights. The fractional Schrödinger equation is introduced

by Laskin in quantum mechanics [39], [40]. More recently, it is proposed as a

model in optics by Longhi [43] and applied to laser implementation. For more

general overview about the fractional Schrödinger equation and its related topics

in physics, one can see [36, 41]. In recent years, it has attracted a lot of interest

by many authors, for instance in [12, 42, 52].

On the other hand, our intention to consider singular potentials is also natu-

ral from a physical point of view. It can describe a particle which is free to move

in two regions of space with a barrier between the two regions. For example, an

electron can move almost freely in a conducting material, but if two conducting

surfaces are put close together, the interface between them acts as a barrier for

the electron. The fractional Schrödinger equation with singular potentials has
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3.2. VERY WEAK WELL-POSEDNESS

been also investigated by many authors, we cite for instance [5, 35, 49, 50] and

the references mentioned there.

3.2 Very weak well-posedness

3.2.1 Notation

The following notation is proper to this chapter :

For k ∈ Z+, we denote by ‖ · ‖k the norm defined by

‖u(t, ·)‖k :=

k∑
l=0

‖∂ ltu(t, ·)‖L2 + ‖(−∆)
s
2u(t, ·)‖L2,

and simply denote it by ‖u(t, ·)‖, when k = 0.

3.2.2 Some useful lemmas

Let us fix T > 0. For a positive s, we consider the initial problem for the space-

fractional Schrödinger equation{
iut(t, x) + (−∆)su(t, x) + p(x)u(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
u(0, x) = u0(x),

(3.2.1)

where the potential p is non-negative and can be singular.

We start by stating the following results dealing with the case of regular

enough coefficient p.

Lemma 3.2.1. Let s > 0. Suppose that p ∈ L∞(Rd) be non-negative and assume

that u0 ∈ Hs(Rd). Then the estimate

‖u(t, ·)‖Hs . (1 + ‖p‖L∞) ‖u0‖Hs , (3.2.2)

holds for the unique solution u ∈ C([0, T ] ;Hs) to the Cauchy problem (3.2.1).

Proof. We multiply the equation in (3.2.1) by ut and by integrating, we get

Re(〈i∂tu(t, ·), ∂tu(t, ·)〉L2 + 〈(−∆)su(t, ·), ∂tu(t, ·)〉L2

+ 〈p(·)u(t, ·), ∂tu(t, ·)〉L2) = 0.
(3.2.3)

It is easy to see that

Re〈i∂tu(t, ·), ∂tu(t, ·)〉L2 = 0,

Re〈p(·)u(t, ·), ∂tu(t, ·)〉L2 =
1

2
∂t‖p

1
2 (·)u(t, ·)‖2

L2,

and

Re〈(−∆)su(t, ·), ∂tu(t, ·)〉L2 =
1

2
∂t‖(−∆)

s
2u(t, ·)‖2

L2.
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3.2. VERY WEAK WELL-POSEDNESS

The last equality is a consequence of the fact that (−∆)s is a self-adjoint operator.

Let us denote by

E(t) := ‖(−∆)
s
2u(t, ·)‖2

L2 + ‖p
1
2 (·)u(t, ·)‖2

L2.

It follows from (3.2.3) that ∂tE(t) = 0 and thus

E(t) = E(0).

Therefore

‖p
1
2u(t, ·)‖2

L2 . ‖(−∆)
s
2u0‖2

L2 + ‖p‖L∞‖u0‖2
L2 (3.2.4)

and

‖(−∆)
s
2u(t, ·)‖2

L2 . ‖(−∆)
s
2u0‖2

L2 + ‖p‖L∞‖u0‖2
L2,

where we use that ‖p 1
2 u0‖2

L2 can be estimated by

‖p
1
2 u0‖2

L2 ≤ ‖p ‖L∞‖u0‖2
L2.

Moreover, it follows that

‖(−∆)
s
2u(t, ·)‖L2 .

(
1 + ‖p‖

1
2

L∞

)
‖u0‖Hs . (3.2.5)

Let us estimate u. After application of the Fourier transformation in (3.2.1), we

get the auxiliary Cauchy problem

i ût(t, ξ) + |ξ|2s û(t, ξ) = f̂ (t, ξ); û(0, ξ) = û0(ξ), (3.2.6)

where û, f̂ denote the Fourier transforms of u and f with respect to the spatial

variable x and f (t, x) := −p(x)u(t, x). Using Duhamel’s principle (Theorem

7.2.2), we get the following representation of the solution to the Cauchy problem

(3.2.6)

û(t, ξ) = û0(ξ) exp(−i |ξ|2st) +

∫ t

0

exp
(
− i |ξ|2s(t − s)

)
f̂ (s, ξ)ds. (3.2.7)

Taking the L2 norm in (3.2.7) and using the fact that exp(−i |ξ|2st) is a unitary

operator, we get the estimate

‖û(t, ·)‖L2 . ‖û0‖L2 +

∫ T

0

‖f̂ (s, ·)‖L2ds. (3.2.8)

Using the Plancherel-Parseval formula (Theorem 7.2.8), the estimate (3.2.4) and

the fact that ‖f (t, ·)‖L2 = ‖p(·)u(t, ·)‖L2 can be estimated by

‖p(·)u(t, ·)‖L2 ≤ ‖p‖
1
2

L∞‖p
1
2u(t, ·)‖L2,

we arrive at

‖u(t, ·)‖L2 .
(

1 + ‖p‖
1
2

L∞

)2

‖u0‖Hs . (3.2.9)

By summing (3.2.5) and (3.2.9), we get our estimate. Thus, the lemma is

proved.
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3.2. VERY WEAK WELL-POSEDNESS

Remark 3.2.1. Requiring further regularity on the initial data u0, one can prove

that the estimate

‖u(t, ·)‖k . (1 + ‖p‖L∞) ‖u0‖Hs(1+2k),

holds for all k ≥ 0. For this, we use the estimate (3.2.9) and proceed by induction

on k ≥ 1, on the property that, if vk := ∂kt u, where u is the solution to the Cauchy

problem (3.2.1), solves the equation

i∂tvk(t, x) + (−∆)svk(t, x) + p(x)vk(t, x) = 0,

with initial data vk(0, x), then vk+1 = ∂tvk solves the same equation with initial

data

vk+1(0, x) = −i(−∆)svk(0, x)− ip(x)vk(0, x).

In order to prove uniqueness and consistency of the very weak solution, we

will need the following lemma.

Lemma 3.2.2. Let u0 ∈ Hs(Rd) and assume that p ∈ L∞(Rd) is non-negative.

Then, the energy conservation

‖u(t, ·)‖L2 = ‖u0‖L2, (3.2.10)

holds for all t ∈ [0, T ], for the unique solution u ∈ C([0, T ] ;Hs) to the Cauchy

problem (3.2.1).

Proof. We first multiply the equation in (3.2.1) by −i , we obtain

ut(t, x)− i(−∆)su(t, x)− ip(x)u(t, x) = 0.

Multiplying the last equation by u, integrating over Rd and taking the real part,

we get

Re (〈ut(t, ·), u(t, ·)〉L2 − i〈(−∆)su(t, ·), u(t, ·)〉L2 − i〈p(·)u(t, ·), u(t, ·)〉L2) = 0.

Using similar arguments as in Lemma 3.2.1, it is easy to see that

Re〈ut(t, ·), u(t, ·)〉L2 =
1

2
∂t‖u(t, ·)‖2

L2

and that

Re (−i〈(−∆)su(t, ·), u(t, ·)〉L2) = Re (−i〈p(·)u(t, ·), u(t, ·)〉L2) = 0.

Thus, we have the energy conservation law, i.e. ‖u(t, ·)‖L2 is constant for all

t ∈ [0, T ] and the statement is proved.
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3.2. VERY WEAK WELL-POSEDNESS

3.2.3 Existence of a very weak solution

In what follows, we consider the case when the potential p is strongly singular,

we have in mind δ or δ2-functions. We want to prove the existence of a very

weak solution to the Cauchy problem (3.2.1). We first regularise the coefficient

p and the data u0 by convolution with a suitable mollifying net (ψε)ε∈(0,1] (see

definition 2) and obtain families of smooth functions (pε)ε and (u0,ε)ε, namely

pε(x) = p ∗ ψε(x) and u0,ε(x) = u0 ∗ ψε(x),

where

ψε(x) = ω(ε)−dψ(x/ω(ε)), ε ∈ (0, 1] ,

and ω(ε) = ε. The above regularisation works when p is at least a distribution.

For more generality, we will make assumptions on the regularisations (pε)ε and

(u0,ε)ε, instead of making them on p and u0.

Assumption 3.2.3. We assume that the regularisations (pε)ε and (u0,ε)ε of the

coefficient p and the Cauchy data u0 are L∞-moderate and Hs-moderate respec-

tively. That is, there exist N,N0 ∈ N0 such that

‖pε‖L∞ ≤ Cε−N (3.2.11)

and

‖u0,ε‖Hs ≤ C0ε
−N0, (3.2.12)

for all ε ∈ (0, 1].

Now, let us introduce the notion of a very weak solution to the Cauchy problem

(3.2.1).

Definition 9 (Very weak solution). The net (uε)ε ∈ C([0, T ] ;Hs) is said to be

a very weak solution of order s to the Cauchy problem (3.2.1) if there exist an

L∞-moderate regularisation of the coefficient p and Hs-moderate regularisation

of u0 such that (uε)ε solves the regularised problem{
i∂tuε(t, x) + (−∆)suε(t, x) + pε(x)uε(t, x) = 0, (t, x) ∈ [0, T ]× Rd ,
uε(0, x) = u0,ε(x),

(3.2.13)

for all ε ∈ (0, 1], and is C-moderate.

Remark 3.2.2. We recall that according to definition 3, by C-moderate, we mean

that there exist N ∈ N0 and c > 0 such that

sup
t∈[0,T ]

‖uε(t, ·)‖Hs ≤ cε−N.
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3.2. VERY WEAK WELL-POSEDNESS

We can now state the following theorem, the proof of which follows imme-

diately from the definition. In what follows we understand p ≥ 0 as its regular-

isations pε satisfy pε ≥ 0 for all ε ∈ (0, 1]. This is clearly the case when p is a

distribution.

Theorem 3.2.4 (Existence). Let p ≥ 0 and s > 0. Assume that the regularisa-

tions of the coefficient p and the Cauchy data u0 satisfy the assumptions (3.2.11)

and (3.2.12). Then the Cauchy problem (3.2.1) has a very weak solution.

Proof. The coefficient p and the data u0 are moderate by assumptions. To prove

that a very weak solution exists, we need to prove that the net (uε)ε, solution to

the family of regularised Cauchy problems{
i∂tuε(t, x) + (−∆)suε(t, x) + pε(x)uε(t, x) = 0, (t, x) ∈ [0, T ]× Rd ,
uε(0, x) = u0,ε(x),

is C-moderate. Indeed, using the assumptions (3.2.11), (3.2.12) and the energy

estimate (3.2.2), we arrive at

‖u(t, ·)‖Hs . ε−N0−N,

For all t ∈ [0, T ]. The net (uε)ε is then C-moderate and the existence of a very

weak solution is proved.

3.2.4 Uniqueness of the very weak solution

We prove the uniqueness of a very weak solution to the Cauchy problem (3.2.1)

in the sense of the following definition.

Definition 10 (Uniqueness). We say that the Cauchy problem (3.2.1) has a

unique very weak solution, if for all families of regularisations (pε)ε, (p̃ε)ε, (u0,ε)ε
and (ũ0,ε)ε of the coefficient p and the Cauchy data u0, such that the nets

(pε − p̃ε)ε and (u0,ε − ũ0,ε)ε are L∞-negligible and Hs-negligible, it follows that

the net (uε(t, ·)− ũε(t, ·))ε is L2-negligible for all t ∈ [0, T ], where (uε)ε and (ũε)ε
are the families of solutions to the corresponding regularised Cauchy problems.

Theorem 3.2.5 (Uniqueness). Let p ≥ 0 and assume that p and u0 satisfy the

assumptions (3.2.11) and (3.2.12). Then, the Cauchy problem (3.2.1) has a

unique very weak solution.

Proof. Let (pε)ε, (p̃ε)ε and (u0,ε)ε, (ũ0,ε)ε, regularisations of p and u0, satisfying

‖pε − p̃ε‖L∞ ≤ Ckεk for all k > 0

and

‖u0,ε − ũ0,ε‖L2 ≤ Clεl for all l > 0,
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3.3. CONSISTENCY WITH CLASSICAL THEORY

and let us denote by Uε(t, x) := uε(t, x)− ũε(t, x), where (uε)ε and (ũε)ε are the

families of solutions to the regularised Cauchy problems, corresponding to the

families (pε, uε)ε and (p̃ε, ũ0,ε)ε. Then, Uε solves the Cauchy problem{
i∂tUε(t, x) + (−∆)sUε(t, x) + pε(x)Uε(t, x) = fε(t, x), (t, x) ∈ (0, T )× Rd ,
Uε(0, x) = (u0,ε − ũ0,ε)(x),

(3.2.14)

where

fε(t, x) = (p̃ε(x)− pε(x)) ũε(t, x).

Let (Vε)ε and (Wε)ε, the families of solutions to the auxiliary Cauchy problems{
i∂tVε(x, t; s) + (−∆)sVε(x, t; s) + pε(x)Vε(x, t; s) = 0, (t, x) ∈ (s, T ]× Rd ,
Vε(x, s; s) = fε(s, x),

and{
i∂tWε(t, x) + (−∆)sWε(t, x) + pε(x)Wε(t, x) = 0, (t, x) ∈ (0, T ]× Rd ,
Wε(0, x) = (u0,ε − ũ0,ε)(x).

Using Duhamel’s principle (see, Theorem 7.2.2), Uε is given by

Uε(t, x) = Wε(t, x) +

∫ t

0

Vε(x, t; s)ds. (3.2.15)

Taking the L2 norm in (3.2.15) and using (3.2.10) to estimate Vε and Wε, we get

‖Uε(t, ·)‖L2 ≤ ‖Wε(t, ·)‖L2 +

∫ T

0

‖Vε(·, t; s)‖L2ds

. ‖u0,ε − ũ0,ε‖L2 +

∫ T

0

‖fε(s, ·)‖L2ds

. ‖u0,ε − ũ0,ε‖L2 + ‖p̃ε − pε‖L∞
∫ T

0

‖ũε(s, ·)‖L2ds.

From the one hand, we have that ‖u0,ε−ũ0,ε‖L2 ≤ Clεl , for all l > 0. On the other

hand, (uε)ε as a very weak solution to the Cauchy problem (3.2.1) is moderate

and ‖p̃ε − pε‖L∞ ≤ Ckεk for all k > 0. Therefore,

‖Uε(t, ·)‖L2 = ‖uε(t, ·)− ũε(t, ·)‖L2 . εN,

for all N > 0, which means that the very weak solution is unique.

3.3 Consistency with classical theory

Now we give the consistency result, which means that the very weak solution to

the Cauchy problem (3.2.1) converges in an appropriate norm, to the classical

solution, when the latter exists.
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Theorem 3.3.1 (Consistency). Let p ∈ L∞(Rd) be non-negative. Assume that

u0 ∈ Hs(Rd) for s > 0, and let us consider the Cauchy problem{
iut(t, x) + (−∆)su(t, x) + p(x)u(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
u(0, x) = u0(x).

(3.3.1)

Let (uε)ε be a very weak solution of (3.3.1). Then for any regularising families

of the coefficient p such that ‖pε − p‖L∞ → 0 as ε → 0 and the Cauchy data

u0, the net (uε)ε converges in L2 as ε→ 0 to the unique classical solution of the

Cauchy problem (3.3.1).

Proof. Let u be the classical solution to{
iut(t, x) + (−∆)su(t, x) + p(x)u(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
u(0, x) = u0(x),

and let (uε)ε its very weak solution. It satisfies{
i∂uε(t, x) + (−∆)suε(t, x) + pε(x)uε(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
uε(0, x) = u0,ε(x).

Let us denote by Wε(t, x) := u(t, x)− uε(t, x). It solves{
i∂Wε(t, x) + (−∆)sWε(t, x) + pε(x)Wε(t, x) = ηε(t, x), (t, x) ∈ (0, T )× Rd ,
Wε(0, x) = (u0 − u0,ε)(x),

where ηε(t, x) := (pε(x) − p(x))u(t, x). Using Duhamel’s principle (Theorem

7.2.2) and similar arguments as in Theorem (3.2.5), we get the estimate

‖Wε(t, ·)‖L2 . ‖u0 − u0,ε‖L2 +

∫ T

0

‖ηε(s, ·)‖L2ds

. ‖u0 − u0,ε‖L2 + ‖pε − p‖L∞
∫ T

0

‖u(s, ·)‖L2ds.

When ε → 0, the right hand side of the last inequality tends to 0, since ‖pε −
p‖L∞ → 0 by assumption and ‖u0 − u0,ε‖L2 → 0. The latter is a consequence of

the fact that C∞ is dense in L2. Hence, the very weak solution converges to the

classical one in L2 as ε→ 0.
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3.4 Propagation of singularities: Numerical exper-

iments

In this Section, we do some numerical experiments. Let us analyse our problem by

regularising a distributional potential p(x) by a parameter ε. We define pε(x) :=

(p ∗ ϕε)(x), as the convolution with the mollifier ϕε(x) = 1
ε
ϕ(x/ε), where

ϕ(x) =

{
c exp

(
1

x2−1

)
, |x | < 1,

0, |x | ≥ 1,

with c ' 2.2523 to have
∞∫
−∞

ϕ(x)dx = 1. Then, instead of (3.2.1) we consider

the regularised Cauchy problem for the 1D Schrödinger equation

i∂tuε(t, x)− ∂2
xuε(t, x) + pε(x)uε(t, x) = 0, (t, x) ∈ (0, T )× R, (3.4.1)

with the initial data uε(0, x) = u0(x), for all x ∈ R. Here, we put

u0(x) =

{
exp

(
1

(x−5)2−0.25

)
, |x − 5| < 0.5,

0, |x − 5| ≥ 0.5.

Note that supp u0 ⊂ [4.5, 5.5].

Here, we consider the following cases when the potential is a regular function:

1) p(x) = 0,

2) p(x) = 1,

3) p(x) = (x − 5)2;

and when potential is a singular function:

1) p(x) = 1
30
δ(x − 3) with pε(x) = 1

30
ϕε(x − 3),

2) p(x) = 1
30
δ2(x − 3) in the sense pε(x) = 1

30
ϕ2
ε(x − 3),

where δ denotes the standard Dirac’s delta-distribution.
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Figure 3.1: In these plots, we analyse behaviour of the solution of the Schrödinger

equation (3.4.1) with a δ-like potential. In the top left plot, the graphic of the po-

sition density of particles at the initial time is given. In the further plots, we draw

the position density function |u|2 at t = 0.0428, 0.1070, 0.1391, 0.2140, 0.2996

for ε = 0.05. Here, a δ-like function with the support at point 3 is considered.
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Figure 3.2: In these plots, we analyse the time evolution of the position density

|u|2 for different regular potentials. Here, the cases of the potentials with p(x) =

0, p(x) = 1, and p(x) = (x − 5)2 are considered.
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Figure 3.3: In these plots, we analyse behaviour of the solution of the Schrödinger

equation (3.4.1) with a δ-like potential for different values of the parameter ε.

Here, we compare the position density function of particles |u|2 at t = 0.214

for ε = 0.035, 0.080, 0.300, 0.800. Here, the case of the potential with a δ-like

function behaviour with the support at point 3 is considered.

Figure 3.4: In these plots, we compare the energy function E(t) of the

Schrödinger equation (3.4.1) corresponding to the δ-potential case for ε =

0.05, 0.11, 0.49.
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Figure 3.5: In these plots, we analyse the solution of the Schrödinger equation

(3.4.1) with a δ2-like potential. In the top left plot, we study the position density

function |u(t, x)|2 at t = 0.0000, 0.0214, 0.0428, 0.0642 for ε = 0.05. In further

plots, we compare the energy function E(t) of the Schrödinger equation (3.4.1)

corresponding to the δ2-potential case for ε = 0.05, 0.15, 0.25, 0.50. In the right-

bottom plot, we compare the energy function for ε = 0.15, 0.25, 0.50.

In Figure 3.1, we analyse behaviour of the solution with a δ-like potential.

In the top left plot, the graphic of the position density of particles at the initial

time is given. In the further plots, we draw the position density function |u|2 at

t = 0.0428, 0.1070, 0.1391, 0.2140, 0.2996 for ε = 0.05. Here, a δ-like function

with the support at point 3 is considered. We observe a delta-function potential

causing an accumulation of particles in the place of the support of the singularity.

In Figure 3.2, we analyse the time evolution of the position density for differ-

ent regular potentials. Here, the cases of the potentials with p(x) = 0, p(x) = 1,

and p(x) = (x − 5)2 are considered.

In Figure 3.3, we analyse behaviour of the solution of the Schrödinger equation

(3.4.1) with a δ-like potential for different values of the parameter ε. Here,
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we compare the position density function of particles |u|2 at t = 0.214 for

ε = 0.035, 0.080, 0.300, 0.800. Here, the case of the potential with a δ-like

function behaviour with the support at point 3 is considered. Here, we can see

that the numerical simulations of the regularised equation (3.4.1) are stable under

the changing of the values of the parameter ε.

In Figure 3.4, we compare the energy function

E(t) = ‖∇u(t, ·)‖2
L2 + ‖p

1
2 (·)u(t, ·)‖2

L2. (3.4.2)

of the Schrödinger equation (3.4.1) corresponding to the δ-potential case for dif-

ferent values of the parameter ε. Simulations show that E(t) ≈ E(0) for t > 0.

In Figure 3.5, we analyse the solution of the Schrödinger equation (3.4.1) with a

δ2-like potential. In the left plot, we study the position density function |u(t, x)|2
at t = 0.0000, 0.0214, 0.0428, 0.0642 for ε = 0.05. In the right plot, we compare

the energy function E(t) of the Schrödinger equation (3.4.1) corresponding to

the δ2-potential case for ε = 0.05, 0.15, 0.25, 0.50.

Remark 3.4.1. By analysing these cases, from Figures 3.4 and 3.5 we see that

the energy function E(t) given by (3.4.2) satisfies E(t) ≈ E(0) for t > 0.

Moreover, it is observed that E(t) depends on ε by confirming the theory, that

is, E(t) = Eε(t). From the bottom plots of Figure 3.5 we observe that the energy

E(t) of the Schrödinger equation (3.4.1) with a δ2-like potential corresponding

to the case ε = 0.5 is increased around 200 times as ε is decreased 10 times by

justifying the theoretical part.

Remark 3.4.2. From the behaviours of the density function |u(t, x)|2 of the

Schrödinger equation (3.4.1) corresponding to the cases of δ-like and δ2-like

potentials, namely, from the left plot of Figure 3.3 and the upper–left plot of

Figure 3.5 we observe a ”splitting of the strong singularity” effect. Explanation

of this phenomena is still an open question from the theoretical point of view.

Remark 3.4.3. A second order in time and in space Crank-Nicolson scheme is

used for the numerical analysis of the equation (3.4.1). All numerical computa-

tions are made in C++ by using the sweep method. In above numerical simu-

lations, we use the Matlab R2018b. For all simulations we take ∆t = 0.0107,

∆x = 0.01.

3.5 Conclusion

The theoretical and numerical analysis conducted in this chapter showed that

numerical methods work well in situations where a rigorous mathematical for-

mulation of the problem is difficult in the framework of the classical theory of

distributions. The ideology of very weak solutions eliminates this difficulty in the
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case of the terms with multiplication of distributions. In particular, in the case

of the Schrödinger equation, we see that a delta-function potential is causing an

effect of accumulating particles in the place of the support of the singularity.
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Chapter 4

The heat equation with strongly
singular potentials

4.1 Introduction

After the pioneering works due to Baras and Goldstein [8, 9], the heat equation

with inverse-square potential in bounded and unbounded domains has attracted

considerable attention during the last decades, we cite [34, 44, 64] to name

only few. In this chapter we consider the heat equation with irregular potentials,

in particular, with a δ-function and with a behaviour like ”multiplication” of δ-

functions and study its very weak well-posedness. That is, we study the Cauchy

problem{
∂tu(t, x)− ∆u(t, x) + q(x)u(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
u(0, x) = u0(x), x ∈ Rd ,

where the coefficient q indicates the potential. We consider first the case of

positive potential, and due to the interesting numerically observed behaviours, we

consider also the case of negative potential.

To start with, let us fix some notations used through this chapter.

4.1.1 Notation

We define

‖u(t, ·)‖k := ‖∇u(t, ·)‖L2 +

k∑
l=0

‖∂ ltu(t, ·)‖L2,

for all k ∈ Z+. In the case when k = 0, we simply use ‖u(t, ·)‖ instead of

‖u(t, ·)‖0.
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4.2. PART I: NON-NEGATIVE POTENTIAL

4.2 Part I: Non-negative potential

In this section we consider the case when the potential q is non-negative. That

is, for fixed T > 0, in the domain Ω := (0, T )×Rd we consider the heat equation

∂tu(t, x)− ∆u(t, x) + q(x)u(t, x) = 0, (t, x) ∈ Ω, (4.2.1)

with the Cauchy data u(0, x) = u0(x), where the potential q is assumed to be

non-negative and singular.

4.2.1 Some useful lemmas

In the case when the potential is a regular function, we have the following lemma.

Lemma 4.2.1. Let u0 ∈ H1(Rd) and suppose that q ∈ L∞(Rd) is non-negative.

Then, there is a unique solution u ∈ C1([0, T ] ;L2)∩C([0, T ] ;H1) to (4.2.1) and

it satisfies the energy estimate

‖u(t, ·)‖ . (1 + ‖q‖L∞) ‖u0‖H1. (4.2.2)

Proof. By multiplying the equation (4.2.1) by ut and integrating with respect to

x , we obtain

Re (〈ut(t, ·), ut(t, ·)〉L2 + 〈−∆u(t, ·), ut(t, ·)〉L2 + 〈q(·)u(t, ·), ut(t, ·)〉L2) = 0.

(4.2.3)

One observes

Re〈ut(t, ·), ut(t, ·)〉L2 = 〈ut(t, ·), ut(t, ·)〉L2 = ‖ut(t, ·)‖2
L2.

Also, we see that

Re〈−∆u(t, ·), ut(t, ·)〉L2 =
1

2
∂t〈∇u(t, ·),∇u(t, ·)〉L2 =

1

2
∂t‖∇u(t, ·)‖2

L2

and

Re〈q(·)u(t, ·), ut(t, ·)〉L2 =
1

2
∂t〈q

1
2 (·)u(t, ·), q

1
2 (·)u(t, ·)〉L2 =

1

2
∂t‖q

1
2 (·)u(t, ·)‖2

L2.

It follows from (4.2.3) that

∂t

[
‖∇u(t, ·)‖2

L2 + ‖q
1
2 (·)u(t, ·)‖2

L2

]
= −2‖ut(t, ·)‖2

L2. (4.2.4)

Let us denote by

E(t) := ‖∇u(t, ·)‖2
L2 + ‖q

1
2 (·)u(t, ·)‖2

L2,

the energy functional. It follows from (4.2.4) that E ′(t) ≤ 0, and thus

E(t) ≤ E(0).
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4.2. PART I: NON-NEGATIVE POTENTIAL

By taking into account that ‖q 1
2 (·)u0(·)‖2

L2 can be estimated by

‖q
1
2 (·)u0(·)‖2

L2 ≤ ‖q(·)‖L∞‖u0(·)‖2
L2,

we get

‖∇u(t, ·)‖2
L2 + ‖q

1
2 (·)u(t, ·)‖2

L2 ≤ ‖∇u0‖2
L2 + ‖q(·)‖L∞‖u0‖2

L2.

Thus, we have

‖q
1
2 (·)u(t, ·)‖2

L2 ≤ ‖∇u0‖2
L2 + ‖q(·)‖L∞‖u0‖2

L2 (4.2.5)

and

‖∇u(t, ·)‖2
L2 ≤ ‖∇u0‖2

L2 + ‖q(·)‖L∞‖u0‖2
L2,

and consequently, one can be seen that

‖∇u(t, ·)‖L2 ≤
(

1 + ‖q‖
1
2

L∞

)2

‖u0‖H1. (4.2.6)

To obtain the estimate for u, we rewrite the equation (4.2.1) as follows

ut(t, x)− ∆u(t, x) = −q(x)u(t, x), (t, x) ∈ (0, T )× Rd . (4.2.7)

Here, considering −q(x)u(t, x) as a source term, we denote it by f (t, x) :=

−q(x)u(t, x). By using Duhamel’s principle (Theorem 7.2.2), we represent the

solution to (4.2.7) in the form

u(t, x) = φt ∗ u0(x) +

∫ t

0

φt−s ∗ fs(x)ds, (4.2.8)

where fs = f (s, ·) and φt = φ(t, ·). Here, φ is the fundamental solution (heat

kernel) to the heat equation, and it satisfies

‖φ(t, ·)‖L1 = 1.

Now, taking the L2-norm in (4.2.8) and using Young’s inequality (see Theorem

7.2.7), we arrive at

‖u(t, ·)‖L2 ≤ ‖φt‖L1‖u0‖L2 +

∫ T

0

‖φt−s‖L1‖fs‖L2ds

≤ ‖u0‖L2 +

∫ T

0

‖fs‖L2ds

≤ ‖u0‖L2 +

∫ T

0

‖q(·)u(s, ·)‖L2ds.

We estimate the term ‖q(·)u(s, ·)‖L2 as

‖q(·)u(s, ·)‖L2 ≤ ‖q‖
1
2

L∞‖q
1
2u(s, ·)‖L2,
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and using the estimate (4.2.5), one observes

‖u(t, ·)‖L2 .
(

1 + ‖q‖
1
2

L∞

)2

‖u0‖H1. (4.2.9)

Summing the estimates proved above, we conclude (4.2.2).

Remark 4.2.1. We can also prove that the estimate

‖∂kt u(t, ·)‖L2 . (1 + ‖q‖L∞) ‖u0‖H2k+1,

is valid for all k ≥ 0, by requiring higher regularity on u0. To do so, we denote by

v0 := u and its derivatives by vk := ∂kt u, where u is the solution of the Cauchy

problem (4.2.1). Using (4.2.9) and the property that if vk solves the equation

∂tvk(t, x)− ∆vk(t, x) + q(x)vk(t, x) = 0,

with the initial data vk(0, x), then vk+1 = ∂tvk solves the same equation with the

initial data

vk+1(0, x) = ∆vk(0, x)− q(x)vk(0, x),

we get our estimate for ∂kt u for all k ≥ 0.

To prove the uniqueness and consistency of the very weak solution, we will

also need the following lemma.

Lemma 4.2.2. Let u0 ∈ H1(Rd) and assume that q ∈ L∞(Rd) is non-negative.

Then, the estimate

‖u(t, ·)‖L2 . ‖u0‖L2, (4.2.10)

holds for the unique solution u ∈ C1([0, T ] ;L2) ∩ C([0, T ] ;H1) of the Cauchy

problem (4.2.1).

Proof. Again, by multiplying the equation (4.2.1) by u and integrating over Rd
in x , we derive

Re (〈ut(t, ·), u(t, ·)〉L2 + 〈−∆u(t, ·), u(t, ·)〉L2 + 〈q(·)u(t, ·), u(t, ·)〉L2) = 0.

Using the similar arguments as in Lemma 4.2.1, we obtain

∂t‖u(t, ·)‖2
L2 = −‖∇u(t, ·)‖2

L2 − ‖q
1
2 (·)u(t, ·)‖2

L2 ≤ 0. (4.2.11)

This ends the proof of the lemma.
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4.2.2 Existence of very weak solutions

In this subsection we deal with the existence of very weak solutions. We first fix

a notation. By writing q ≥ 0, we mean that all regularisations qε in our calculus

are non-negative functions.

To show that the Cauchy problem (4.2.1) has a very weak solution, we start

by regularising the coefficient q and the initial data u0 using a suitable mollifying

net (ψε)ε∈(0,1], generating families of smooth functions (qε)ε and (u0,ε)ε. Namely,

qε(x) = q ∗ ψε(x), u0,ε(x) = u0 ∗ ψε(x),

where

ψε(x) = ω(ε)−dψ(x/ω(ε)), ε ∈ (0, 1] ,

and as in definition 2, ω(ε) is a positive function converging to 0 as ε→ 0 to be

chosen later.

Assumption 4.2.3. We assume that the regularisations of the coefficient q and

the Cauchy data u0 are L∞-moderate and H1-moderate respectively. Namely,

there exist N,N0 ∈ N0, such that

‖qε‖L∞ ≤ Cω(ε)−N, (4.2.12)

and

‖u0,ε‖H1 ≤ C0ω(ε)−N0, (4.2.13)

for all ε ∈ (0, 1].

Definition 11 (Very weak solution). Let q ≥ 0. The net (uε)ε is said to be a

very weak solution to the Cauchy problem (4.2.1), if there exist an L∞-moderate

regularisation (qε)ε of the coefficient q and H1-moderate regularisation (u0,ε)ε of

the initial function u0, such that (uε)ε solves the regularised equation

∂tuε(t, x)− ∆uε(t, x) + qε(x)uε(t, x) = 0, (t, x) ∈ (0, T )× Rd , (4.2.14)

with the Cauchy data uε(0, x) = u0,ε(x), for all ε ∈ (0, 1], and is C-moderate.

With this setup the existence of a very weak solution becomes straightforward.

But we will also analyse its properties later on.

Theorem 4.2.4 (Existence). Let q ≥ 0. Assume that the regularisations of

the coefficient q and the Cauchy data u0 satisfy the assumptions (4.2.12) and

(4.2.13). Then the Cauchy problem (4.2.1) has a very weak solution.

Proof. Using the moderateness assumptions (4.2.13), (4.2.12), and the energy

estimate (4.2.2), we arrive at

‖uε(t, ·)‖ . ω(ε)−N × ω(ε)−N0

. ω(ε)−N−N0,

for all t ∈ [0, T ], concluding that (uε)ε is C-moderate.
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4.2.3 Uniqueness result

In this subsection we discuss uniqueness of the very weak solution to the Cauchy

problem (4.2.1). We prove it in the sense of the following definition.

Definition 12 (Uniqueness). We say that the very weak solution to the Cauchy

problem (4.2.1) is unique, if for all families (qε)ε, (q̃ε)ε and (u0,ε)ε, (ũ0,ε)ε,

regularisations of the coefficient q and u0, such that the nets (qε − q̃ε)ε and

(u0,ε − ũ0,ε)ε are L∞-negligible and L2-negligible respectively, we have that the

net (uε(t, ·) − ũε(t, ·))ε is L2-negligible for all t ∈ [0, T ], where (uε)ε and (ũε)ε
solve, respectively, the families of the Cauchy problems{

∂tuε(t, x)− ∆uε(t, x) + qε(x)uε(t, x) = 0, (t, x) ∈ [0, T ]× Rd ,
uε(0, x) = u0,ε(x),

and {
∂t ũε(t, x)− ∆ũε(t, x) + q̃ε(x)ũε(t, x) = 0, (t, x) ∈ [0, T ]× Rd ,
ũε(0, x) = ũ0,ε(x).

We have the following theorem.

Theorem 4.2.5 (Uniqueness). Let T > 0. Assume that q ≥ 0 and u0 satisfy the

moderateness assumptions (4.2.12) and (4.2.13), respectively. Then, the very

weak solution to the Cauchy problem (4.2.1) is unique.

Proof. Let (qε)ε, (q̃ε)ε and (u0,ε)ε, (ũ0,ε)ε, regularisations of the coefficient q and

the data u0, satisfying

‖qε − q̃ε‖L∞ ≤ Ckεk , for all k > 0,

and

‖u0,ε − ũ0,ε‖L2 ≤ Clεl , for all l > 0.

Then, (uε)ε and (ũε)ε, the solutions to the related Cauchy problems, satisfy{
∂t(uε − ũε)(t, x)− ∆(uε − ũε)(t, x) + qε(x)(uε − ũε)(t, x) = fε(t, x),

(uε − ũε)(0, x) = (u0,ε − ũ0,ε)(x),
(4.2.15)

with

fε(t, x) = (q̃ε(x)− qε(x))ũε(t, x).

Let us denote by Uε(t, x) := uε(t, x) − ũε(t, x) the solution to the equation

(4.2.15). Using Duhamel’s principle (Theorem 7.2.2), Uε is given by

Uε(t, x) = Wε(t, x) +

∫ t

0

Vε(x, t; s)ds,

where Wε(t, x) is the solution to the problem{
∂tWε(t, x)− ∆Wε(t, x) + qε(x)Wε(t, x) = 0, (t, x) ∈ (0, T ]× Rd ,
Wε(0, x) = (u0,ε − ũ0,ε)(x),
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and Vε(x, t; s) solves{
∂tVε(x, t; s)− ∆Vε(x, t; s) + qε(x)Vε(x, t; s) = 0, (t, x) ∈ (s, T ]× Rd
Vε(x, s; s) = fε(s, x).

Taking Uε in L2-norm and using (4.2.10) to estimate Vε and Wε, we arrive at

‖Uε(t, ·)‖L2 ≤ ‖Wε(t, ·)‖L2 +

∫ T

0

‖Vε(·, t; s)‖L2ds

. ‖u0,ε − ũ0,ε‖L2 +

∫ T

0

‖fε(s, ·)‖L2ds

. ‖u0,ε − ũ0,ε‖L2 + ‖q̃ε − qε‖L∞
∫ T

0

‖ũε(s, ·)‖L2ds.

The family (ũε)ε is a very weak solution to the Cauchy problem (4.2.1), it is then

moderate, i.e. there exists N0 ∈ N0 such that

‖ũε(s, ·)‖L2 ≤ cω−N0(ε).

On the other hand, we have that ‖qε − q̃ε‖L∞ ≤ Ckεk , for all k > 0, and ‖u0,ε −
ũ0,ε‖L2 ≤ Clεl , for all l > 0. Thus, we obtain that

‖Uε(t, ·)‖L2 := ‖uε(t, ·)− ũε(t, ·)‖L2 . εN,

for all N > 0, showing the uniqueness of the very weak solution. Here we choose

ω(ε) = ε.

4.2.4 Consistency with the classical case

Now we show that if the classical solution of the Cauchy problem (4.2.1) given

by Lemma 4.2.1 exists then the very weak solution recaptures it.

Theorem 4.2.6 (Consistency). Let u0 ∈ H1(Rd). Assume that q ∈ L∞(Rd) is

non-negative and consider the Cauchy problem{
ut(t, x)− ∆u(t, x) + q(x)u(t, x) = 0, (t, x) ∈ [0, T ]× Rd ,
u(0, x) = u0(x).

(4.2.16)

Let (uε)ε be a very weak solution of (4.2.16). Then, for any regularising families

(qε)ε such that ‖qε − q‖L∞ → 0 as ε→ 0 and (u0,ε)ε, the net (uε)ε converges in

L2 as ε→ 0 to the classical solution of the Cauchy problem (4.2.16).

Proof. Consider the classical solution u to{
ut(t, x)− ∆u(t, x) + q(x)u(t, x) = 0, (t, x) ∈ [0, T ]× Rd ,
u(0, x) = u0(x).
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Note that for the very weak solution there is a representation (uε)ε such that{
∂tuε(t, x)− ∆uε(t, x) + qε(x)uε(t, x) = 0, (t, x) ∈ [0, T ]× Rd ,
uε(0, x) = u0,ε(x).

Taking the difference, we get{
∂t(u − uε)(t, x)− ∆(u − uε)(t, x) + qε(x)(u − uε)(t, x) = ηε(t, x),

(u − uε)(0, x) = (u0 − u0,ε)(x),
(4.2.17)

where

ηε(t, x) = (qε(x)− q(x))u(t, x).

Let us denote Uε(t, x) := (u − uε)(t, x) and let Wε(t, x) be the solution to the

auxiliary homogeneous problem{
∂tWε(t, x)− ∆Wε(t, x) + qε(x)Wε(t, x) = 0,

Wε(0, x) = (u0 − u0,ε)(x).

Then, by Duhamel’s principle (Theorem 7.2.2), the solution to (4.2.17) is given

by

Uε(t, x) = Wε(t, x) +

∫ t

0

Vε(x, t; s)ds, (4.2.18)

where Vε(x, t; s) is the solution to the problem{
∂tVε(x, t; s)− ∆Vε(x, t; s) + qε(x)Vε(x, t; s) = 0, (t, x) ∈ (s, T ]× Rd ,
Vε(x, s; s) = ηε(t, x).

As in Theorem 4.2.5, taking the L2-norm in (4.2.18) and using (4.2.10) to esti-

mate Vε and Wε, we get

‖Uε(t, ·)‖L2 ≤ ‖Wε(t, ·)‖L2 +

∫ T

0

‖Vε(·, t; s)‖L2ds

. ‖u0 − u0,ε‖L2 +

∫ T

0

‖ηε(s, ·)‖L2ds

. ‖u0 − u0,ε‖L2 + ‖qε − q‖L∞
∫ T

0

‖u(s, ·)‖L2ds,

and taking into account that

‖qε − q‖L∞ → 0 as ε→ 0

and

‖u0,ε − u0‖L2 → 0 as ε→ 0,

consequently, it implies that uε converges to u in L2 as ε→ 0.
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4.3 Part II: Negative potential

In this part we aim to study the case when the potential is negative and to show

that the problem is still well-posed. Namely, we consider the Cauchy problem for

the heat equation{
∂tu(t, x)− ∆u(t, x)− q(x)u(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
u(0, x) = u0(x),

(4.3.1)

where q is non-negative.

4.3.1 Useful lemma

In the classical case, we have the following energy estimates for the solution of

the problem (4.3.1).

Lemma 4.3.1. Let u0 ∈ L2(Rd) and suppose that q ∈ L∞(Rd) is non-negative.

Then, there is a unique solution u ∈ C([0, T ] ;L2) to (4.3.1) and it satisfies the

estimate

‖u(t, ·)‖L2 . exp (t‖q‖L∞)‖u0‖L2, (4.3.2)

for all t ∈ [0, T ].

Proof. Multiplying the equation in (4.3.1) by u, integrating with respect to x ,

and taking the real part, we obtain

Re (〈ut(t, ·), u(t, ·)〉L2 + 〈−∆u(t, ·), u(t, ·)〉L2 − 〈q(·)u(t, ·), u(t, ·)〉L2) = 0,

for all t ∈ [0, T ]. Using similar arguments as in Lemma 4.2.1 and noting that the

term ‖q(·)u(t, ·)‖L2 can be estimated by ‖q‖L∞‖u(t, ·)‖L2, we get

∂t‖u(t, ·)‖L2 . ‖q‖L∞‖u(t, ·)‖L2,

for all t ∈ [0, T ]. The desired estimate follows by the application of Gronwall’s

inequality (see theorem 7.2.4).

4.3.2 Existence of very weak solutions

Let now assume that the potential q and the initial data u0 are singular. Consider

the Cauchy problem for the heat equation{
∂tu(t, x)− ∆u(t, x)− q(x)u(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
u(0, x) = u0(x).

(4.3.3)

In order to prove the existence of a very weak solution to (4.3.3), we proceed

as in the case of the positive potential. We start by regularising the equation in

(4.3.3). In other words, using

ψε(x) = ω(ε)−dψ(x/ω(ε)), ε ∈ (0, 1] ,
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where (ψε)ε is a mollyfing net, we regularise q and u0 obtaining the nets (qε)ε =

(q ∗ ψε)ε and (u0,ε)ε = (u0 ∗ ψε)ε. For this, we can assume that q and u0 are

distributions.

Assumption 4.3.2. We assume that the nets (qε)ε and (u0,ε)ε are respectively,

L∞-moderate and L2-moderate. That is, there exist N0, N1 ∈ N0 such that

‖qε‖L∞ ≤ C0ω(ε)−N0, (4.3.4)

and

‖u0,ε‖L2 ≤ C1ω(ε)−N1. (4.3.5)

Let us now give the definition of a very weak solution adapted to the problem

(4.3.3).

Definition 13 (Very weak solution). Let q be non-negative. The net (uε)ε is said

to be a very weak solution to the problem (4.3.3), if there exist an L∞-moderate

regularisation (qε)ε of the coefficient q and an L2-moderate regularisation (u0,ε)ε
of u0 such that (uε)ε solves the regularised problem{

∂tuε(t, x)− ∆uε(t, x)− qε(x)uε(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
uε(0, x) = u0,ε(x),

(4.3.6)

for all ε ∈ (0, 1], and is C-moderate.

Remark 4.3.1. In this section, by C-moderate we mean C([0, T ], L2)-moderate

(see definition 3).

Theorem 4.3.3 (Existence). Let q ≥ 0. Assume that the nets (qε)ε and (u0,ε)ε
satisfy the assumptions (4.3.4) and (4.3.5), respectively. Then the problem

(4.3.3) has a very weak solution.

Proof. The nets (qε)ε and (u0,ε)ε are moderate by the assumption. To prove

that a very weak solution to the Cauchy problem (4.3.3) exists, we need to show

that the net (uε)ε, a solution to the regularised problem (4.3.6), is C-moderate.

Indeed, using the assumptions (4.3.4), (4.3.5) and the estimate (4.3.2), we get

‖u(t, ·)‖L2 . exp
(
tω(ε)−N0

)
ω(ε)−N1,

for all t ∈ [0, T ]. Choosing the function ω of logarithmic type, that is

ω(ε) =
(

log ε−N0
)− 1

N0 ,

we obtain that

‖u(t, ·)‖L2 . ε−tN0 ×
(

log ε−N0
)N1
N0

. ε−TN0 × ε−N1,

where the fact that t ∈ [0, T ] and that log ε−N0 can be estimated by ε−N0 are

used. Then the net (uε)ε is C-moderate, implying the existence of a very weak

solution.
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4.3.3 Uniqueness result

Here, we prove the uniqueness of the very weak solution to the heat equation

with a non-positive potential (4.3.3) in the spirit of Definition 12, adapted to our

problem.

Definition 14 (Uniqueness). Let the regularisations (qε)ε and (q̃ε)ε of q and

the regularisations (u0,ε)ε and (ũ0,ε)ε of u0 satisfy Assumption 4.3.2. Then we

say that the very weak solution to the heat equation (4.3.3) is unique, if for

all families (qε)ε, (q̃ε)ε and (u0,ε)ε, (ũ0,ε)ε, such that the nets (qε − q̃ε)ε and

(u0,ε − ũ0,ε)ε are L∞-negligible and L2-negligible respectively, we have that the

net (uε(t, ·) − ũε(t, ·))ε is L2-negligible for all t ∈ [0, T ], where (uε)ε and (ũε)ε
solve, respectively, the families of the Cauchy problems{

∂tuε(t, x)− ∆uε(t, x)− qε(x)uε(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
uε(0, x) = u0,ε(x),

and {
∂t ũε(t, x)− ∆ũε(t, x)− q̃ε(x)ũε(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
ũε(0, x) = ũ0,ε(x).

Theorem 4.3.4 (Uniqueness). Let T > 0. Assume that the nets (qε)ε and (u0,ε)ε
satisfy the assumptions (4.3.4) and (4.3.5), respectively. Then, the very weak

solution to the Cauchy problem (4.3.3) is unique.

Proof. Let us consider (qε)ε, (q̃ε)ε and (u0,ε)ε, (ũ0,ε)ε, regularisations of the q

and u0, satisfying

‖qε − q̃ε‖L∞ ≤ Ckεk for all k > 0

and

‖u0,ε − ũ0,ε‖L2 ≤ Clεl for all l > 0.

Then, (uε)ε and (ũε)ε, the solutions to the related Cauchy problems, satisfy{
∂t(uε − ũε)(t, x)− ∆(uε − ũε)(t, x)− qε(x)(uε − ũε)(t, x) = fε(t, x),

(uε − ũε)(0, x) = (u0,ε − ũ0,ε)(x),
(4.3.7)

with

fε(t, x) = (qε(x)− q̃ε(x))ũε(t, x).

Let us denote by Uε(t, x) := uε(t, x) − ũε(t, x) the solution to the equation

(4.3.7). Arguing as in Theorem 4.2.5 and using the estimate (4.3.2), we arrive

at

‖Uε(t, ·)‖L2 . exp (t‖qε‖L∞)‖u0,ε−ũ0,ε‖L2+‖qε−q̃ε‖L∞
∫ T

0

exp (s‖qε‖L∞)‖ũε(s, ·)‖L2ds.

On the one hand, the net (qε)ε is moderate by the assumption and (ũε)ε is

moderate as a very weak solution. From the other hand, we have that

‖qε − q̃ε‖L∞ ≤ Ckεk for all k > 0,
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and

‖u0,ε − ũ0,ε‖L2 ≤ Clεl for all l > 0.

By choosing ω(ε) =
(

log ε−N0
)− 1

N0 for qε in (4.3.4), it follows that

‖Uε(t, ·)‖L2 = ‖uε(t, ·)− ũε(t, ·)‖L2 . εN,

for all N > 0, ending the proof.

4.3.4 Consistency with the classical case

We conclude this section by showing that if the coefficient and the Cauchy data

are regular then the very weak solution coincides with the classical one, given by

Lemma 4.3.1.

Theorem 4.3.5 (Consistency). Let u0 ∈ L2(Rd). Assume that q ∈ L∞(Rd) is

non-negative and consider the Cauchy problem for the heat equation{
ut(t, x)− ∆u(t, x)− q(x)u(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
u(0, x) = u0(x).

(4.3.8)

Let (uε)ε be a very weak solution of the heat equation (4.3.8). Then, for any

regularising families (qε)ε such that ‖qε−q‖L∞ → 0 as ε→ 0 and (u0,ε)ε, the net

(uε)ε converges in L2 as ε → 0 to the classical solution of the Cauchy problem

(4.3.8).

Proof. Let us denote the classical solution and the very weak one by u and (uε)ε,

respectively. It is clear, that they satisfy{
ut(t, x)− ∆u(t, x)− q(x)u(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
u(0, x) = u0(x),

and {
∂tuε(t, x)− ∆uε(t, x)− qε(x)uε(t, x) = 0, (t, x) ∈ (0, T )× Rd ,
uε(0, x) = u0,ε(x),

respectively. Let us denote by Vε(t, x) := (uε − u)(t, x). Using the estimate

(4.3.2) and the same arguments as in the positive potential case, we show that

‖Vε(t, ·)‖L2 . exp (t‖qε‖L∞)‖u0,ε−u0‖L2+‖qε−q‖L∞
∫ T

0

exp (s‖qε‖L∞)‖u(s, ·)‖L2ds.

By taking into account that

‖qε − q‖L∞ → 0 as ε→ 0

and

‖u0,ε − u0‖L2 → 0 as ε→ 0.

From the other hand, due to the facts that qε is bounded as a regularisation of an

essentially bounded function and ‖u(s, ·)‖L2 is bounded as well as u is a classical

solution, we conclude that (uε)ε converges to u in L2 as ε→ 0.
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4.4 Propagation of singularities: Numerical exper-

iments

In this Section, we do some numerical experiments. Let us analyse our problem by

regularising a distributional potential q(x) by a parameter ε. We define qε(x) :=

(q ∗ ϕε)(x), as the convolution with the mollifier ϕε(x) = 1
ε
ϕ(x/ε), where

ϕ(x) =

{
c exp

(
1

x2−1

)
, |x | < 1,

0, |x | ≥ 1,

with c ' 2.2523 to have
∞∫
−∞

ϕ(x)dx = 1. Then, instead of (4.2.1) we consider

the regularised problem

∂tuε(t, x)− ∂2
xuε(t, x) + qε(x)uε(t, x) = 0, (t, x) ∈ [0, T ]× R, (4.4.1)

with the initial data uε(0, x) = u0(x), for all x ∈ R. Here, we put

u0(x) =

{
exp

(
1

(x−50)2−0.25

)
, |x − 50| < 0.5,

0, |x − 50| ≥ 0.5.
(4.4.2)

Note that supp u0 ⊂ [49.5, 50.5].

In the non-negative potential case, for q we consider the following cases, with δ

denoting the standard Dirac’s delta-distribution:

Case 1: q(x) = 0 with qε(x) = 0;

Case 2: q(x) = δ(x − 40) with qε(x) = ϕε(x − 40);

Case 3: q(x) = δ(x − 40) × δ(x − 40). Here, we understand qε(x) as follows

qε(x) = (ϕε(x − 40))2
.
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Figure 4.1: In these plots, we analyse behaviour of the temperature in three

different cases. In the top left plot, the graphic of the initial function is given. In

the further plots, we compare the temperature function u which is the solution

of (4.4.1) at t = 2, 6, 10 for ε = 0.2 in three cases. Case 1 is corresponding

to the potential q equal to zero. Case 2 is corresponding to the case when the

potential q is a δ-function with the support at point 40. Case 3 is corresponding

to a δ2-like function potential with the support at point 40.
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Figure 4.2: In these plots, we compare the temperature function u at t =

0.01, 1.0, 10.0 for ε = 0.2 in the second and third cases: when the potential

is δ-like and δ2-like functions with the support at point 40, respectively. The left

picture is corresponding to the second case. The right picture is corresponding

to the third case.
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Figure 4.3: In these plots, we analyse behaviour of the solution of the heat

equation (4.4.3) with the negative potential. In the top left plot, the graphic of

the temperature distribution at the initial time. In the further plots, we compare

the temperature function u at t = 1, 2, 4, 6, 10 for ε = 0.8, 0.5, 0.2. Here, the

case of the potential with a δ-like function behaviour with the support at point

30 is considered.

In Figure 4.1, we study behaviour of the temperature function u which is the

solution of (4.4.1) at t = 2, 6, 10 for ε = 0.2 in three cases: the first case is
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corresponding to the potential q equal to zero; the second case is corresponding

to the case when the potential q is a δ-function with the support at point 40;

the third case is corresponding to a δ2-like function potential with the support

at point 40. By comparing these cases, we observe that in the second and in

the third cases, the place of the support of the δ-function is cooling down faster

rather than the zero-potential case. This phenomena can be described as a ”point

cooling” or ”laser cooling” effect.

In Figure 4.2, we compare the temperature function u at t = 0.01, 1.0, 10.0

for ε = 0.2 in the second and third cases: when the potential is δ-like and δ2-like

functions with the supports at point 40, respectively. The left picture is corre-

sponding to the second case. The right picture is corresponding to the third case.

In Figures 4.1 and 4.2, we analyse the equation (4.4.1) with positive potentials.

Now, in Figure 4.3, we study the following equation with negative potentials:

∂tuε(t, x)− ∂2
xuε(t, x)− qε(x)uε(t, x) = 0, (t, x) ∈ [0, T ]× R, (4.4.3)

with the same initial data u0 as in (4.4.2). In these plots, we compare the

temperature function u at t = 1, 2, 4, 6, 10 for ε = 0.8, 0.5, 0.2 corresponding to

the potential with a δ-like function with the support at point 30.

Remark 4.4.1. Numerical simulations justify the theory developed in Section 4.3.

Moreover, we observe that for the negative δ-potential case, the place of the

support of the δ-function is heating up. This phenomena can be described as a

”point heating” or ”laser heating” effect. Also, one observes that our numerical

calculations prove the behaviour of the solution related to the parameter ε.

Remark 4.4.2. All numerical computations are made in C++ by using the sweep

method. In above numerical simulations, we use the Matlab R2018b. For all

simulations we take ∆t = 0.2, ∆x = 0.01.

4.4.1 Conclusion

The numerical analysis conducted in this chapter showed that a delta-function

potential helps to loose/increase energy in a less time, the latter causing a so-

called ”laser cooling/heating” effect in the positive/negative potential cases.
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Chapter 5

Propagation of singularities for very
weak solutions to a wave equation
with singular dissipation

5.1 Introduction

A starting point of this thesis was a recent paper, where Munoz, Ruzhansky and

Tokmagambetov [46] investigated a particular wave model with singular dissipa-

tion arising from acoustic problems. They considered the Cauchy problem

utt − ∆u +
b′(t)

b(t)
ut = 0, u(0, x) = u0(x), ut(0, x) = u1(x),

where b is a piecewise continuous and positive function allowing in particular for

jumps and in consequence a non-distributional singular coefficient in this Cauchy

problem. Based on results from [65] and [66], they considered the notion of very

weak solutions for this singular problem and showed that this problem is well-

posed in this very weak sense and that the very weak solution is independent of

the choice of the regularising family. Moreover, they numerically observed in one

space dimension a very interesting phenomenon, namely the appearance of a new

wave after the singular time travelling in the opposite direction to the main one.

The aim in this chapter is twofold. On the one hand we consider this model

and carry out a detailed phase space analysis for families of regularised problems

in order to describe the behaviour of the very weak solution in the vicinity of the

singular time. This will allow us to show that the numerically observed partial

reflection of wave packets at the singular time is really appearing and to calculate

the partial reflection indices in terms of the jump of the coefficient. On the other

hand this is a model study to develop tools and techniques to treat more general

singular hyperbolic problems within the framework of very weak solutions and to

provide a symbolic calculus framework for analysing singularities of such solutions.
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5.2 Our model problem and general strategy

We consider the Cauchy problem{
utt − ∆u + b′(t)

b(t)
ut = 0,

u(0, x) = u0(x), ut(0, x) = u1(x),
(5.2.1)

where b is a piecewise smooth and piecewise continuous function. We are inter-

ested in solutions close to a singularity of the coefficient and hence, without loss

of generality, we assume that b has exactly one jump at t = 1. In particular, we

require that the limits

b(1±0) = lim
t→1±0

b(t) (5.2.2)

exist for the function itself and also its derivatives. Thus, we ask for b to satisfy

the following two assumptions:

(H1) There exists a strictly positive number b0 such that b(t) ≥ b0 > 0.

(H2) b ∈ C∞b (−∞, 1] ∩ C∞b [1,+∞), having a jump at t = 1.

In contrast to [46] we do not require b to be monotonically increasing. Thus, we

will not make use of any sign properties of the coefficient later.

5.2.1 Notation

Throughout this chapter we will use the following special conventions and sym-

bols:

• We denote the height of the jump of b at t = 1 by

h = b(1+0)− b(1−0)

and denote H = b(1−0)
b(1+1)

.

• We denote by Φ ∈ C0(R) a fixed non-negative, continuous and symmetric

function, such that

Φ(−t) = Φ(t) and supp Φ = [−K ′, K ′] (5.2.3)

holds. We further assume that Φ is differentiable outside the origin and

that

Φ2(t) .

{
Φ′(t), t < 0,

−Φ′(t), t > 0,
(5.2.4)

holds. This function will play an important role in the definition of zones

and symbol classes and will be referred to as the shape function.
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• We denote by ψ ∈ C∞0 (R) a fixed non-negative and symmetric mollifier

such that

ψ(−t) = ψ(t), suppψ = [−K,K], and

∫
ψ(t) dt = 1

(5.2.5)

with 0 < K ≤ K ′ describing the size of its support. We further require that

derivatives of ψ be bounded by powers of the shape function Φ, i.e.

|∂kt ψ(t)| . Φk(t) (5.2.6)

for any number k ∈ N.

• The identity matrix will be denoted by I. Furthermore for any matrix A we

denote by ‖A‖ its Euclidean matrix norm.

5.2.2 Regularisation of the problem

In order to consider very weak solutions of our model problem, we solve families

of regularised problems using the regularisations

bε(t) = b ∗ ψε(t) and b′ε(t) = b′ ∗ ψε(t) = b ∗ ψ′ε(t) (5.2.7)

in terms of the mollifier ψε(t) = ε−1ψ(ε−1t) and with ε ∈ (0, 1]. This gives rise

to the family of Cauchy problems{
utt − ∆u +

b′ε(t)

bε(t)
ut = 0,

u(0, x) = u0(x), ut(0, x) = u1(x),
(5.2.8)

parameterised by ε ∈ (0, 1]. Our approach is based on a detailed phase space

analysis for this family of problems treating ε as an additional variable of the

extended phase space. For this, we will introduce two zones and apply a diago-

nalisation based technique to extract leading order terms in each of them. For

details on the diagonalisation procedure and its use in a related singular context

we refer to [23] or [67], and for a broader discussion of the techniques used see

[56].

As the coefficients of (5.2.8) depend on t only, we apply a partial Fourier trans-

form with respect to the spatial variables and, thus, reduce consideration to the

ordinary differential equation{
ûtt + |ξ|2û +

b′ε(t)

bε(t)
ût = 0,

û(0, ξ) = û0(ξ), ût(0, ξ) = û1(ξ),
(5.2.9)

parameterised by both ε ∈ (0, 1] and ξ ∈ Rn. We construct its solutions for

t ∈ [0, 2] and investigate the limiting behaviour of solutions as ε → 0. To write

the equation in system form, we introduce the micro-energy

U(t, ξ, ε) =

(
|ξ| û
Dt û

)
, (5.2.10)
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where Dt = −i∂t denotes the Fourier derivative. Then (5.2.9) can be rewritten

as

DtU(t, ξ, ε) =

[(
0 |ξ|
|ξ| 0

)
+

(
0 0

0 idε(t)

)]
U(t, ξ, ε), (5.2.11)

where we used the notation dε(t) =
b′ε(t)

bε(t)
for the net of dissipation coefficients.

Denoting the coefficient matrices arising in this system by

A(ξ) =

(
0 |ξ|
|ξ| 0

)
and B(t, ε) =

(
0 0

0 idε(t)

)
, (5.2.12)

we see that depending on the values |ξ|, ε and t either the matrix A(ξ) or the

matrix B(t, ε) is dominant. If A(ξ) is dominant, we apply a standard hyperbolic

approach and diagonalise the system. If B(t, ε) is dominant, we use a transfor-

mation of variables to reduce consideration to a model equation describing the

behaviour close to the singularity.

5.2.3 Zones

To make use of different leading terms, we use the following definition of zones.

For a zone constant N to be fixed later we define the hyperbolic zone

Zhyp(N) =
{

(t, ξ, ε) ∈ [0, 2]× Rn × (0, 1] | |ξ| ≥ N
(

Φε(t − 1) + 1
)}
, (5.2.13)

where Φε(t) = ε−1Φ (ε−1t) is defined in terms of the function Φ from Section

5.2.1. The singular zone

Zsing(N) =
{

(t, ξ, ε) ∈ [0, 2]× Rn × (0, 1] | N < |ξ| ≤ N
(

Φε(t − 1) + 1
)}

(5.2.14)

is used to investigate the vicinity of the jump of the coefficient, while the remaining

bounded frequencies

Zbd(N) = {(t, ξ, ε) ∈ [0, 2]× Rn × (0, 1] | |ξ| ≤ N} (5.2.15)

will be dealt with later by a simple argument. The common boundary of the

hyperbolic and the singular zone will be denoted by (tξi (ε))i=1,2 and is defined

implicitly by the equation

|ξ| = N
(

Φε(tξi − 1) + 1
)

(5.2.16)

for ξ satisfying N < |ξ| ≤ N(ε−1Φ(0) + 1) and with the convention that tξ1
is

the solution branch for t < 1 and tξ2
when t > 1. The zones are depicted in

Figure 5.1 for fixed ε > 0.

The singular zone Zsing(N) is better understood in the variables Λ = ε|ξ| and

τ = ε−1(t − 1). Then the definition of the singular zone can be rewritten as

Zsing(N) = {(τ,Λ, ε) | Nε < Λ ≤ NΦ(τ) + Nε} (5.2.17)
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Figure 5.1: Zones in coordinates (t, ξ) for fixed ε > 0
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Figure 5.2: Zones in coordinates (τ,Λ) again for a fixed ε > 0

and stabilises as ε→ 0. We will use these singular variables when discussing the

solutions of the regularised problem in the singular zone. For convenience, the

zone is depicted in Figure 5.2 using these variables. We will also use a notation

for the zone-boundary and denote it by τΛ1
(ε) and τΛ2

(ε).

Our strategy is as follows. Within the hyperbolic zone we will apply a di-

agonalisation procedure taking care of the ε-dependence of the transformation

matrices and all appearing symbols in an appropriate way. This allows to con-

struct the fundamental solution of the parameter-dependent family (5.2.8) within

the hyperbolic zone and to investigate its limiting behaviour as ε→ 0. Within the

singular zone, we transform the problem to the singular variables and construct

its fundamental solution as power series in Λ with τ, ε-dependent coefficients and

again study the limiting behaviour of this solution as ε→ 0.

Remark 5.2.1. We note that in coordinates (t, ξ) the point C(ε) tends to ∞
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when ε tends to 0 and that tmin and tmax depend on ε and tend to 1−0 and 1+0

when ε→ 0, respectively.

Remark 5.2.2. The interval [1− εK, 1 + εK] is the support of ψε(t − 1). The

lines t = 1 − εK and t = 1 + εK divide the hyperbolic zone into two parts, one

with |t − 1| > εK and the other one with |t − 1| < εK. The last one is of minor

interest since the points A(ε) = Nε−1Φ(K) + N and B(ε) tend to infinity when

ε tends to 0.

5.2.4 Regular faces of the zones.

The hyperbolic zone Zhyp(N) and the zone of bounded frequencies Zbd(N) have

a boundary on which ε → 0. This will be of importance later when relating

our representation of very weak solutions to the standard theory for smooth

coefficients for t 6= 1. We refer to the two parts {(t, ξ, 0) | |ξ| > N, t 6= 1} as

the regular face of Zhyp(N) and the set {(t, ξ, 0) | |ξ| ≤ N} as the regular face

of Zbd(N). The singular zone does not have a regular face.

5.3 Representation of solutions

5.3.1 Some useful lemmas

The nets dε(t) = b′ε(t)/bε(t), bε(t) and its derivatives b
(k)
ε (t) defined in terms

of (5.2.7) satisfy the following inequalities.

Lemma 5.3.1. The estimates

|∂kt bε(t)| ≤ C1,k

(
Φε(t − 1) + 1

)k
and |∂kt dε(t)| ≤ C2,k

(
Φε(t − 1) + 1

)k+1

(5.3.1)

hold for all k ≥ 0 and all t ∈ [0, 2] and ε ∈ (0, 1].

Proof. The second estimate will follow from the first one, so we only concentrate

on the first. For k = 0 we have by the Assumptions (H1) and (H2) and the

positivity of the mollifier ψ

0 < b0 ≤ bε(t) =

∫ ∞
−∞

b(t − εs)ψ(s)ds ≤ max
s∈[−K,1+K]

b(s). (5.3.2)

For k = 1 we apply integration by parts. As

b′ε(t) = ε−2

∫ ∞
−∞

b(s)ψ′(ε−1(t − s))ds

= ε−2

[ ∫ 1

−∞
b(s)ψ′(ε−1(t − s))ds +

∫ ∞
1

b(s)ψ′(ε−1(t − s))ds

]
= ε−1ψ(ε−1(t − 1))

[
b(1−0)− b(1+0)

]
− ε−1

[ ∫ 1

−∞
b′(s)ψ(ε−1(t − s))ds +

∫ ∞
1

b′(s)ψ(ε−1(t − s))ds

]
(5.3.3)
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we obtain

|b′ε(t)| ≤ |h|ψε(t − 1) + sup
s∈[−K,1)∪(1,1+K]

|b′(s)| ≤ C1 (Φε(t − 1) + 1) (5.3.4)

using the bound ψ . Φ. For higher k we need to apply several steps of integration

by parts. For k ≥ 2 we obtain by induction

∂kt bε(t) =

k−1∑
`=0

(−1)k−`−1
[
b(k−`−1)(1−0)− b(k−`−1)(1+0)

]
∂`tψε(t − 1)

+ (−1)k
[ ∫ 1

−∞
b(k)(s)ψε(t − s)ds +

∫ ∞
1

b(k)(s)ψε(t − s)ds

]
.

(5.3.5)

Again, the remaining integrals can be estimated by uniform bounds on the deriva-

tives of b outside the singularity, and the statement follows from

|∂kt bε(t)| ≤
k−1∑
`=0

|b(k−`−1)(1−0)− b(k−`−1)(1+0)| |∂`tψε(t)|

+ sup
s∈[−K,1)∪(1,1+K]

|b(k)(s)|

≤ Ck
(

Φε(t) + 1
)k

(5.3.6)

by the estimate |∂kt ψ(t)| ≤ CΦk(t). Finally, the estimate for derivatives of

dε(t) follow from applying the quotient rule and using the uniform lower bound

b0 ≤ bε(t) when estimating the denominator.

Lemma 5.3.2. The estimates

|∂kt bε(t)− ∂kt b(t)| . ε (5.3.7)

hold for all k ≥ 0 uniformly in ε ∈ (0, 1] and t satisfying |t − 1| > εK.

Proof. Let |t − 1| > εK. For k = 0 we have

bε(t)− b(t) =

∫ ∞
−∞

b(s)ψε(t − s)ds − b(t)

=

∫
[t−εK,t+εK]

(b(s)− b(t))ψε(t − s)ds

(5.3.8)

seeing that
∫
ψ(s)ds = 1 and that suppψε = [−εK, εK]. Hence,

|bε(t)− b(t)| ≤
∫

[t−εK,t+εK]

|b(s)− b(t)|ψε(t − s)ds. (5.3.9)

As the range of integration does not contain 1 we can use the differentiability of

b to estimate

|b(s)− b(t)| ≤ |s − t| sup
θ∈[t−εK,t+εK]

|b′(θ)| = M|s − t| (5.3.10)

57



5.3. REPRESENTATION OF SOLUTIONS

for s ∈ [t − εK, t + εK]. Therefore

|bε(t)− b(t)| ≤ εMK. (5.3.11)

For k ≥ 1 the argumentation is similar using

∂kt bε(t)− ∂kt b(t) =

∫
[t−εK,t+εK]

(
∂ks b(s)− ∂kt b(t)

)
ψε(t − s)ds (5.3.12)

together with the corresponding bound on the derivatives of b on the interval of

integration.

These two technical lemmas are the model behaviours for our symbol classes

and the key estimates for the boundary behaviour at regular faces of the zones.

5.3.2 Treatment in the hyperbolic zone

Symbol classes and their properties

For the treatment within the hyperbolic zone, symbol classes and their basic

calculus properties are used.

Definition 15 (Symbol classes). Let N > 0 be fixed and Φ as in Section 5.2.1.

(i) We say that a function

a ∈ C∞([0, 2]× Rn × (0, 1]) (5.3.13)

belongs to the hyperbolic symbol class SN,Φ{m1, m2} if it satisfies the esti-

mates

|∂kt ∂αξ a(t, ξ, ε)| ≤ Ck,α
(

Φε(t − 1) + 1
)m2+k |ξ|m1−|α| (5.3.14)

uniformly within Zhyp(N) for all non-negative integers k ∈ N0 and all multi-

indices α ∈ Nn0 together with the existence of the limits

a(t, ξ, 0) = lim
ε→0

a(t, ξ, ε), t 6= 1, (5.3.15)

at the regular face of the zone satisfying the estimates

|ξ||α|−m1|∂kt ∂αξ a(t, ξ, 0)| ≤ C ′k,α, (5.3.16)

|ξ||α|−m1 |∂kt ∂αξ
(
a(t, ξ, ε)− a(t, ξ, 0)

)
| ≤ C ′′k,αε (5.3.17)

with the latter one uniformly on |t − 1| ≥ εK.

(ii) We say that a matrix-valued function A belongs to SN,Φ{m1, m2} if all its

entries belongs to the scalar-valued symbol class SN,Φ{m1, m2}.
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Example 5.3.1. Due to Lemma 5.3.1, we know that the regularising families bε
and dε satisfy

(bε) ∈ SN,Φ{0, 0} and (dε) ∈ SN,Φ {0, 1} (5.3.18)

for any zone constant N > 0. Similarly |ξ| is a symbol from SN,Φ{1, 0} for any

admissible Φ and N > 0.

Remark 5.3.2. The boundary behaviour of symbols given by (5.3.16) corresponds

to a characterisation of symbol classes defined on the regular face {(t, ξ, 0) | |ξ| ≥
N} of Zhyp(N) with symbol estimates uniform with respect to t.

Increasing the zone constant N makes the hyperbolic zone Zhyp(N) smaller

and thus the symbol class SN,Φ{m1, m2} larger. We will make use of this fact

later by choosing N sufficiently large in order to guarantee the smallness of some

terms. We will omit the indices N and Φ to simplify notation.

Proposition 5.3.3 (Properties of symbol classes). For any fixed N > 0 and

admissible Φ the following statements hold:

(1) S{m1, m2} is a vector space.

(2) S{m1, m2} ⊂ S{m1 + `1, m2 − `2} for all `1 ≥ `2 ≥ 0.

(3) If f ∈ S{m1, m2} and g ∈ S{m′1, m′2} then

f · g ∈ S{m1 +m′1, m2 +m′2}.

(4) If f ∈ S{m1, m2} then

∂kt f ∈ S{m1, m2 + k} and ∂αξ f ∈ S{m1 − |α|, m2}.

(5) If f ∈ S{m1, 0} satisfies |f (t, ξ, ε)| > c |ξ|m1 for a positive constant c , then

one has 1/f ∈ S{−m1, 0}.

Proof. Properties (1) and (4) follow immediately from the definition of the sym-

bol classes. For (3) we apply the product rule for derivatives to derive the symbol

estimate (5.3.16). The boundary behaviour (5.3.17) follows by writing the prod-

uct of two symbols f ∈ S{m1, m2} and g ∈ S{m′1, m′2} as

f (t, ξ, ε)g(t, ξ, ε)− f (t, ξ, 0)g(t, ξ, 0) =
(
f (t, ξ, ε)− f (t, ξ, 0)

)
g(t, ξ, ε)

+ f (t, ξ, 0)
(
g(t, ξ, ε)− g(t, ξ, 0)

)
,

(5.3.19)

applying the product rule for derivatives

∂kt ∂
α
ξ

(
f (t, ξ, ε)g(t, ξ, ε)− f (t, ξ, 0)g(t, ξ, 0)

)
=∑

`≤k
β≤α

(
k

`

)(
α

β

)(
∂k−`t ∂α−βξ

(
f (t, ξ, ε)− f (t, ξ, 0)

)) (
∂`t∂

β
αg(t, ξ, ε)

)
+

(
k

`

)(
α

β

)(
∂k−`t ∂α−βξ f (t, ξ, 0)

) (
∂`t∂

β
α

(
g(t, ξ, ε)− g(t, ξ, 0)

))
,

(5.3.20)
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and estimating each resulted differences on the right by (5.3.17) and all the

remaining factors by (5.3.16). To prove (2) we use the definition of the hyperbolic

zone Zhyp(N) in the form(
Φε(t − 1) + 1

)−`2|ξ|`1 ≥ N`1
(

Φε(t − 1) + 1
)`1−`2 ≥ N`1 (5.3.21)

and conclude that symbol estimates from S{m1, m2} imply symbol estimates from

S{m1 +`1, m2−`2}. It remains to prove (5). Here we use Faà di Bruno’s formula

(see Proposition 7.2.12) and write

∂kt ∂
α
ξ

1

f (t, ξ, ε)
=

k+|α|∑
`=1

∑
j1+···+j`=k

|α1|+···+|α`|=|α|

Ck,α,ji ,αi
∂ j1t ∂

α1

ξ f (t, ξ, ε) · · · ∂ j`t ∂α`ξ f (t, ξ, ε)

f `+1(t, ξ, ε)

(5.3.22)

where Ck,α,ji ,αi are constants depending on the order of the derivatives. Each

term in the last sum can be estimated in the following way. As f ∈ S{m1, 0}
property (4) implies for i = 1, . . . , ` that

|∂ jit ∂αiξ f | ≤ Cji ,αi
(

Φε(t − 1) + 1
)ji |ξ|m1+|αi |. (5.3.23)

Therefore,

|∂ j1t ∂α1

ξ f · · · ∂
j`
t ∂

α`
ξ f | .

(
Φε(t − 1) + 1

)j1+···+j` |ξ|`m1+|α1|+···+|α`| (5.3.24)

and using the condition |f (t, ξ, ε)| > c |ξ|m1 we obtain∣∣∣∣∂ j1t ∂α1

ξ f · · · ∂
j`
t ∂

α`
ξ f

f `+1

∣∣∣∣ .
(

Φε(t − 1) + 1
)j1+···+j`|ξ|`m1+|α1|+···+|α`|

|ξ|m1(`+1)

.

(
Φε(t − 1) + 1

)k |ξ|`m1+|α|

|ξ|m1(`+1)

.
(

Φε(t − 1) + 1
)k |ξ|−m1+|α|.

(5.3.25)

Summing all these terms yields the desired estimate. The boundary estimate

follows similarly.

These symbol classes and in particular the embeddings

S{−1, 2} ↪→ S{0, 1} ↪→ S{1, 0} (5.3.26)

will be of importance for the treatment within the hyperbolic zone. The gain of

decay in |ξ| will be paid for by a loss of point-wise control in the t-variable near

the singularity. What we gain, are integrability properties and improved limits at

the regular face.
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Proposition 5.3.4. Within the hyperbolic zone Zhyp(N),

(1) symbols from S {0, 0} are uniformly bounded;

(2) symbols from S {0, 1} are uniformly integrable with respect to t;

(3) symbols a ∈ S {−1, 2} satisfy∫ t

0

|a(θ, ξ, ε)|dθ ≤ C|ξ|−1
(

Φε(t − 1) + 1
)

(5.3.27)

for all 0 < t ≤ tξ1
, and∫ 2

t

|a(θ, ξ, ε)|dθ ≤ C|ξ|−1
(

Φε(t − 1) + 1
)

(5.3.28)

for all tξ2
≤ t ≤ 2.

Proof. Statement (1) is obvious from the definition of the symbol class. Next

we prove (2). If f ∈ S {0, 1} then it satisfies the point-wise estimate

|f (t, ξ, ε)| ≤ C
(

Φε(t − 1) + 1
)
, (5.3.29)

and therefore after integrating over t ∈ [0, tξ1
(ε)] (or similarly over

t ∈ [tξ2
(ε), 2]) one has∫ tξ1

0

|f (t, ξ, ε)ds|dt ≤ C
∫ tξ1

0

Φε(t − 1)dt + C

∫ tξ1

0

dt

= C

∫ ε−1(tξ1
−1)

−ε−1

Φ(τ)dτ + C

≤ C
[

1 +

∫ 0

−∞
Φ(τ)d

] (5.3.30)

for any fixed ε ∈ (0, 1] and ξ ∈ Rn. It remains to prove (3). If a ∈ S {−1, 2}
then it satisfies the point-wise estimate

|a(t, ξ, ε)| ≤ C|ξ|−1
(

Φε(t − 1) + 1
)2

(5.3.31)

and the only new term needing to be treated is the one arising from the square

of the shape function. This can be estimated by means of (5.2.4) for t < 1 as∫ t

0

Φ2
ε(θ)dθ = ε−1

∫ ε−1(t−1)

−ε−1

Φ2(τ)dτ ≤ Cε−1

∫ ε−1(t−1)

−ε−1

Φ′(τ)dτ

≤ Cε−1Φ(ε−1(t − 1))− Cε−1Φ(−ε−1) ≤ CΦε(t − 1)

(5.3.32)

and similarly for the case t > 1.
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Transformations

Within the hyperbolic zone, we apply transformations to our system in order

to extract precise information about the behaviour of its fundamental solution.

Recall that (5.2.11) is of the form DtU = (A + B)U with A ∈ S{1, 0} and

B ∈ S{0, 1}. Using the diagonaliser of the principal part A

M =
1√
2

(
1 −1

1 1

)
with inverse M−1 =

1√
2

(
1 1

−1 1

)
, (5.3.33)

the matrix A can be written as

A(ξ) = MD(ξ)M−1 (5.3.34)

with D(ξ) = diag(|ξ|,−|ξ|). Hence, setting V (t, ξ, ε) = M−1U(t, ξ, ε) system

(5.2.11) can be rewritten as

DtV (t, ξ, ε) =
(
D(ξ) + R(t, ε)

)
V (t, ξ, ε) (5.3.35)

with a remainder given by

R(t, ε) = M−1B(t, ε)M =
i

2
dε(t)

(
1 1

1 1

)
∈ S{0, 1}. (5.3.36)

Our aim is to further improve the remainder within the hyperbolic hierarchy

(5.3.26). This allows to extract more detailed information on the propagation

of singularities close to the singularity later. For this we follow [56] to construct

transformation matrices Nk(t, ξ, ε), transforming the system (5.3.35) into a new

system with an updated diagonal part and an improved remainder. The construc-

tion is done in such a way, that the operator identity(
Dt −D(ξ)− R(t, ε)

)
Nk(t, ξ, ε) = Nk(t, ξ, ε) (Dt −Dk(t, ξ, ε)− Rk(t, ξ, ε))

(5.3.37)

holds for k ≥ 1 and

(1) the matrix-valued symbols Dk(t, ξ, ε) are given by

Dk(t, ξ, ε) = D(ξ) + F (0)(t, ξ, ε) + · · ·+ F (k−1)(t, ξ, ε) (5.3.38)

with diagonal F (j)(t, ξ, ε) ∈ S{−j, j + 1};

(2) the transformation matrices Nk(t, ξ, ε) are of the form

Nk(t, ξ, ε) = I + N(1)(t, ξ, ε) + · · ·+ N(k)(t, ξ, ε) (5.3.39)

with N(j)(t, ξ, ε) ∈ S{−j, j};

(3) the remainder satisfies Rk(t, ξ, ε) ∈ S{−k, k + 1}.
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We give the construction for k = 1 in full detail. In this case (5.3.37) simplifies

modulo S{−1, 2} to the commutator equation[
D(ξ), N(1)(t, ξ, ε)

]
= F (0)(t, ξ, ε)− R(t, ε). (5.3.40)

As the diagonal part of the commutator vanishes, we set

F (0)(t, ε) = diagR(t, ε) =
i

2
dε(t)

(
1 0

0 1

)
∈ S{0, 1}, (5.3.41)

and determine the off-diagonal entries of

N(1)(t, ξ, ε) =

(
n11 n12

n21 n22

)
(5.3.42)

from (5.3.40) as n12 = − i
4|ξ|dε(t) and n21 = i

4|ξ|dε(t). The diagonal entries are

chosen to be zero, and hence

N(1)(t, ξ, ε) =
i

4|ξ|dε(t)
(

0 −1

1 0

)
∈ S {−1, 1} . (5.3.43)

The transformation matrix N1(t, ξ, ε) = I + N(1)(t, ξ, ε) is invertible, provided

that the zone constant is chosen large enough.

Proposition 5.3.5. Assume Hypotheses (H1) and (H2) hold. Then, there ex-

ists a matrix N(1)(t, ξ, ε) ∈ S {−1, 1} and a diagonal matrix F (0)(t, ε) ∈ S {0, 1},
such that the identity (5.3.37) is satisfied with a remainder R1(t, ξ, ε) ∈ S {−1, 2}.
Moreover, we can find a zone constant N, such that the transformation matrix

N1(t, ξ, ε) = I + N(1)(t, ξ, ε) is invertible in Zhyp(N) and N−1
1 (t, ξ, ε) ∈ S {0, 0}.

Proof. It remains to show the invertibility of N1(t, ξ, ε). Indeed, by (5.3.43) it

follows that

detN1 = 1−
d2
ε(t)

16|ξ|2 (5.3.44)

and by Lemma 5.3.1 one has

d2
ε(t)

16|ξ|2 ≤
(
c1Φε(t − 1) + c2

)2

16|ξ|2 . (5.3.45)

Hence, by choosing the zone constant N large enough such that

c1ψε(t − 1) + c2 ≤ Nψε(t − 1) + N, (5.3.46)

the invertibility follows. By the calculus rules of Proposition 5.3.3, we also con-

clude N−1
1 ∈ S{0, 0}.

The matrices N(1)(t, ξ, ε) ∈ S{−1, 1} and F (0)(t, ε) ∈ S{0, 1} are already

constructed in such a way that (5.3.37) holds with the remainder

R1(t, ξ, ε) = N−1
1 (t, ξ, ε)

(
R(t, ε)N(1)(t, ξ, ε)−DtN

(1)(t, ξ, ε)

− N(1)(t, ξ, ε)F (0)(t, ε)
)
∈ S{−1, 2}

(5.3.47)

and the statement is proved.
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Remark 5.3.3. Taking the limits ε→ 0 at the regular faces of Zhyp(N) the diag-

onalisation procedure yields in particular the transformations needed to construct

representations of solutions in the case of smooth coefficients. In particular the

limit

N(1)(t, ξ, 0) = lim
ε→0

N(1)(t, ξ, ε) (5.3.48)

exists for t 6= 1 and |ξ| > N and satisfies

‖N1(t, ξ, ε)− N1(t, ξ, 0)‖ = ‖N(1)(t, ξ, ε)− N(1)(t, ξ, 0)‖ ≤ Cε|ξ|−1, (5.3.49)

and as the inverse N−1
1 (t, ξ, ε) can be written as a Neumann series, we know that

N−1
1 (t, ξ, ε)− I ∈ S{−1, 1} and consequently

‖N−1
1 (t, ξ, ε)− N1(t, ξ, 0)−1‖ ≤ Cε|ξ|−1. (5.3.50)

Similarly the limit R1(t, ξ, 0) = limε→0R1(t, ξ, ε) satisfies

‖R1(t, ξ, ε)− R1(t, ξ, 0)‖ ≤ Cε|ξ|−1. (5.3.51)

This enables us to relate the construction of fundamental solutions for the reg-

ularised family to the fundamental solution of the original problem outside the

singularity.

Fundamental solution to the diagonalised system

We now fix the zone constant N large enough to guarantee that N1(t, ξ, ε) be uni-

formly invertible within the hyperbolic zone Zhyp(N). Then for V solving (5.3.35),

the transformed function

V1(t, ξ, ε) = N−1
1 (t, ξ, ε)V (t, ξ, ε) (5.3.52)

satisfies due to (5.3.37)

DtV1(t, ξ) =
(
D(ξ) + F (0)(t, ξ, ε) + R1(t, ξ, ε)

)
V1(t, ξ) (5.3.53)

with the diagonal matrix F (0) ∈ S {0, 1} given by (5.3.41) and the remainder

R1(t, ξ, ε) ∈ S {−1, 2} specified by (5.3.47). We construct its fundamental

solution.

Theorem 5.3.6. Assume the Hypotheses (H1) and (H2) hold. Then the fun-

damental solution E1(t, s, ξ, ε) to the transformed system (5.3.53) can be repre-

sented by

E1(t, s, ξ, ε) =

√
bε(s)

bε(t)
E0(t, s, ξ)Q(t, s, ξ, ε) (5.3.54)

for [s, t]× {(ξ, ε)} ⊂ Zhyp(N), where

(1) the factor
√

bε(s)
bε(t)

describes the main influence of the dissipation term;
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(2) the matrix E0(t, s, ξ) is the fundamental solution of the hyperbolic principal

part Dt −D(ξ) given by

E0(t, s, ξ) =

(
exp(i(t − s)|ξ|) 0

0 exp(−i(t − s)|ξ|)

)
; (5.3.55)

(3) the matrix Q(t, s, ξ, ε) is uniformly bounded

‖Q(t, s, ξ, ε)‖ ≤ exp

(∫ t

s

‖R1(τ, ξ, ε)‖dτ
)
, (5.3.56)

uniformly invertible within the hyperbolic zone due to

| detQ(t, s, ξ, ε)| ≥ exp

(∫ t

s

‖R1(τ, ξ, ε)‖dτ
)
, (5.3.57)

and has the precise behaviour for large |ξ| determined by the identity matrix

‖Q(t, s, ξ, ε)− I‖ ≤
∫ t

s

‖R1(t1, ξ, ε)‖ exp

(∫ t1

s

‖R1(τ, ξ, ε)‖dτ
)

dt1.

(5.3.58)

Proof. We consider first Dt − D(ξ) − F 0, i.e. the main diagonal part of the

transformed system (5.3.53). Its fundamental solution is given by

E0(t, s, ξ) exp

(
−

1

2

∫ t

s

dε(τ)dτ

)
=

√
bε(s)

bε(t)
E0(t, s, ξ, ε), (5.3.59)

where E0(t, s, ξ) is the fundamental solution to Dt −D(ξ) given by (5.3.55). For

the fundamental solution to the system (5.3.53) we use an ansatz in the form

E1(t, s, ξ) =

√
bε(s)

bε(t)
E0(t, s, ξ, ε)Q(t, s, ξ, ε) (5.3.60)

for a still to be determined matrix Q(t, s, ξ, ε). A simple calculation shows that

Q(t, s, ξ, ε) must solve

DtQ(t, s, ξ, ε) = R(t, s, ξ, ε)Q(t, s, ξ, ε), Q(s, s, ξ, ε) = I, (5.3.61)

with coefficient matrix

R(t, s, ξ, ε) = E0(s, t, ξ)R1(t, ξ, ε)E0(t, s, ξ) (5.3.62)

determined by the remainder R1 and the fundamental solution of the hyperbolic

principal part E0. The solution Q can thus be represented in terms of the Peano–

Baker series (see Theorem 7.2.9)

Q(t, s, ξ, ε) = I +

∞∑
k=1

ik
∫ t

s

R(t1, s, ξ, ε)· · ·
∫ tk−1

s

R(tk , s, ξ, ε)dtk . . . dt1,

(5.3.63)
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and it remains to provide estimates based on this series representation. As E0 is

unitary, we obtain from the symbol estimate of the remainder R1

‖R(t, s, ξ, ε)‖ = ‖R1(t, ξ, ε)‖ ≤ C|ξ|−1 (Φε(t − 1) + 1)2

≤
C

N
(Φε(t − 1) + 1) ,

(5.3.64)

and thus it follows that

‖Q(t, s, ξ, ε)‖ ≤ exp

(∫ t

s

‖R1(τ, ξ, ε)‖dτ
)
≤ exp(C/N). (5.3.65)

Together with

detQ(t, s, ξ, ε) = exp

(∫ t

s

traceR1(τ, ξ, ε)dτ

)
(5.3.66)

the uniform invertibility of Q follows. Furthermore, by using (5.2.4) we obtain

‖Q(t, s, ξ, ε)− I‖ ≤ C|ξ|−1
(

Φε(t − 1) + 1
)

exp(C/N), (5.3.67)

and the main contribution of Q for large |ξ| is given by the identity matrix.

Fundamental solution to the original system

After obtaining the fundamental solution to the transformed system (5.3.53), we

go back to the original problem (5.2.11) and obtain in the hyperbolic zone the

representation

Ehyp(t, s, ξ, ε) =

√
bε(s)

bε(t)
MN1(t, ξ, ε)E0(t, s, ξ)Q(t, s, ξ, ε)N−1

1 (s, ξ, ε)M−1

(5.3.68)

for the fundamental solution. We will briefly discuss its limiting behaviour as

ε → 0 for fixed s < t < 1 or 1 < s < t. As E0(t, s, ξ) is independent of ε and

the transformation matrix N1(t, ξ, ε) is already estimated by (5.3.49), this boils

down to considering Q(t, s, ξ, ε).

Lemma 5.3.7. The limit

Q(t, s, ξ, 0) = lim
ε→0
Q(t, s, ξ, ε) (5.3.69)

exists for fixed s < t < 1 or 1 < s < t, is uniformly bounded and invertible, and

satisfies the estimate

‖Q(t, s, ξ, ε)−Q(t, s, ξ, 0)‖ . ε|ξ|−1 (5.3.70)

holds for all [s, t]× {(ξ, ε)} ⊂ Zhyp with the condition that

min{|t − 1|, |s − 1|} ≥ εK

.
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Proof. We use (5.3.51) in combination with (5.3.63) and consider

Q(t, s, ξ, 0) = I +

∞∑
k=1

ik
∫ t

s

R(t1, s, ξ, 0)· · ·
∫ tk−1

s

R(tk , s, ξ, 0)dtk . . . dt1

(5.3.71)

defined in terms of

R(t, s, ξ, 0) = E0(s, t, ξ)R1(t, ξ, 0)E0(t, s, ξ) (5.3.72)

with

‖R(t, s, ξ, 0)‖ = ‖R1(t, ξ, 0)‖ ≤ C|ξ|−1 (5.3.73)

uniformly in 0 < s < t < 1 or 1 < s < t < 2 and |ξ| > N. It thus follows

that Q(t, s, ξ, 0) is uniformly bounded and uniformly invertible. To estimate the

difference between Q(t, s, ξ, ε) and Q(t, s, ξ, 0), we use a perturbation argument

based on the estimate

‖R(t, s, ξ, ε)−R(t, s, ξ, 0)‖ = ‖R1(t, ξ, ε)− R1(t, ξ, 0)‖ ≤ Cε|ξ|−1 (5.3.74)

for |t − 1| ≥ εK following from (5.3.51). Differentiating

Q(t, s, ξ, ε) = Q(t, s, ξ, 0)Ξ(t, s, ξ, ε) (5.3.75)

yields for Ξ(t, s, ξ, ε) the equation

DtΞ(t, s, ξ, ε) = Q(t, s, ξ, 0)
(
R(t, s, ξ, ε)−R(t, s, ξ, 0)

)
Q(s, t, ξ, 0)Ξ(t, s, ξ, ε)

(5.3.76)

with initial condition Ξ(s, s, ξ, ε) = I and coefficient matrix estimated by

‖Q(t, s, ξ, 0)
(
R(t, s, ξ, ε)−R(t, s, ξ, 0)

)
Q(s, t, ξ, 0)‖ ≤ Cε|ξ|−1. (5.3.77)

Therefore, using the representation of Ξ(t, s, ξ, ε) in terms of the Peano–Baker

series (see Corollary 7.2.11) we obtain the estimate

‖Ξ(t, s, ξ, ε)‖ ≤ exp
(
Cε|ξ|−1|t − s|

)
= 1 +O(ε|ξ|−1) (5.3.78)

uniform with respect to t and s for |t − 1|, |s − 1| ≥ εK and thus the desired

statement follows.

Proposition 5.3.8. The estimate

‖Ehyp(t, s, ξ, ε)− Ehyp(t, s, ξ, 0)‖ . ε (5.3.79)

holds for all [s, t]× {(ξ, ε)} ⊂ Zhyp with the condition that

min{|t − 1|, |s − 1|} ≥ εK

.
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Proof. The proof follows directly from the representation (5.3.68) of

Ehyp(t, s, ξ, ε) combined with an analogous formula for the limit

Ehyp(t, s, ξ, 0) = lim
ε→0
Ehyp(t, s, ξ, ε).

As all terms in (5.3.68) are uniformly bounded within the hyperbolic zone we

obtain

‖Ehyp(t, s, ξ, ε)− Ehyp(t, s, ξ, 0)‖ .

∣∣∣∣∣
√
bε(s)

bε(t)
−

√
bε(0)

bε(0)

∣∣∣∣∣
+ ‖N1(t, ξ, ε)− N1(t, ξ, 0)‖
+ ‖Q(t, s, ξ, ε)−Q(t, s, ξ, 0)‖
+ ‖N−1

1 (s, ξ, ε)− N−1
1 (s, ξ, 0)‖

(5.3.80)

Each of the last three differences appearing on the right hand side can be con-

trolled by ε|ξ|−1 by estimate (5.3.49) for N1(t, ξ, ε) and (5.3.50) for N−1
1 (s, ξ, ε),

and by estimate (5.3.70) for Q(t, s, ξ, ε). Furthermore, by Proposition 5.3.2 for

bε(s) and bε(t), we know that the first difference is controlled by ε. The desired

estimate for the fundamental solution follows.

5.3.3 Treatment in the singular zone

Now we consider equation (5.2.9) within the singular zone. In order to describe

its fundamental solution we use the substitution τ = ε−1(t − 1) and replace the

parameter |ξ| by Λ = ε|ξ|. Then the equation (5.2.9) can be rewritten as

ûττ + Λ2û + βε(τ)ûτ = 0, (5.3.81)

where

βε(τ) = εdε(1 + ετ) =

∫∞
−∞ b(1 + ε(τ − θ))ψ′(θ)dθ∫∞
−∞ b(1 + ε(τ − θ))ψ(θ)dθ

. (5.3.82)

We recall here that in the new coordinates the singular zone is rewritten as

Zsing(N) = {(τ,Λ, ε) | Λ ≤ NΦ(τ) + Nε} (5.3.83)

so that the interval in which to solve our equation is given by [τΛ1
(ε), τΛ2

(ε)] with

implicitly defined endpoints through

Λ = NΦ(τΛ) + ε. (5.3.84)

System form

Reformulating our equation as a system in

U(τ,Λ, ε) =

(
Λû

∂τ û

)
(5.3.85)
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yields

∂τU(τ,Λ, ε) =

[(
0 0

0 −βε(τ)

)
+

(
0 Λ

−Λ 0

)]
U(τ,Λ, ε), (5.3.86)

where now the first matrix A(τ, ε) = diag(0,−βε(τ)) is treated as the dominant

part and the second matrix(
0 Λ

−Λ 0

)
= Λ

(
0 1

−1 0

)
= ΛJ (5.3.87)

plays the role of the remainder.

Proposition 5.3.9. Under the assumptions (H1) and (H2) for the function b

βε(τ) = β0(τ) +O(ε) (5.3.88)

holds uniformly with respect to τ , where β0(τ) is given by

β0(τ) =
hψ(τ)

h
∫ τ
−K ψ(θ)dθ + b(1−0)

=
hψ(τ)

b(1+0)− h
∫ K
τ
ψ(θ)dθ

(5.3.89)

in terms of h = b(1+0)− b(1−0) the jump of b at t = 1.

Remark 5.3.4. In (5.3.89) the numerator is the derivative of the denominator

with respect to τ . We also see that β0(τ) is compactly supported with suppβ0 =

suppψ = [−K,K].

Proof. The statement follows by considering both the numerator and the denom-

inator of the representation (5.3.82) separately. First,∫ ∞
−∞

b(1 + ε(τ − θ))ψ′(θ)dθ =

∫ τ

−∞
b(1 + ε(τ − θ))ψ′(θ)dθ

+

∫ +∞

τ

b(1 + ε(τ − θ))ψ′(θ)dθ

= hψ(τ) + ε

∫ τ

−∞
b′(1 + ε(τ − θ))ψ(θ)dθ

+ ε

∫ +∞

τ

b′(1 + ε(τ − θ))ψ(θ)dθ

= hψ(τ) +O(ε)

(5.3.90)

using integration by parts and the fact that b′ is bounded on both [0, 1] and [1, 2].

69



5.3. REPRESENTATION OF SOLUTIONS

Similarly, we obtain for the denominator∣∣∣∣ ∫ ∞
−∞
b(1 + ε(τ − θ))ψ(θ)dθ −

∫ τ

−∞
b(1+0)ψ(θ)dθ −

∫ +∞

τ

b(1−0)ψ(θ)dθ

∣∣∣∣
≤
∫ τ

−∞

∣∣b(1 + ε(τ − θ))− b(1+0)
∣∣ψ(θ)dθ

+

∫ ∞
τ

∣∣b(1 + ε(τ − θ))− b(1−0))
∣∣ψ(θ)dθ

≤
∫ τ

−K
C1ε|τ − θ|ψ(θ)dθ +

∫ K

τ

C2ε|τ − θ|ψ(θ)dθ,

(5.3.91)

where for the last line we applied the mean value theorem to the function b fir

C1 = sups∈[1,2] |b′(s)| and C2 = sups∈[0,1] |b′(s)|. Hence∫ ∞
−∞

b(1 + ε(τ − θ))ψ(θ)dθ = b(1+0)

∫ τ

−∞
ψ(θ)dθ

+ b(1−0)

∫ +∞

τ

ψ(θ)dθ +O(ε),

(5.3.92)

and therefore by combining (5.3.90) and (5.3.92) the desired statement follows.

Construction of the fundamental solution in the singular zone

In the following we want to derive properties of the fundamental solution to

(5.3.86). The strategy is again to use a perturbation argument to incorporate

the remainder terms. Note, that in singular variables both τ and Λ stay bounded

within Zsing(N) and our main interest is in the characterisation of the solution

when Λ→ 0 and ε→ 0.

Theorem 5.3.10. The fundamental solution to the system (5.3.86) can be rep-

resented by

Esing(τ, θ,Λ, ε) = F(τ, θ, ε)G(τ, θ,Λ, ε) (5.3.93)

for [θ, τ ]× {(Λ, ε)} ⊂ Zsing(N) with θ < τ , where

(1) F(τ, θ, ε) is the fundamental solution to the main part ∂τ−diag(0,−βε(τ))

given by

F(τ, θ, ε) =

(
1 0

0 exp
(
−
∫ τ
θ
βε(ϑ)dϑ

)) (5.3.94)

with

exp

(∫ τ

θ

βε(θ)dθ

)
=
hΘ(τ) + b(1−0)

hΘ(θ) + b(1−0)
(1 +O(ε)) (5.3.95)
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in terms of the smoothed Heaviside function

Θ(τ) =

∫ τ

−∞
ψ(ϑ)dϑ = 1−

∫ ∞
τ

ψ(ϑ)dϑ (5.3.96)

and the height of the jump h = b(1+0)− b(1−0); and

(2) the matrix G(τ, θ,Λ, ε) is given as a power series

G(τ, θ,Λ, ε) = I +

∞∑
k=1

ΛkGk(τ, θ, ε) (5.3.97)

with coefficients Gk satisfying

‖Gk(τ, θ, ε)‖ ≤
Ck |τ − θ|k

k!
(5.3.98)

uniformly in k and the occurring variables.

Proof. The representation for F follows by integrating the main diagonal part in

equation (5.3.86). Using the explicit form of β0(τ) from (5.3.89) in combination

with βε(τ) = β0(τ) +O(ε), we obtain (5.3.95).

We make the ansatz

Esing(τ, θ,Λ, ε) = F(τ, θ, ε)G(τ, θ,Λ, ε) (5.3.99)

for the fundamental solution to system (5.3.86). Then by construction

∂τG(τ, θ,Λ, ε) = ΛF̃(τ, θ, ε)G(τ, θ,Λ, ε) with G(θ, θ,Λ, ε) = I,

(5.3.100)

where the coefficient matrix satisfies

F̃(τ, θ, ε) = F(τ, θ, ε)JF(θ, τ, ε)

=

(
0 exp

(
−
∫ τ
θ
βε(ϑ)dϑ

)
− exp

(
−
∫ θ
τ
βε(ϑ)dϑ

)
0

)

=

(
0 exp

(
−
∫ τ
θ
β0(ϑ)dϑ

)
− exp

(
−
∫ θ
τ
β0(ϑ)dϑ

)
0

)
(1 +O(ε)) .

(5.3.101)

In particular we obtain the uniform bound

‖F̃(τ, θ, ε)‖ ≤ C (5.3.102)

independent of τ , θ and ε. Writing the solution to (5.3.100) by the Peano–Baker

series (Theorem 7.2.9), we have for (5.3.97) that

G(τ, θ,Λ, ε) = I+

∞∑
k=1

Λk
∫ τ

θ

F̃(τ1, θ, ε)· · ·
∫ τk−1

θ

F̃(τk , θ, ε)dτk . . . dτ1 (5.3.103)
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as a power series in Λ with coefficients

Gk(τ, θ, ε) =

∫ τ

θ

F̃(τ1, θ, ε)

∫ τ1

θ

· · ·
∫ τk−1

θ

F̃(τk , θ, ε)dτk . . . dτ1. (5.3.104)

Combining this with (5.3.102) concludes the proof.

Remark 5.3.5. The asymptotic behaviour of the coefficient βε for ε→ 0 allows

to simplify the formulas and to extract the asymptotic main contribution of the

singular zone. Based on (5.3.88) and (5.3.89) we obtain

exp

(
−
∫ τΛ2

(ε)

τΛ1
(ε)

βε(τ)dτ

)
= exp

(
−
∫ τΛ2

τΛ1

β0(τ)dτ

)(
1 +O(ε)

)
=
b(1+0)− h

∫ K
τΛ1
ψ(θ)dθ

b(1+0)− h
∫ K
τΛ2
ψ(θ)dθ

(
1 +O(ε)

)
=
b(1−0)

b(1+0)

(
1 +O(ε)

)
(5.3.105)

with τΛj = limε→0 τΛj (ε) and for all Λ small enough to guarantee τΛ1
≤ −K and

K ≤ τΛ2
. Thus for all these Λ we obtain

F(τΛ1
, τΛ2

, ε) =

(
1 0

0 b(1−0)
b(1+0)

)(
1 +O(ε)

)
. (5.3.106)

From (5.3.97) and (5.3.98) we conclude that G(τ, θ,Λ, ε) − I = O(Λ) holds

uniform with respect to ε, τ and θ and hence

Esing(τΛ2
, τΛ1

,Λ, ε) =

(
1 0

0 b(1−0)
b(1+0)

)
(1 +O(ε) +O(Λ)) (5.3.107)

follows.

Limiting behaviour of the fundamental solution in the singular zone

We want to describe the behaviour of the fundamental solution

Esing(τΛ2
, τΛ1

,Λ, ε) as ε → 0 for fixed Λ. By (5.3.95) we already know that the

limit

F(τ, θ, 0) = lim
ε→0
F(τ, θ, ε) (5.3.108)

exists and satisfies

‖F(τ, θ, ε)−F(τ, θ, 0)‖ ≤ Cε (5.3.109)

uniform in τΛ1
≤ θ < τ ≤ τΛ2

. In the next step we consider the limiting behaviour

of the power series G and in particular its coefficients Gk .
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Lemma 5.3.11. The limit

Gk(τ, θ, 0) = lim
ε→0
Gk(τ, θ, ε) (5.3.110)

exists for all τΛ1
≤ θ < τ ≤ τΛ2

and satisfies

‖Gk(τ, θ, ε)− Gk(τ, θ, 0)‖ ≤ Cε. (5.3.111)

Furthermore,

G1(τ, θ, 0) =

∫ τ

θ

(
0 exp

(∫ τ1

θ
β0(ϑ)dϑ

)
− exp

(∫ θ
τ1
β0(ϑ)dϑ

)
0

)
dτ1. (5.3.112)

Proof. The limiting behaviour of F implies that the limit

F̃(τ, θ, 0) = lim
ε→0
F̃(τ, θ, ε) (5.3.113)

exists and is uniformly bounded with respect to τΛ1
≤ θ < τ ≤ τΛ2

and therefore

the functions

Gk(τ, θ, 0) =

∫ τ

θ

F̃(τ1, θ, 0)

∫ τ1

θ

· · ·
∫ τk−1

θ

F̃(τk , θ, 0)dτk . . . dτ1 (5.3.114)

are good candidates to be considered for the limiting behaviour of Gk . For k = 1

the representation

G1(τ, θ, 0) =

∫ τ

θ

F̃(τ1, θ, 0)dτ1 (5.3.115)

corresponds directly to (5.3.112) due to the formula (5.3.101) for F̃(τ, θ, 0).

Hence, using the analogue to (5.3.109) we obtain

‖G1(τ, θ, ε)− G1(τ, θ, 0)‖ ≤
∫ τ

θ

‖F̃(τ1, θ, ε)− F̃(τ1, θ, 0)‖dτ1 ≤ C|τ − θ|ε

(5.3.116)

and using |τ − θ| ≤ 2K ′ the first statement follows.

The estimate for Gk is obtained by telescoping the integral

Gk(τ, θ, ε)− Gk(τ, θ, 0) =∫ τ

θ

(
F̃(τ1, θ, ε)− F̃(τ1, θ, 0)

) ∫ τ1

θ

F̃(τ1, θ, 0) · · ·
∫ τk−1

θ

F̃(τk , θ, 0)dτk . . . dτ1

+

∫ τ

θ

(
F̃(τ1, θ, ε)− F̃(τ1, θ, 0)

) ∫ τ1

θ

(
F̃(τ1, θ, ε)− F̃(τ1, θ, 0)

)
×
∫ τ2

θ

F̃(τ3, θ, 0) · · ·
∫ τk−1

θ

F̃(τk , θ, 0)dτk . . . dτ1

+ · · · ,
(5.3.117)
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each term containing one difference more up to having k differences as integrands.

Note that this represents the difference Gk(τ, θ, ε) − Gk(τ, θ, 0) in terms of the

differences F̃(τ1, θ, ε)− F̃(τ1, θ, 0) and the form Gk−`(τ`, θ, 0) already estimated

in the previous induction step. Hence

‖Gk(τ, θ, ε)− Gk(τ, θ, 0)‖ .
k∑
`=1

ε` . ε (5.3.118)

and the lemma is proved.

5.3.4 Bounded frequencies

We will give some remarks concerning estimates for the fundamental solution for

|ξ| ≤ N. Here it suffices to consider the system (5.2.11) in original form and

to observe that its coefficient matrices have norm estimates ‖A(ξ)‖ . |ξ| and

‖B(t, ε)‖ . 1 + Φε(t − 1).

Representing its solution directly by the Peano–Baker series (Corollary 7.2.11)

yields

‖E(t, s, ξ, ε)‖ ≤ exp

(
C

∫ t

s

(
|ξ|+ 1 + Φε(θ − 1)

)
dθ

)
≤ C̃ (5.3.119)

using that
∫ 2

0
Φε(t − 1)dt is independent of ε and that both |ξ| and s, t are

bounded.

Remark 5.3.6. Note that for dissipative problems the uniform boundedness of

the fundamental solution follows already from the positivity of the coefficient of

(5.2.1) in front of ut . For more general wave models this statement needs a proof

and the above reasoning seems viable for this case too.

5.3.5 Combining the bits

We collect here the estimates obtained so far. As we are interested in the influence

of the point singularity on the structure of the fundamental solution we consider

t1, t2 ∈ [0, 2] with t1 < 1 < t2 and look at the fundamental solution to (5.2.11)

for fixed ε chosen sufficiently small. This is given by

E(t2, t1, ξ, ε) =

Ehyp(t2, tξ2
(ε), ξ, ε)T−1(ε)Esing(τξ2

(ε), τξ1
(ε), ε|ξ|, ε)T (ε)Ehyp(tξ1

(ε), t1, ξ, ε)

(5.3.120)

with T (ε) the transformation matrix between the micro-energies used in the hy-

perbolic zone and in the singular zone, such as

T (ε) =

(
ε 0

0 ε

)
= εI. (5.3.121)
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Note that both of these matrices cancel each other and can therefore be ne-

glected. As ε tends to 0 we have tξ1
→ 1−0 and tξ2

→ 1+0. So using the

estimates (5.3.79) and (5.3.107) we obtain for fixed ξ

lim
ε→0
E(t2, t1, ξ, ε) = Ehyp(t2, 1+0, ξ, 0)

(
1 0

0 H

)
Ehyp(1−0, t1, ξ, 0), (5.3.122)

where H = b(1−0)
b(1+0)

is given in terms of the jump of log b at t = 1.

5.4 Results

5.4.1 Existence of very weak solutions

Although in our model case the existence of very weak solutions was already

established in [46], we will show how to obtain this from the properties of the

fundamental solution just constructed.

Proposition 5.4.1. For ε ∈ (0, 1], 0 ≤ s < t ≤ 2 and |ξ| ≥ N the fundamental

solution to system (5.2.11) is uniformly bounded, i.e.

‖E(t, s, ξ, ε)‖ ≤ C. (5.4.1)

Proof. If [s, t]×{(ξ, ε)} ⊂ Zhyp(N), the result follows directly from the construc-

tion in the hyperbolic zone. So it remains to consider only situations where the

time interval intersects with the singular zone Zsing(N).

We focus on the situation where (s, ξ, ε) ∈ Zhyp(N) and (t, ξ, ε) ∈ Zsing(N),

i.e., s < tξ1
(ε) < 1 and tξ1

(ε) < t < tξ2
(ε). Then the fundamental solution to

system (5.2.11) is given by

E(t, s, ξ, ε) = T−1(ε)Esing(τξ2
, τξ1

, ε|ξ|, ε)T (ε)Ehyp(tξ1
, t, ξ, ε). (5.4.2)

As the factors ε−1 and ε arising from T±1(ε) cancel out, it suffices to show the

uniform boundedness of Ehyp(t, s, ξ, ε) for s < t over the hyperbolic zone and

that of Esing(τ, θ,Λ, ε) for θ < τ over the singular zone (in singular variables).

Hence, it remains to collect the already proved boundedness results. For |ξ| ≤ N
(i.e. for Λ ≤ Nε) the uniform bound was shown in (5.3.119). For |ξ| > N

and within the hyperbolic zone the boundedness follows from the representation

(5.3.68) and the boundedness of each individual factor due to Theorem 5.3.6,

while within the singular zone the representation in Theorem 5.3.10 gives a uni-

form bound on the fundamental solution based on the uniform boundedness of

τΛ1
and τΛ2

with respect to both ε and Λ.

In combination with the bound ε−1 + |ξ| for the coefficient matrix of (5.2.11)

we conclude the bound

‖Dk
t E(t, s, ξ, ε)‖ ≤ Ckε−k |ξ|k (5.4.3)

uniform in s < t, ε > 0 and ξ ∈ Rn.
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Corollary 5.4.2. Let the net (uε)ε∈(0,1] be a solution net to the Cauchy problem

(5.2.8) for initial data u0 ∈ H1(Rn) and u1 ∈ L2(Rn). Then the estimate

‖∂1+k
t u(t, ·)‖H−k(Rn) + ‖∂kt u(t, ·)‖H1−k(Rn) ≤ Ckε−k (5.4.4)

holds.

Remark 5.4.1. Note that the negative power of ε only appears for the solution

at and after the singularity t = 1, and the estimates hold without ε when t < 1.

5.4.2 Exceptional propagation of singularities

Now we want to prove the exceptional propagation of singularities already hinted

by the numerical experiments from [46]. For this we consider the model problem

in one space dimension and use specially prepared initial data in the form of wave

packets

u0(x) = eixδ−1ξ0χ(x),

u1(x) = ∂xu0(x) = eixδ−1ξ0
(

iξ0δ
−1χ(x) + χ′(x)

) (5.4.5)

parameterised by a fixed frequency ξ0 ∈ R \ {0} and for a smooth rapidly decay-

ing function χ ∈ S(R) with sufficiently small Fourier support around the origin.

Applying a Fourier transform we see that

|ξ|û0(ξ)± iû1(ξ) = |ξ|χ̂(ξ − δ−1ξ0)∓ ξχ̂(ξ − δ−1ξ0)

=

{
0, ±ξ > 0,

±2ξχ̂(ξ − δ−1ξ0), ±ξ < 0.

(5.4.6)

Without loss of generality we can assume that ξ0 > 0 and supp χ̂ ⊂ [−ξ0/2, ξ0/2].

Hence, for such initial data the initial datum U0(ξ) to (5.2.11) satisfies

M−1U0(ξ, ε) =
√

2

(
0

ξχ̂(ξ − δ−1ξ0)

)
(5.4.7)

for the diagonaliser M from (5.3.33). Let now t < 1. As E0(t, s, ξ) is diagonal

and Q(t, s, ξ, ε)− I as well as N1(t, s, ξ, ε)− I are both bounded by |ξ|−1 uniformly

in ε > 0 (small enough such that (t, ξ, ε) ∈ Zhyp(N)) and s ∈ [0, t] we obtain

that

V (t, ξ, ε) =

√
bε(0)

bε(t)
N1(t, ξ, ε)E0(t, 0, ξ)Q(t, 0, ξ, ε)N−1

1 (0, ξ, ε)M−1U0(ξ, ε)

(5.4.8)

is given by

V (t, ξ, ε) =

√
b(0)

b(t)

√
2

(
0

e−itξξχ̂(ξ − δ−1ξ0)

)
+O(1), t < 1, (5.4.9)
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for fixed t and with a uniformly bounded remainder independent of the choice

of δ. This corresponds to a wave traveling to the right plus remainder terms

with smaller norm. Note that the first term behaves like δ−1 due to the support

assumption made for χ̂ and thus dominates the remainder term when choosing δ

small enough.

In the following, we consider t > 1 and ask for the influence of the point singu-

larity at time 1 on the behaviour of our net of solutions. If ε > 0 is small enough

such that (t, ξ, ε) ∈ Zhyp(N) the solution is represented by

V (t, ξ, ε) =

√
bε(0)bε(tξ2

)

bε(tξ1
)bε(t)

N1(t, ξ, ε)E0(t, tξ2
, ξ)Q(t, tξ2

, ξ, ε)N−1
1 (tξ2

, ξ, ε)

×M−1T−1(ε)Esing(τξ2
, τξ1

, ε|ξ|, ε)T (ε)M

× N1(tξ1
, ξ, ε)E0(tξ1

, 0, ξ)Q(tξ1
, 0, ξ, ε)N−1

1 (0, ξ, ε)M−1U0(ξ, ε).

(5.4.10)

We again look at the main terms and estimates for remainders. In order to

get the desired estimates we choose first the zone constant N large enough to

control non-diagonal terms appearing in the transformation matrices and in Q.

This yields based on the symbol estimate for N1(t, ξ, ε)− I and estimate (5.3.67)

for Q(t, s, ξ, ε)− I

V (t, ξ, ε) =

√
b(0)b(1+0)

b(1−0)b(t)

1√
2

(
ei(t−1)ξ 0

0 e−i(t−1)ξ

)
×
(
H + 1 H − 1

H − 1 H + 1

)(
0

e−itξξχ̂(ξ − δ−1ξ0)

)
+O(ε) +O(ε|ξ|) +O(1/N)

(5.4.11)

using in an essential way that the T (ε)-terms cancel out, that |tξi (ε)− 1| ≤ Cε
combined with

‖N1(t, ξ, ε)− I‖+ ‖N−1
1 (0, ξ, ε)− I‖ ≤ C|ξ|−1,

‖Q(t, tξ2
, ξ, ε)− I‖+ ‖Q(tξ1

, 0, ξ, ε)− I‖ ≤ C/N,
‖N−1

1 (t, tξ2
, ξ, ε)− I‖+ ‖N1(tξ1

, ξ, ε)− I‖ ≤ C/N
(5.4.12)

due to (5.3.43), (5.3.67) and (5.2.16) and that

M−1Esing(τξ2
, τξ1

, ε|ξ|, ε)M =
1

2

(
1 1

−1 1

)(
1 0

0 H

)(
1 −1

1 1

)
+O(ε) +O(ε|ξ|)

=
1

2

(
H + 1 H − 1

H − 1 H + 1

)
+O(ε) +O(ε|ξ|)

(5.4.13)

due to (5.3.107) with H = b(1−0)
b(1+0)

∈ (0, 1]. As for our net of initial data |ξ| ∼ δ−1,

the second remainder term is of order εδ−1 and thus negligible for ε small enough
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and δ fixed.

To recover the solution u(t, x), we have to multiply by the matrix M and ap-

ply the inverse Fourier transform. Thus we obtain the following theorem.

Theorem 5.4.3. The very weak solution corresponding to the net of initial date

(5.4.5) is described (up to terms small compared to the solution itself)

• by a wave travelling to the right for t < 1; and

• by two waves travelling to the left and to the right for all t > 1.

Remark 5.4.2. The partial reflection of rays at the singularity is characterised by

the matrix
1

2

(
H + 1 H − 1

H − 1 H + 1

)
(5.4.14)

in terms of the jump of log b at t = 1.

Thus, if the coefficient b has no jump and therefore H = 1 this matrix becomes

the identity matrix and for t > 1 only one wave propagates to the right. Hence,

no reflected wave occurs.

If b has a jump we can compare the amplitude of both travelling waves. For

this we fix a sufficiently small δ > 0 and write down the main terms of the

travelling wave as

u(t, x) =

√
b(0)

b(t)
u(x − t), 0 < t < 1 (5.4.15)

and

u(t, x) =
H + 1

2
√
H

√
b(0)

b(t)
u(x−t)+

H − 1

2
√
H

√
b(0)

b(t)
u(x−2+t), t > 1. (5.4.16)

The first term corresponds to a wave continuing in the same direction but with

amplitude multiplied by H+1

2
√
H

, while the second term gives the reflected part with

amplitude multiplied by H−1

2
√
H

.

Remark 5.4.3. The related wave model

utt − ∆u + δ1(t)ut = 0 (5.4.17)

with coefficient given by the Delta distribution supported in t = 1 appears almost

as a special case of treatment here in this chapter. For the choice of b(t) = 1/2

for 0 ≤ t < 1 and b(t) = 3/2 for 1 < t ≤ 2 we obtain a closely related net of

coefficients leading to H = 1/3 and a resulted transfer matrix at the singularity.

The true consideration of the above equation can be done on lines similar to

the treatment provided here in the p. This would lead to the (related) transfer

matrix
1

2e

(
1 + e 1− e

1− e 1 + e

)
(5.4.18)

.
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Remark 5.4.4. The arguments presented in this section for the case of one space

dimension applies in a similar way to higher dimensions. The main reflected wave

travels in the opposite direction to the main one, and lower order terms could

propagate along cones emanating from the point of interaction of singularities.

Remark 5.4.5. In this chapter, the symbol classes used in the treatment were

adapted to one point singularity at t = 1. This can clearly be extended to treat

point singularities at a finite number of times.
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Chapter 6

Concluding remarks and
perspectives

The theoretical and numerical analysis conducted in this thesis showed that nu-

merical methods work well in situations where a rigorous mathematical formula-

tion of the problem is difficult in the framework of the classical theory of distribu-

tions. The concept of very weak solutions eliminates this difficulty in the case of

the terms with multiplication of distributions. In contrast with the framework of

the Colombeau algebras where the consistency with classical solutions maybe lost,

the concept of very weak solutions which depends heavily on the equation under

consideration is consistent with classical theory. In addition, using the theory

of very weak solutions, we can talk about the uniqueness of numerical solutions

of differential equations with strongly singular coefficients in an appropriate sense.

In this short concluding chapter we give an overview on related questions arising

in connection with the considerations of this thesis. The list is not complete in

any sense, it should only give some hints of possible generalisations, applications

and also parallel developments.

6.1 More physical and abstract examples

The study of singular PDEs in the framework of the concept of very weak solutions

is a growing field. To show a wide applicability of the concept, it seems reasonable

to apply it for more physical models. Throughout this thesis we treated linear

equations. Still open is to consider the situation of nonlinear problems. It is also

interesting to consider abstract problems. Recently, the authors in [15, 16] used

the approach of very weak solutions for the Klein-Gordon and the Schrödinger

equations for general classes of differential operators in the setting of graded Lie

groups.
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6.2 Microlocal analysis

The numerical simulations conducted in this thesis showed interesting behaviours

of the very weak solutions for the considered equations near the singularities of

the coefficients. This has to be justified mathematically. Using the same symbol

classes as in chapter 5 one can treat other wave models with time-dependent

coefficients having point singularities of suitable strength. This corresponds to

the models proposed in [4] and will be considered in details in a forthcoming

paper. A related problem are singular wave models with singularities depending on

space and time. Here an adapted version of a full ε-dependent pseudo-differential

calculus has to be used in order to describe the propagation of singularities for

very weak solutions. However, this is a much harder problem and the description

of a local scattering process of waves (and thus wave front sets) of very weak

solutions at such singularities remains challenging.

6.3 Consistency

In this thesis we proved that the very weak solutions to our considered Cauchy

problems recapture the classical solutions when they exist, provided that the

regularisations of the equations coefficients approximate the coefficients in L∞

(see Theorems 2.3.1, 3.3.1, 4.2.6 and 4.3.5). This is in particular true if we

consider coefficients from the space C0(Rd), but in general it is not true, since

the space of C∞ functions with compact support is not dense in L∞. Recently

in [15, 16], under suitable considerations on the equations coefficients and the

Cauchy data, the authors proved the consistency results for more general cases,

extending and improving the results obtained in this thesis.
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Chapter 7

Appendices

7.1 Notation-Guide to the reader

7.1.1 Preliminaries

Unless indicated otherwise, the following notations are frequently used in this

thesis:

a ' b if a is similar or equal to b,

f . g if there exists a positive constant C such that f ≤ Cg,

f = O(g) where g is strictly positive, if there exists a positive constant C

such that |f (x)| ≤ Cg(x),

| · | denotes the absolute value of a scalar expression,

‖ · ‖Lp the norm in Lp(Rn) spaces where ‖u‖Lp=
(∫
Rn |u(x)|pdx

) 1
p ,

‖ · ‖L∞ the norm in L∞(Rn) space where ‖u‖L∞ = ess supx∈Rn |u(x)|,
‖ · ‖Hs for s > 0, ‖u‖Hs = ‖u‖L2 + ‖(−∆)

s
2u‖L2,

∂x denotes the partial derivative with respect to x ,

Dt denotes the Fourier derivative, i.e. Dt = −i∂t ,
∇ denotes the gradient ∇x = (∂x1

, ∂x2
, · · · , ∂xn),

∆ Laplace operator with respect to x ∈ Rn, i.e. ∆x = ∂2
x1

+ ∂2
x2

+

· · ·+ ∂2
xn

,

(−∆)s for s > 0, denotes the fractional Laplacian defined in terms of the

Fourier transform by (−∆)su = F−1(|ξ|2s(Fu)) for all ξ ∈ Rd .
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7.1.2 Frequently used function spaces

We collect some of the function spaces occurring in this thesis together with a

short definition:

Lp(Rn) Lebesgue spaces, 1 ≤ p ≤ ∞,

Hs(Rn) Sobolev spaces based on L2(Rn),

Ck(Rn) space of k-times continuously differentiable functions,

C∞(Rn) space of infinitely continuously differentiable functions,

C0(Rn) space of continuous functions vanishing at infinity, that is

C0(Rn) = {f ∈ C(Rn),∀ε > 0,∃K ⊂ Rn compact : |f | < ε for x /∈ K}.
Note that C0(Rn) endowed with the norm ‖ · ‖L∞ is a Banach

space,

C∞0 (Rn) space of infinitely continuously differentiable functions with com-

pact support,

Ck([0, T ];X) for T > 0 and X a Banach space, is the space of k-times con-

tinuously differentiable functions over [0, T ] with values in X,

D′(Rn) space of distributions,

E ′(Rn) space of compactly supported distributions.

7.2 Basic tools

We collect in this appendix several basic tools, which are essential for the results

of this thesis. They are well-known and, only if necessary and possible, we sketch

the main ideas of the proof.

7.2.1 Duhamel’s principle

Duhamel’s principle plays a central role in proofs of existence and uniqueness

of very weak solutions to our considered PDEs and consistency with classical

solutions. For convenience of the reader we provide a proof of specific versions

of this principle and refer the reader to [24, 25] for more details and applications.

Duhamel’s principle in general case

Let us consider the following Cauchy problem
Lu(t, x) = f (t, x), (t, x) ∈ (0,∞[× Rd ,
u(0, x) = u0(x),

ut(0, x) = u1(x), x ∈ Rd ,
(7.2.1)

where L is a second order linear partial differential operator.
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Theorem 7.2.1 ([24]). The solution to (7.2.1) is given by

u(t, x) = E0(t, 0, x) ∗ u0(x) + E1(t, 0, x) ∗ u1(x) +

∫ t

0

E1(t, s, x) ∗ f (s, x)ds,

where E0 is the fundamental solution to
Lu(t, x) = 0, (t, x) ∈ (0,∞[× Rd ,
u(s, x) = δ0(s),

ut(s, x) = 0, x ∈ Rd ,

and E1 is the fundamental solution to the Cauchy problem
Lu(t, x) = 0, (t, x) ∈ (0,∞[× Rd ,
u(s, x) = 0,

ut(s, x) = δ0(s), x ∈ Rd ,

where s ∈ (0,∞[ and δ0(s) is the Dirac delta function.

In particular, to prove our results, we use frequently the following versions of

Duhamel’s principle for which we give the proofs.

First order Duhamel’s principle for evolution equations

Let us consider the following Cauchy problem for the first order inhomogeneous

linear evolution equation{
ut(t, x)− Lu(t, x) = f (t, x), (t, x) ∈ (0,∞[× Rd ,
u(0, x) = u0(x), x ∈ Rd , (7.2.2)

where L is a linear differential operator that involves no time derivatives.

Theorem 7.2.2. The solution to the Cauchy problem (7.2.2) is given by

u(t, x) = w(t, x) +

∫ t

0

v(t, x ; s)ds, (7.2.3)

where w(t, x) is the solution to the homogeneous problem{
wt(t, x)− Lw(t, x) = 0, (t, x) ∈ (0,∞[× Rd ,
w(0, x) = u0(x), x ∈ Rd , (7.2.4)

and v(t, x ; s) solves the auxiliary Cauchy problem{
vt(t, x ; s)− Lv(t, x ; s) = 0, (t, x) ∈ (s,∞[× Rd ,
v(s, x ; s) = f (s, x), x ∈ Rd , (7.2.5)

where s is a time-like parameter varying over (0,∞[.
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Proof. Applying the component ∂t to u in (7.2.3) we get

∂tu(t, x) = ∂tw(t, x) + v(t, x ; t) +

∫ t

0

∂tv(t, x ; s)ds. (7.2.6)

We note that v(t, x ; t) = f (t, x) by the initial condition in (7.2.5). For the spatial

component L we simply have

Lu(t, x) = Lw(t, x) +

∫ t

0

Lv(t, x ; s)ds, (7.2.7)

since L applies only to the variable x . Combining (7.2.6) and (7.2.7) and using

that w and v are the solutions to (7.2.4) and (7.2.5) we arrive at

ut(t, x)− Lu(t, x) = f (t, x).

Observing that u(0, x) = u0(x) from the initial condition in (7.2.4) completes

the proof.

Second order Duhamel’s principle for evolution equations

Let us consider the Cauchy problem for the second order inhomogeneous linear

evolution equation{
utt(t, x)− Lu(t, x) = f (t, x), (t, x) ∈ (0,∞[× Rd ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rd , (7.2.8)

for some linear partial differential operator L over the space variable x .

Theorem 7.2.3. The solution to the Cauchy problem (7.2.8) is given by

u(t, x) = w(t, x) +

∫ t

0

v(t, x ; s)ds, (7.2.9)

where w(t, x) is the solution to the homogeneous problem{
wtt(t, x)− Lw(t, x) = 0, (t, x) ∈ (0,∞[× Rd ,
w(0, x) = u0(x), wt(0, x) = u1(x), x ∈ Rd , (7.2.10)

and v(t, x ; s) solves the auxiliary Cauchy problem{
vtt(t, x ; s)− Lv(t, x ; s) = 0, (t, x) ∈ (s,∞[× Rd ,
v(s, x ; s) = 0, vt(s, x ; s) = f (s, x), x ∈ Rd , (7.2.11)

where s is a time-like parameter varying over (0,∞[.

Proof. As in Theorem 7.2.2, we apply the components of the operator ∂tt − L
separately to u in (7.2.9). For the spatial component L we simply have

Lu(t, x) = Lw(t, x) +

∫ t

0

Lv(t, x ; s)ds. (7.2.12)
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For the temporal component we get

∂tu(t, x) = ∂tw(t, x) +

∫ t

0

∂tv(t, x ; s)ds, (7.2.13)

where we used the fact that v(t, x ; t) = 0 by the imposed initial condition in

(7.2.11). Differentiating (7.2.13) a second time and noting that ∂tv(t, x ; t) =

f (t, x), we arrive at

∂ttu(t, x) = ∂ttw(t, x) + f (t, x) +

∫ t

0

∂ttv(t, x ; s)ds. (7.2.14)

Combining (7.2.12) and (7.2.14) and using the fact that w and v solve (7.2.10)

and (7.2.11) respectively, we arrive at

utt(t, x)− Lu(t, x) = f (t, x).

To conclude the proof, we just observe from (7.2.9) that u(0, x) = w(0, x) =

u0(x) and from (7.2.13) that ut(0, x) = ∂tw(0, x) = u1(x).

7.2.2 Gronwall’s inequality

An important, useful tool for energy estimates is Gronwall’s inequality. There are

many variants of this inequality, we provide in this appendix the proof for a special

form.

Theorem 7.2.4 (Gronwall’s inequality - differential form). Let I = [t0, t1].

Suppose a is a real-valued continuous function and suppose u : I → R is in C1(I)

and satisfies

u′(t) ≤ a(t)u(t) for t ∈ I. (7.2.15)

Then

u(t) ≤ u(t0) exp

∫ t

t0

a(s)ds for all t ∈ I. (7.2.16)

Proof. Define the function

v(t) = exp

∫ t

t0

a(s)ds, t ∈ I.

We note that v satisfies v ′(t) = a(t)v(t), with v(t0) = 1 and v(t) > 0 for all

t ∈ I. By the quotient rule and using the estimate (7.2.15) we easily see that

d

dt

u(t)

v(t)
=
v(t) (u′(t)− a(t)u(t))

v 2(t)
≤ 0, t ∈ I.

The derivative of the function u(t)
v(t)

is non-positive and thus the function is bounded

above by its value at the initial point t0 of the interval I, i.e.

u(t)

v(t)
≤
u(t0)

v(t0)
= u(t0).

The inequality (7.2.16) follows ending the proof.
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7.2.3 Structure theorems of distributions

We recall some theorems about the structure of distributions. The following one

states that locally any distribution is represented as a derivative of a continuous

function.

Theorem 7.2.5 (Local structure of distributions on Rn). The restriction of a

distribution T ∈ D′(Rn) to a bounded open set X ∈ Rn is a derivative of finite

order of a continuous function.

Proof. We refer the reader to [28, Theorem 5.4.1].

In particular, when the distribution T has compact support we have,

Theorem 7.2.6 (Global structure of compactly supported distributions). Let

T ∈ E ′(Rn), then there is an integer n ≥ 0 and a set of continuous functions fα,

α ≤ n, such that

T =
∑
|α|≤n

fα.

Proof. Please, see [28, Corollary 5.4.1].

7.2.4 Young’s inequality

In real analysis, the following result is called Young’s convolution inequality:

Theorem 7.2.7. Let f ∈ Lp(Rn) and f ∈ Lq(Rn) such that

1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞ and
1

r
=

1

p
+

1

q
− 1 ≥ 0.

Then

f ∗ g ∈ Lr(Rn) and ‖f ∗ g‖Lr ≤ ‖f ‖Lp‖g‖Lq .

Proof. There are various ways to prove this inequality. One of them is based on

Riesz-Thorin interpolation theorem. See [10, Theorem IV.30.] or [63, Proposition

9.20].

7.2.5 Plancherel-Parseval identity

Here we review the important result in harmonic analysis, the Plancherel theorem

(sometimes called the Parseval–Plancherel identity) which asserts that the inte-

gral of the square of the Fourier transform of a function is equal to the integral

of the square of the function itself.

Definition 16 (Fourier transform). Let f : Rn → C be an integrable function.

The function denoted f̂ and defined by

f̂ (ξ) =
1

(2π)
n
2

∫
Rn

e−ix ·ξf (x)dx,

is called the Fourier transform of f .

87



7.2. BASIC TOOLS

Theorem 7.2.8 (Plancherel theorem). Let f ∈ L2(Rn). Then, f̂ ∈ L2(Rn) and

‖f̂ ‖L2 = ‖f ‖L2.

Proof. The proof is based on Schwarz inequality and Riesz’s representation the-

orem. cf. [69, Plancherel’s Theorem]

7.2.6 The Peano-Baker formula

First order systems of ordinary differential equations

du

dt
= A(t)u, u(0) = u0 ∈ Cn,

are solved in terms of the fundamental solution E(t, s) as u(t) = E(t, 0)u0. The

matrix function E(s, t) is the solution to

d

dt
E(t, s) = A(t)E(t, s), E(s, s) = I ∈ Cn×n.

It is well known, that for a constant matrix A(t) = A, this fundamental solution

can be expressed in terms of the exponential matrix,

E(t, s) = exp((t − s)A), expA = I +

∞∑
k=1

1

k!
Ak .

For variable coefficients this representation is not valid any more. We give here

the representation used several times in chapter 5.

Theorem 7.2.9 (Peano-Baker representation formula). Let A(t) ∈ L1
loc(R,Cn×n).

Then the fundamental solution to the system u̇(t) = A(t)u(t) i.e. the matrix

E(t, s) solution to {
dE
dt

(t, s) = A(t)E(t, s),

E(s, s) = I,

is given by the Peano-Baker formula

E(t, s) = I +

∞∑
k=1

∫ t

s

A(t1)

∫ t1

s

A(t2)

∫ t2

s

· · ·
∫ tk−1

s

A(tk)dtk . . . dt2dt1. (7.2.17)

Proof. The proof follows by differentiating the series term by term. To prove

the convergence of the series one uses the domination by the exponential series

following from the following proposition.

Proposition 7.2.10. Assume r ∈ L1
loc(R). Then∣∣∣∣∫ t

s

r(t1)· · ·
∫ tk

s

r(tk−1)dtk . . . dt1

∣∣∣∣ ≤ 1

k!

(∫ t

s

r(τ)dτ

)k
, (7.2.18)

for all k ∈ N.
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Proof. The proof follows by induction over k .

Corollary 7.2.11. Let A(t) ∈ L1
loc(R,Cn×n). Then the fundamental solution to

the system u̇(t) = A(t)u(t) satisfies the estimate

‖E(t, s)‖ ≤ exp

{∫ t

s

‖A(τ)‖dτ
}
.

Proof. The proof is a direct consequence of the representation formula (7.2.17)

and the estimate (7.2.18).

7.2.7 Faà di Bruno’s formula

Faà di Bruno’s formula [37] is an identity generalizing the chain rule to higher

order derivatives. There are various forms of this formula, we give here a version

that can be found in [19, 20].

Proposition 7.2.12. For any given smooth functions h : R→ R and ω : Rn → R
and a fixed multi-index β ∈ Nn, we have

Dβ(h(ω)) =

|β|∑
k=1

h(k)(ω)
∑
α(k,β)

Ck,α

|β|∏
i=1

∑
|γ|=i ,γ 6=0

(Dγω)αi ,

where
∑

α(k,β) means summation over all α ∈ Nn, α 6= 0, with |α| = k and∑|β|
i=1 iαi = |β|. The coefficients Ck,α ∈ N can be zero.
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