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#### Abstract

In this thesis, we investigate the existence, uniqueness and stability of solutions for some classes of nonlinear boundary value problem involving the Riemann-Liouville, Caputo and Hadamard fractional differential equations of variable order. All results in this study are established by means of fixed point theorems, Mawhin's continuation theorem, technique of measure of noncompactness and with the help of piece-wise constant function, we convert the Riemann-Liouville, Caputo and Hadamard fractional variable order to an equivalent standard Riemann-Liouville, Caputo and Hadamard of the fractional constant order. Further, we examine the stability of the obtained solutions in the sense of Ulam-Hyers-Rassias and in the sense of Ulam-Hyers.

Keywords : Fractional differential equations of variable order, Boundary value problem, Piecewise constant functions, Fixed point theorem, Green's function, Kuratowski measure of noncompactness, Stability, Resonance, Mawhin's continuation theorem.


AMS (MOS) Subject Classifications : 26A33, 34A08, 34A37, 34A60.

## Résumé

Dans cette thèse, nous étudions l'existence, l'unicité et la stabilité de solutions de certaines classes de problèmes aux limites non linéaires associés à des équations différentielles fractionnaires (Riemann-Liouville, Caputo et Hadamard) d'ordre variable.
Tous les résultats de cette étude sont basés sur les théorèmes de points fixes, du théorème de continuation de Mawhin, la technique des mesures de non-compactité et à l'aide de fonction constante par morceaux, nous convertissons l'ordre des variables fractionnaires de Riemann-Liouville, Caputo et Hadamard en un standard équivalent Riemann-Liouville, Caputo et Hadamard de l'ordre des constantes fractionnaires. De plus, nous examinons la stabilité des solutions obtenues au sens de Ulam-Hyers-Rassias et au sens de Ulam-Hyers.

Mots clés : Equations différentielles fractionnaires d'ordre variable, Problème de valeur aux limites, Fonctions constantes par morceaux, Théorème du point fixe, Fonction de Green, Mesure de non-compactité de Kuratowski, Stabilité, Résonance, Théorème de continuation de Mawhin.

Classifcations (AMS) : 26A33, 34A08, 34A37, 34A60.

## (لملخص:

في هذه الرسالة ، قنـا بدراسة وجود وحدانيةّ واستقرار الحلول لبحض فيُّات مسائلّ الققم الحدودية الني تنضمن معادلات تفاضلية غير الخطية ذات الثنزيب الكسري المتنير لكل من ريمان-ليوفيل وكابوتو وهادامارد.

 ليوفيل وكابونو وهادامار إلى ما يعادله. معيار ريمان-ليوفيل وكابوتو وهادامار للتزتيب الثابت الكسنري. علاوة على ذلك، نقوم بفحص استنقرار الحلول التي تم الحصول عليها بإستنمال مقاس إلام- هارس-
راسياس و إلام- هارس .
(الكلمات اللمفتاحية: المعادلات الثفاضلية الكسرية ذات الثترتيب المنتيز، مشكلة القيمة الحوودية، الواوال الثابتّة بالجزء، نظرية النقطة الصـاددة، دالة غرين، مقياس عدم الثنر اص، الاستنقرار، الرنين، نظرية
استمرار ماوين.
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## INTRODUCTION

The main idea of fractional calculus is to constitute the natural numbers in the order of derivation operators with rational ones. Although this idea is preliminary and simple, it involves remarkable effects and outcomes which describe some physical, dynamics, modeling, control theory, bioengineering, and biomedical applications phenomena.

The subject of fractional calculus has gained considerable popularity and importance due to its frequent appearance in different research areas and engineering, such as physics, chemistry, control of dynamical systems etc.

The operators of variable order, which fall into a more complex operator category, are the derivatives and integrals whose order is the function of certain variables. The variable order fractional derivative is an extension of constant order fractional derivative. In recent years, the operator and differential equations of variable order have been applied in engineering more and more frequently, for the examples and details, see $[1,3,18,33,35,36,43,52,54,55,56,57,58,60,61,64,66]$.

Recently, the Hadamard-type operators originally introduced in [25] and later generalized to variable fractional order have been investigated in $[6,7]$.

In the last years, many people paid attention to the existence and uniqueness of solutions to boundary value problems for fractional differential equations. Although the existing literature on solutions of boundary value problems of fractional order (constant order) is quite wide, on the contrary, few papers deal with the existence of solutions to boundary value problems of variable order, see, e.g., $[1,56,57,58,64]$.

In general, it is usually difficult to solve boundary value problems of fractional boundary variable order and obtain their analytical solution. Therefore, some methods are introduced for the approximation of solutions to different fractional boundary value problem of variable order. In relation to the study of the existence theory to fractional boundary value problem of variable order, we point out some of them. In [65], Zhang studied solutions of a two-point boundary value problem of fractional variable order involving singular fractional differential equations. After some years, Zhang and Hu [67] established the existence results for approximate solutions of variable order fractional initial value problems on the half line.

While several research studies have been performed on investigating the existence solutions of the fractional constant-order problems, the existence solutions of the variable order problems are rarely discussed in literature ; we refer to [58, 65, 67, 68, 69].

In 2021, Bouazza et al. [12] considered a multiterm fractional boundary value problem of variable order and derived their results by terms of fixed point methods, Hristova et al. [27] turned to investigation of the Hadamard fractional boundary value problem of variable order by means of Kuratowski MNC method. For more details on other instances, refer to $[53,57]$ and the references therein.

The stability theory of functional equations has developed very rapidly during the past decades. In 1940, Ulam posed the problem of stability of functional equations at the University of Wisconsin, see [59]. A year later, Hayers [26] gave the first answer to the Ulam problem in the case of Banach spaces. Therefore, this type of stability came to be called the Ulam-Hyers stability. In 1978, Rassias [50] provided a generalization of the Ulam-Hyers stability. After that, the study of these two types of stabilities, the Ulam-Hyers stability and the Ulam-Hyers-Rassias stability has grown to be one of the most essential subjects in the field of mathematical analysis and especially the stability of differential equations, see e.g. [28, 30, 31, 44, 46, 51, 62].

The technique of measures of noncompactness which is often used in several branches of nonlinear analysis. Especially, that technique turns out to be a very useful tool in existence for several types of integral equations; details are found in Akhmerov et al. [5], Alvarez [2], Banas et al. [8, 9, 15, 16, 17], Guo et al. [23].

In 1970, Gaines and Mawhin introduced the theory of the degree of coincidence in the analysis of functional and differential equations. Mawhin has made important contributions since then, and this theory is also known as Mawhin's theory of coincidence. Coincidence theory is considered to be the very powerful technique, especially with regard to questions about the existence of solutions in nonlinear differential equations. Furthermore, many researchers have used it to solve boundary value problems at resonance, see $[37,38,39,40,41,42,48]$.

In the following we give an outline of our thesis organization, consisting of 5 chapters.

The first chapter gives some notations, definitions, lemmas, fixed point theorems and coincidence degree theory which are used throughout this thesis.

In Chapter 2, we study the existence of solutions to the proposed multiterm boundary value problem (BVP) for the nonlinear fractional differential equation of variable order in the format

$$
\left\{\begin{array}{l}
D_{0+}^{u(t)} x(t)+f\left(t, x(t), I_{0^{+}}^{u(t)} x(t)\right)=0, \quad t \in J:=[0, T]  \tag{1}\\
x(0)=0, x(T)=0,
\end{array}\right.
$$

where $0<T<+\infty, 1<u(t) \leq 2, f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and $D_{0^{+}}^{u(t)}, I_{0^{+}}^{u(t)}$ are the Riemann-Liouville fractional derivative and Riemann-Liouville
fractional integral of variable-order $u(t)$.
In Chapter 3, we deal with the boundary value problem

$$
\left\{\begin{array}{l}
{ }^{c} D_{0+}^{u(t)} x(t)+f\left(t, x(t), I_{0^{+}}^{u(t)} x(t)\right)=0, \quad t \in J:=[0, T],  \tag{2}\\
x(0)=0, x(T)=0,
\end{array}\right.
$$

where $1<u(t) \leq 2, f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and ${ }^{c} D_{0^{+}}^{u(t)}, I_{0^{+}}^{u(t)}$ are the Caputo fractional derivative and integral Riemann-Liouville of variable-order $u(t)$. Further, we study the stability of the obtained solution in the sense of Ulam-Hyers.

In Chapter 4, we investigate the existence of solutions for the nonlinear Hadamard fractional boundary value problem of variable order as follows :

$$
\left\{\begin{array}{l}
{ }^{H} D_{1+}^{u(t)} x(t)+f(t, x(t))=0, \quad t \in J:=[1, T],  \tag{3}\\
x(1)=x(T)=0,
\end{array}\right.
$$

where $1<T<+\infty, 1<u(t) \leq 2, f: J \times X \rightarrow X$ is a continuous function $(X$ is a Banach space) and ${ }^{H} D_{1^{+}}^{u(t)}$ specifies the Hadamard derivative of variable order $u(t)$. Further, we study the stability of the obtained solution in the sense of Ulam-HyersRassias.

In Chapter 5, we shall investigate a nonlinear boundary value problem of variable order which takes a structure as follows

$$
\left\{\begin{array}{l}
{ }^{c} D_{a^{+}}^{u(t)} y(t)=f(t, y(t)), t \in J  \tag{4}\\
y(a)=y(T)
\end{array}\right.
$$

where $J=[a, T], 0 \leq a<T<\infty, u(t): J \rightarrow(0,1]$ is the variable order of the fractional derivatives, $f: J \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and ${ }^{c} D_{a^{+}}^{u(t)}$ is the Caputo fractional derivative of variable-order $u(t)$.

## Chapitre 1

## Preliminaries

We introduce in this chapter notations, definitions, fixed point theorems and coincidence degree theory which are used throughout this thesis.

### 1.1 Notations and definitions

Let $(X ;\|\cdot\|)$ be a Banach space. We denote by $C(J, X)$ the space of $X$-valued continuous functions on $J$ with the usual supremum norm

$$
\|y\|=\sup \{\|y(t)\|: t \in J\}
$$

for any $y \in C(J, X)$.
and for each $i \in\{1,2, \ldots, n\}$, the symbol $E_{i}=C\left(J_{i}, X\right)$, indicated the Banach space of continuous functions $y: J_{i} \rightarrow X$ equipped with the norm

$$
\|y\|_{E_{i}}=\sup _{t \in J_{i}}\|y(t)\|
$$

A measurable function $y: J \rightarrow X$ is Bochner integrable if and only if $\|y\|$ is Lebesgue integrable.
Let $L^{1}(J, X)$ denote the Banach space of measurable functions $y: J \rightarrow X$ which are Bochner integrable normed by

$$
\|y\|_{L^{1}}=\int_{0}^{T}\|y(t)\| d t
$$

For properties of the Bochner integrable functions, see [63].

### 1.2 Fractional calculus.

### 1.2.1 Fractional calculus of constant-order

Definition 1.1 ([34, 49]). The left Riemann-Liouville fractional integral of the function $h \in L^{1}\left([a, b], \mathbb{R}_{+}\right)$of order $\alpha \in \mathbb{R}_{+}$is defined by

$$
I_{a}^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-s)^{\alpha-1} h(s) d s
$$

where $\Gamma($.$) is the gamma function.$
Definition 1.2 ([34, 49]). The left Riemann-Liouville fractional derivative of order $\alpha>0$ of function $h \in L^{1}\left([a, b], \mathbb{R}_{+}\right)$, is given by

$$
\left(D_{a+}^{\alpha} h\right)(t)=\frac{1}{\Gamma(n-\alpha)}\left(\frac{d}{d t}\right)^{n} \int_{a}^{t}(t-s)^{n-\alpha-1} h(s) d s
$$

here $n=[\alpha]+1$ and $[\alpha]$ denotes the integer part of $\alpha$. If $\alpha \in(0,1]$, then

$$
\left(D_{a+}^{\alpha} h\right)(t)=\frac{d}{d t} I_{a+}^{1-\alpha} h(t)=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d s} \int_{a}^{t}(t-s)^{-\alpha} h(s) d s
$$

The following properties are some of the main ones of the fractional derivatives and integrals.

Lemma 1.1 ([34]). Let $\alpha>0, a \geq 0, h \in L^{1}(a, b), D_{a^{+}}^{\alpha} h \in L^{1}(a, b)$. Then, the differential equation

$$
D_{a^{+}}^{\alpha} h=0
$$

has unique solution

$$
h(t)=\omega_{1}(t-a)^{\alpha-1}+\omega_{2}(t-a)^{\alpha-2}+\ldots+\omega_{\ell}(t-a)^{\alpha-\ell}+\ldots+\omega_{n}(t-a)^{\alpha-n}
$$

where $n=[\alpha]+1, \omega_{\ell} \in \mathbb{R}, \ell=1,2, \ldots, n$.

Lemma 1.2 ([34]). Let $\alpha>0, a \geq 0, h \in L^{1}(a, b), D_{a^{+}}^{\alpha} h \in L^{1}(a, b)$. Then, $I_{a^{+}}^{\alpha} D_{a^{+}}^{\alpha} h(t)=h(t)+\omega_{1}(t-a)^{\alpha-1}+\omega_{2}(t-a)^{\alpha-2}+\ldots+\omega_{\ell}(t-a)^{\alpha-\ell}+\ldots+\omega_{n}(t-a)^{\alpha-n}$, where $n=[\alpha]+1, \omega_{\ell} \in \mathbb{R}, \ell=1,2, \ldots, n$.

Lemma 1.3 ([34]). Let $\alpha>0, a \geq 0, h \in L^{1}(a, b), D_{a^{+}}^{\alpha} h \in L^{1}(a, b)$. Then,

$$
D_{a^{+}}^{\alpha} I_{a^{+}}^{\alpha} h(t)=h(t)
$$

Lemma 1.4 ([34]). Let $\alpha, \beta>0, a \geq 0, h \in L^{1}(a, b)$. Then,

$$
I_{a^{+}}^{\alpha} I_{a^{+}}^{\beta} h(t)=I_{a^{+}}^{\beta} I_{a^{+}}^{\alpha} h(t)=I_{a^{+}}^{\alpha+\beta} h(t) .
$$

Definition 1.3 ([34, 49]). The left Caputo fractional derivative of order $\alpha>0$ of function $h \in L^{1}\left([a, b], \mathbb{R}_{+}\right)$, is given by

$$
{ }^{c} D_{a+}^{\alpha} h(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t}(t-s)^{n-\alpha-1} h^{(n)}(s) d s
$$

where $n=[\alpha]+1$.
Lemma 1.5 ([34]). Let $\alpha>0, a \geq 0, h \in L^{1}(a, b),{ }^{c} D_{a^{+}}^{\alpha} h \in L^{1}(a, b)$. Then, the differential equation

$$
{ }^{c} D_{a^{+}}^{\alpha} h=0
$$

has unique solution

$$
h(t)=\omega_{0}+\omega_{1}(t-a)+\omega_{2}(t-a)^{2}+\ldots+\omega_{\ell}(t-a)^{\ell}+\ldots+\omega_{n-1}(t-a)^{n-1}
$$

where $n=[\alpha]+1, \omega_{\ell} \in \mathbb{R}, \ell=0,1, \ldots, n-1$.
Lemma 1.6 ([34]). Let $\alpha>0, a \geq 0, h \in L^{1}(a, b),{ }^{c} D_{a^{+}}^{\alpha} h \in L^{1}(a, b)$. Then, $I_{a^{+}}^{\alpha}{ }^{c} D_{a^{+}}^{\alpha} h(t)=h(t)+\omega_{0}+\omega_{1}(t-a)+\omega_{2}(t-a)^{2}+\ldots+\omega_{\ell}(t-a)^{\ell}+\ldots+\omega_{n-1}(t-a)^{n-1}$, where $n=[\alpha]+1, \omega_{\ell} \in \mathbb{R}, \ell=0,1, \ldots, n-1$.

Lemma 1.7 ([34]). Let $\alpha>0, a \geq 0, h \in L^{1}(a, b),{ }^{c} D_{a^{+}}^{\alpha} h \in L^{1}(a, b)$. Then,

$$
{ }^{c} D_{a^{+}}^{\alpha} I_{a^{+}}^{\alpha} h(t)=h(t) .
$$

Definition 1.4 ([34, 49]). The left Hadamard fractional integral of the function $h \in$ $L^{1}\left([a, b], \mathbb{R}_{+}\right)$of order $\alpha \in \mathbb{R}_{+}$is defined by

$$
{ }^{H} I_{a^{+}}^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{h(s)}{s} d s, \quad t>a
$$

Definition 1.5 ([34, 49]). The left Hadamard fractional derivative of order $\alpha>0$ of function $h \in L^{1}\left([a, b], \mathbb{R}_{+}\right)$, is given by

$$
{ }^{H} D_{a^{+}}^{\alpha} h(t)=\frac{1}{\Gamma(n-\alpha)}\left(t \frac{d}{d t}\right)^{n} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{n-\alpha-1} \frac{h(s)}{s} d s, \quad t>a,
$$

where $n=[\alpha]+1$.
The following properties are some of the main ones of the fractional derivatives and integrals.

Lemma 1.8 ([34]). Assume that $a \geq 1, \alpha>0, h \in L^{1}(a, b),{ }^{H} D_{a^{+}}^{\alpha} h \in L^{1}(a, b)$. Then, the homogeneous differential equation

$$
{ }^{H} D_{a^{+}}^{\alpha} h=0
$$

has unique solution

$$
h(t)=\omega_{1}\left(\ln \frac{t}{a}\right)^{\alpha-1}+\omega_{2}\left(\ln \frac{t}{a}\right)^{\alpha-2}+\ldots+\omega_{\ell}\left(\ln \frac{t}{a}\right)^{\alpha-\ell}+\ldots+\omega_{n}\left(\ln \frac{t}{a}\right)^{\alpha-n},
$$

and
${ }^{H} I_{a^{+}}^{\alpha}\left({ }^{H} D_{a^{+}}^{\alpha}\right) h(t)=h(t)+\omega_{1}\left(\ln \frac{t}{a}\right)^{\alpha-1}+\omega_{2}\left(\ln \frac{t}{a}\right)^{\alpha-2}+\ldots+\omega_{\ell}\left(\ln \frac{t}{a}\right)^{\alpha-\ell}+\ldots+\omega_{n}\left(\ln \frac{t}{a}\right)^{\alpha-n}$, with $n=[\alpha]+1, \omega_{\ell} \in \mathbb{R}, \ell=1,2, \ldots, n$.

Lemma 1.9 ([34]). Let $\alpha>0, a \geq 1, h \in L^{1}(a, b), D_{a^{+}}^{\alpha} h \in L^{1}(a, b)$. Then,

$$
{ }^{H} D_{a^{+}}^{\alpha}\left({ }^{H} I_{a^{+}}^{\alpha}\right) h(t)=h(t) .
$$

Lemma 1.10 ([34]). Let $\alpha, \beta>0$. Then,

$$
{ }^{H} I_{a^{+}}^{\alpha}\left({ }^{H} I_{a^{+}}^{\beta}\right) h(t)={ }^{H} I_{a^{+}}^{\beta}\left({ }^{H} I_{a^{+}}^{\alpha}\right) h(t)={ }^{H} I_{a^{+}}^{\alpha+\beta} h(t) .
$$

### 1.2.2 Fractional calculus of variable-order

Definition 1.6 ([54, 61]). For $-\infty<a<b<+\infty$, we consider the mapping $u(t):[a, b] \rightarrow(0,+\infty)$. Then, the left Riemann-Liouville fractional integral (RLInVo) of variable-order $u(t)$ for function $h(t)$ is expressed by

$$
\begin{equation*}
I_{a^{+}}^{u(t)} h(t)=\int_{a}^{t} \frac{(t-s)^{u(s)-1}}{\Gamma(u(s))} h(s) d s, \quad t>a \tag{1.1}
\end{equation*}
$$

where the gamma function is denoted by $\Gamma($.$) .$
Definition 1.7 ([54, 61]). For $-\infty<a<b<+\infty$, we consider the mapping $u(t):[a, b] \rightarrow(n-1, n), n \in \mathbb{N}$. Then, the left Riemann-Liouville fractional derivative of variable-order $u(t)$ for function $h(t)$ is expressed by

$$
\begin{equation*}
D_{a^{+}}^{u(t)} h(t)=\left(\frac{d}{d t}\right)^{n} I_{a^{+}}^{n-u(t)} h(t)=\left(\frac{d}{d t}\right)^{n} \int_{a}^{t} \frac{(t-s)^{n-u(s)-1}}{\Gamma(n-u(s))} h(s) d s, \quad t>a . \tag{1.2}
\end{equation*}
$$

Obviously, if the order $u(t)$ is a constant function $u$, then the Riemann-Liouville fractional derivative of variable-order (1.2) and Riemann-Liouville fractional integral of
variable-order(1.1) are the usual Riemann-Liouville fractional derivative and RiemannLiouville fractional integral, respectively ; see [54, 55, 34].

Remark ([69, 65]). Generally, for functions $u(t)$ and $v(t)$, the semigroup property does not hold, i.e.,

$$
I_{a^{+}}^{u(t)} I_{a^{+}}^{v(t)} h(t) \neq I_{a^{+}}^{u(t)+v(t)} h(t)
$$

Example : Let

$$
u(t)=\left\{\begin{array}{ll}
2, & t \in[0,1], \\
1, & t \in] 1,3],
\end{array} \quad v(t)= \begin{cases}1, & t \in[0,1] \\
2, & t \in] 1,3]\end{cases}\right.
$$

and $\quad h(t)=t, \quad t \in[0,3]$.

$$
\begin{aligned}
I_{0^{+}}^{u(t)} I_{0^{+}}^{v(t)} h(t) & =\int_{0}^{1} \frac{(t-s)^{u(s)-1}}{\Gamma(u(s))} \int_{0}^{s} \frac{(s-\tau)^{v(\tau)-1}}{\Gamma(v(\tau))} h(\tau) d \tau d s \\
& +\int_{1}^{t} \frac{(t-s)^{u(s)-1}}{\Gamma(u(s))} \int_{0}^{s} \frac{(s-\tau)^{v(\tau)-1}}{\Gamma(v(\tau))} h(\tau) d \tau d s \\
& =\int_{0}^{1} \frac{(t-s)^{1}}{\Gamma(2)} \int_{0}^{s} \frac{(s-\tau)^{0}}{\Gamma(1)} \tau d \tau d s \\
& +\int_{1}^{t} \frac{(t-s)^{0}}{\Gamma(1)}\left[\int_{0}^{1} \frac{(s-\tau)^{0}}{\Gamma(1)} \tau d \tau+\int_{1}^{s} \frac{(s-\tau)^{1}}{\Gamma(2)} \tau d \tau\right] d s \\
& =\int_{0}^{1} \frac{(t-s) s^{2}}{2 \Gamma(2)} d s+\int_{1}^{t} \frac{s^{3}}{6}-\frac{s}{2}+\frac{5}{6} d s \\
& I_{0^{+}}^{u(t)+v(t)} h(t)=\int_{0}^{t} \frac{(t-s)^{u(s)+v(s)-1}}{\Gamma(u(s)+v(s))} h(s) d s
\end{aligned}
$$

we see that

$$
\begin{gathered}
\left.I_{0^{+}}^{u(t)} I_{a^{+}}^{v(t)} h(t)\right|_{t=2} \\
=\int_{0}^{1} \frac{(2-s) s^{2}}{2 \Gamma(2)} d s+\int_{1}^{2} \frac{s^{3}}{6}-\frac{s}{2}+\frac{5}{6} d s \\
\\
=\frac{5}{24}+\frac{17}{24}=\frac{22}{24}, \\
\left.I_{0^{+}}^{u(t)+v(t)} h(t)\right|_{t=2}=\int_{0}^{1} \frac{(2-s)^{2+1-1}}{\Gamma(2+1)} s d s+\int_{1}^{2} \frac{(2-s)^{1+2-1}}{\Gamma(1+2)} s d s=\frac{11}{24}+\frac{5}{24}=\frac{16}{24} .
\end{gathered}
$$

Therefore, we obtain

$$
\left.I_{0^{+}}^{u(t)} I_{0^{+}}^{v(t)} h(t)\right|_{t=2} \neq\left. I_{0^{+}}^{u(t)+v(t)} h(t)\right|_{t=2} .
$$

Definition 1.8 ([54, 55, 61]). For $-\infty<a<b<+\infty$, we consider the mapping $v(t):[a, b] \rightarrow(n-1, n)$. Then, the left Caputo fractional derivative of variable-order $v(t)$ for function $h(t)$ is

$$
\begin{equation*}
{ }^{c} D_{a^{+}}^{v(t)} h(t)=\int_{a}^{t} \frac{(t-s)^{n-v(t)-1}}{\Gamma(n-v(t))} h^{(n)}(s) d s, \quad t>a . \tag{1.3}
\end{equation*}
$$

As anticipated, in case of $v(t)$ is constant, then Caputo fractional derivative of variableorder is coincide with the standard Caputo fractional derivative, see e.g. [34, 54, 55].

Definition 1.9 ([6, 7]). For $1 \leq a<b<+\infty$, we consider the mapping $u(t):[a, b] \rightarrow(0,+\infty)$. Then, the left Hadamard fractional integral of variable order $u(t)$ for function $h(t)$ is

$$
\begin{equation*}
{ }^{H} I_{a^{+}}^{u(t)} h(t)=\frac{1}{\Gamma(u(t))} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{u(t)-1} \frac{h(s)}{s} d s, \quad t>a . \tag{1.4}
\end{equation*}
$$

Definition 1.10 ([6, 7]). For $1 \leq a<b<+\infty$, we consider the mapping $v(t):[a, b] \rightarrow(n-1, n)$. Then, the left Hadamard fractional derivative of variable order $v(t)$ for function $h(t)$ is

$$
\begin{equation*}
{ }^{H} D_{a^{+}}^{v(t)} h(t)=\frac{1}{\Gamma(n-v(t))}\left(t \frac{d}{d t}\right)^{n} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{n-v(t)-1} \frac{h(s)}{s} d s, \quad t>a . \tag{1.5}
\end{equation*}
$$

Obviously, in case of $u(t)$ and $v(t)$ are constant, then both above Hadamard variable order operators are in coincidence with the usual Hadamard constant order operators (see [34, 55, 54]).
Remark 1.1. The semigroup property is not fulfilled for the functions $u(t)$ and $v(t)$, i.e.,

$$
{ }^{H} I_{a^{+}}^{u(t)}\left({ }^{H} I_{a^{+}}^{v(t)}\right) h(t) \neq{ }^{H} I_{a^{+}}^{u(t)+v(t)} h(t) .
$$

Example : Let

$$
u(t)=\left\{\begin{array}{ll}
1, & t \in[1,2], \\
2, & t \in] 2,4],
\end{array} \quad v(t)=\left\{\begin{array}{ll}
3, & t \in[1,2], \\
4, & t \in] 2,4],
\end{array} \quad h(t)=2 t^{2}, \quad t \in[1,4] .\right.\right.
$$

We obtain

$$
\begin{aligned}
{ }^{H} I_{1^{+}}^{u(t)}\left({ }^{H} I_{1^{+}}^{v(t)}\right) h(t) & =\frac{1}{\Gamma(u(t))} \int_{1}^{t} \frac{1}{s}\left(\ln \frac{t}{s}\right)^{u(t)-1}\left[\frac{1}{\Gamma(v(s))} \int_{1}^{s}\left(\ln \frac{s}{\tau}\right)^{v(s)-1} \frac{h(\tau)}{\tau} d \tau\right] d s \\
& =\frac{1}{\Gamma(u(t))} \int_{1}^{2} \frac{1}{s}\left(\ln \frac{t}{s}\right)^{u(t)-1}\left[\frac{1}{\Gamma(v(s))} \int_{1}^{s}\left(\ln \frac{s}{\tau}\right)^{v(s)-1} \frac{h(\tau)}{\tau} d \tau\right] d s \\
& +\frac{1}{\Gamma(u(t))} \int_{2}^{t} \frac{1}{s}\left(\ln \frac{t}{s}\right)^{u(t)-1}\left[\frac{1}{\Gamma(v(s))} \int_{1}^{s}\left(\ln \frac{s}{\tau}\right)^{v(s)-1} \frac{h(\tau)}{\tau} d \tau\right] d s \\
& =\frac{1}{\Gamma(1)} \int_{1}^{2} \frac{1}{s}\left(\ln \frac{t}{s}\right)^{0} \int_{1}^{s} \frac{1}{\Gamma(3)}\left(\ln \frac{s}{\tau}\right)^{2} 2 \tau d \tau d s \\
& +\frac{1}{\Gamma(2)} \int_{2}^{t} \frac{1}{s}\left(\ln \frac{t}{s}\right)\left[\frac{1}{\Gamma(3)} \int_{1}^{2}\left(\ln \frac{s}{\tau}\right)^{2} 2 \tau d \tau+\frac{1}{\Gamma(4)} \int_{2}^{s}\left(\ln \frac{s}{\tau}\right)^{3} 2 \tau d \tau\right] d s
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{1}^{2}\left(\frac{s}{4}-\frac{1}{2 s}(\ln s)^{2}-\frac{1}{2 s}(\ln s)-\frac{1}{4 s}\right) d s \\
& +\int_{2}^{t} \frac{1}{s}\left(\ln \frac{t}{s}\right)\left[-\frac{2}{3}\left(\ln \frac{s}{2}\right)^{3}+\left(\ln \frac{s}{2}\right)^{2}\right. \\
& \left.+\quad\left(\ln \frac{s}{2}\right)-\frac{1}{2}(\ln s)^{2}-\frac{1}{2}(\ln s)+\frac{1}{8} s^{2}+\frac{1}{4}\right] d s,
\end{aligned}
$$

and

$$
{ }^{H} I_{1^{+}}^{u(t)+v(t)} h(t)=\frac{1}{\Gamma(u(t)+v(t))} \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{u(t)+v(t)-1} \frac{h(s)}{s} d s .
$$

So,

$$
\begin{aligned}
\left.{ }^{H} I_{1^{+}}^{u(t)}\left({ }^{H} I_{1+}^{v(t)}\right) h(t)\right|_{t=3} & =-\frac{1}{30}\left(\ln \frac{3}{2}\right)^{5}+\frac{1}{24}\left(\ln \frac{3}{2}\right)^{4}+\frac{1}{12}\left(\ln \frac{3}{2}\right)^{3}+\frac{1}{8}\left(\ln \frac{3}{2}\right)^{2} \\
& -\frac{1}{4}\left(\ln \frac{3}{2}\right)-\frac{1}{6}(\ln 2)^{2}\left(\ln \frac{3}{2}\right)^{2}-\frac{1}{6}(\ln 2)\left(\ln \frac{3}{2}\right)^{3}-\frac{(\ln 2)^{3}}{6} \\
& -\frac{(\ln 2)^{2}}{4}-\frac{\ln 2}{4}-\frac{1}{4}(\ln 2)\left(\ln \frac{3}{2}\right)^{2}+\frac{17}{32} \simeq 0.0522 .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\left.{ }^{H} I_{1^{+}}^{u(t)+v(t)} h(t)\right|_{t=3} & =\int_{1}^{2} \frac{1}{\Gamma(4)}\left(\ln \frac{3}{s}\right)^{3} 2 s d s+\int_{2}^{3} \frac{1}{\Gamma(6)}\left(\ln \frac{3}{s}\right)^{5} 2 s d s \\
& =-\frac{1}{30}\left(\ln \frac{3}{2}\right)^{5}-\frac{1}{12}\left(\ln \frac{3}{2}\right)^{4}+\frac{1}{3}\left(\ln \frac{3}{2}\right)^{3}+\frac{3}{4}\left(\ln \frac{3}{2}\right)^{2} \\
& +\frac{3}{4}\left(\ln \frac{3}{2}\right)-\frac{1}{6}(\ln 3)^{3}-\frac{1}{4}(\ln 3)^{2}-\frac{1}{4}(\ln 3)+\frac{17}{32} \simeq 0.1809 .
\end{aligned}
$$

Therefore, we obtain

$$
\left.{ }^{H} I_{1^{+}}^{u(t)}\left({ }^{H} I_{1^{+}}^{v(t)}\right) h(t)\right|_{t=3} \not \neq\left.^{H} I_{1^{+}}^{u(t)+v(t)} h(t)\right|_{t=3} .
$$

Lemma 1.11 ([70]). Let $u: J:=[0, T] \rightarrow(1,2]$ be a continuous function, then for $h \in C_{\delta}(J, X)=\left\{h(t) \in C(J, X), t^{\delta} h(t) \in C(J, X)\right\},\left(0 \leq \delta \leq \min _{t \in J}|u(t)|\right)$, the variable order fractional integral $I_{0^{+}}^{u(t)} h(t)$ exists for any points on $J$.

Lemma 1.12 ([70]). Let $u: J:=[0, T] \rightarrow(1,2]$ be a continuous function, then $I_{0^{+}}^{u(t)} h(t) \in C(J, X)$ for $h \in C(J, X)$.

Lemma 1.13 ([54]). If $u: J:=[1, T] \rightarrow(1,2]$ be a continuous function, then for $h \in C_{\delta}(J, \mathbb{R})=\left\{h(t) \in C(J, \mathbb{R}),(\text { lnt })^{\delta} h(t) \in C(J, \mathbb{R})\right\}, 0 \leq \delta \leq 1$, the variable order fractional integral ${ }^{H} I_{1^{+}}^{u(t)} h(t)$ exists for any points on $J$.

Proof. Taking the continuity of $\Gamma(u(t))$ into account, we shall claim that $M_{u}=$ $\max _{t \in J}\left|\frac{1}{\Gamma(u(t))}\right|$ exists. We let $u^{*}=\max _{t \in J}|(u(t))|$. Thus, for $1 \leq s \leq t \leq T$, we have

$$
\begin{aligned}
& \left(\ln \frac{t}{s}\right)^{u(t)-1} \leq 1, \quad \text { if } \quad 1 \leq \frac{t}{s} \leq e \\
& \left(\ln \frac{t}{s}\right)^{u(t)-1} \leq\left(\ln \frac{t}{s}\right)^{u^{*}-1}, \text { if } \quad \frac{t}{s}>e
\end{aligned}
$$

Then, for $1 \leq \frac{t}{s}<+\infty$, we know

$$
\left(\ln \frac{t}{s}\right)^{u(t)-1} \leq \max \left\{1,\left(\ln \frac{t}{s}\right)^{u^{*}-1}\right\}=M^{*}
$$

For $h \in C_{\delta}(J, \mathbb{R})$, by the definition of (1.4), we deduce that

$$
\begin{aligned}
\left.\right|^{H} I_{1+}^{u(t)} h(t) \mid & =\frac{1}{\Gamma(u(t))} \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{u(t)-1} \frac{|h(s)|}{s} d s \\
& \leq M_{u} \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{u(t)-1}(\ln s)^{-\delta}(\ln s)^{\delta} \frac{|h(s)|}{s} d s \\
& \leq M_{u} M^{*} \int_{1}^{t} \frac{1}{s}(\ln s)^{-\delta} \max _{s \in J}(\ln s)^{\delta}|h(s)| d s \\
& \leq M_{u} M^{*} \max _{s \in J}(\ln s)^{\delta} h^{\star} \int_{1}^{t} \frac{1}{s}(\ln s)^{-\delta} d s \\
& \leq M_{u} M^{*} \max _{s \in J}(\ln s)^{\delta} h^{\star} \frac{(\ln T)^{1-\delta}}{1-\delta}<\infty,
\end{aligned}
$$

where $h^{\star}=\max _{t \in J}|h(t)|$. It yields that the variable order fractional integral ${ }^{H} I_{1+}^{u(t)} h(t)$ exists for any points on $J$.

Lemma 1.14 ([54]). Let $u: J:=[1, T] \rightarrow(1,2]$ be a continuous function, then

$$
{ }^{H} I_{1^{+}}^{u(t)} h(t) \in C(J, \mathbb{R}), \text { for } h \in C(J, \mathbb{R}) .
$$

Proof. For $t, t_{0} \in J, t_{0} \leq t$ and $h \in C(J, \mathbb{R})$, we obtain

$$
\begin{aligned}
& { }^{H} I_{1+}^{u(t)} h(t)-{ }^{H} I_{1^{+}}^{u\left(t_{0}\right)} h\left(t_{0}\right)|=| \int_{1}^{t} \frac{1}{\Gamma(u(t))}\left(\ln \frac{t}{s}\right)^{u(t)-1} \frac{h(s)}{s} d s \\
& -\int_{1}^{t_{0}} \frac{1}{\Gamma\left(u\left(t_{0}\right)\right)}\left(\ln \frac{t_{0}}{s}\right)^{u\left(t_{0}\right)-1} \frac{h(s)}{s} d s \\
& =\left\lvert\, \int_{0}^{1} \frac{1}{\Gamma(u(t))} \frac{(t-1)}{r(t-1)+1}\left(\ln \frac{t}{r(t-1)+1}\right)^{u(t)-1} h(r(t-1)+1) d r\right. \\
& \left.-\int_{0}^{1} \frac{1}{\Gamma\left(u\left(t_{0}\right)\right)} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t_{0}}{r\left(t_{0}-1\right)+1}\right)^{u\left(t_{0}\right)-1} h\left(r\left(t_{0}-1\right)+1\right) d r \right\rvert\, \\
& =\left\lvert\, \int_{0}^{1}\left[\frac{1}{\Gamma(u(t))} \frac{(t-1)}{r(t-1)+1}\left(\ln \frac{t}{r(t-1)+1}\right)^{u(t)-1} h(r(t-1)+1)\right.\right. \\
& \left.-\frac{1}{\Gamma(u(t))} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t}{r(t-1)+1}\right)^{u(t)-1} h(r(t-1)+1)\right] d r \\
& +\int_{0}^{1}\left[\frac{1}{\Gamma(u(t))} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t}{r(t-1)+1}\right)^{u(t)-1} h(r(t-1)+1)\right. \\
& \left.-\frac{1}{\Gamma(u(t))} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t_{0}}{r\left(t_{0}-1\right)+1}\right)^{u\left(t_{0}\right)-1} h(r(t-1)+1)\right] d r \\
& +\int_{0}^{1}\left[\frac{1}{\Gamma(u(t))} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t_{0}}{r\left(t_{0}-1\right)+1}\right)^{u\left(t_{0}\right)-1} h(r(t-1)+1)\right. \\
& \left.-\frac{1}{\Gamma\left(u\left(t_{0}\right)\right)} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t_{0}}{r\left(t_{0}-1\right)+1}\right)^{u\left(t_{0}\right)-1} h(r(t-1)+1)\right] d r \\
& +\int_{0}^{1}\left[\frac{1}{\Gamma\left(u\left(t_{0}\right)\right)} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t_{0}}{r\left(t_{0}-1\right)+1}\right)^{u\left(t_{0}\right)-1} h(r(t-1)+1)\right. \\
& \left.-\frac{1}{\Gamma\left(u\left(t_{0}\right)\right)} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t_{0}}{r\left(t_{0}-1\right)+1}\right)^{u\left(t_{0}\right)-1} h\left(r\left(t_{0}-1\right)+1\right)\right] d r \mid \\
& \leq \quad h^{\star} \int_{0}^{1} \frac{1}{\Gamma(u(t))}\left(\ln \frac{t}{r(t-1)+1}\right)^{u(t)-1}\left|\frac{(t-1)}{r(t-1)+1}-\frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\right| d r \\
& +h^{\star} \int_{0}^{1} \frac{1}{\Gamma(u(t))} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left|\left(\ln \frac{t}{r(t-1)+1}\right)^{u(t)-1}-\left(\ln \frac{t_{0}}{r\left(t_{0}-1\right)+1}\right)^{u(t)-1}\right| d r \\
& +h^{\star} \int_{0}^{1} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t_{0}}{r\left(t_{0}-1\right)+1}\right)^{u\left(t_{0}\right)-1}\left|\frac{1}{\Gamma(u(t))}-\frac{1}{\Gamma\left(u\left(t_{0}\right)\right)}\right| d r \\
& +\int_{0}^{1} \frac{1}{\Gamma\left(u\left(t_{0}\right)\right)} \frac{\left(t_{0}-1\right)}{r\left(t_{0}-1\right)+1}\left(\ln \frac{t_{0}}{r\left(t_{0}-1\right)+1}\right)^{u\left(t_{0}\right)-1}\left|h(r(t-1)+1)-h\left(r\left(t_{0}-1\right)+1\right)\right| d r,
\end{aligned}
$$

where $h^{\star}=\max _{t \in J}|h(t)|$. On account of the continuity of functions $\ln , h$, we get that the integral ${ }^{H} I_{1+}^{u(t)} h(t)$ is continuous at the point $t_{0}$, then ${ }^{H} I_{1+}^{u(t)} h(t) \in C(J, \mathbb{R})$ for $h(t) \in C(J, \mathbb{R})$.

Definition 1.11 ([32, 66]). A generalized interval is a subset $I$ of $\mathbb{R}$ which is either an interval (i.e. a set of the form $[a, b],(a, b),[a, b)$ or $(a, b])$, a point $\{a\}$, or the empty set $\emptyset$.

Definition 1.12 ([32, 66]). If $I$ is a generalized interval. A partition of $I$ is a finite set $\mathcal{P}$ of generalized intervals contained in $I$, such that every $x$ in I lies in exactly one of the generalized intervals $J$ in $\mathcal{P}$.

Example : The set $\mathcal{P}=\{\{1\},(1,6),[6,7),\{7\},(7,8]\}$ of generalized intervals is a partition of $[1,8]$.

Definition 1.13 ([32, 66]). Let $I$ be a generalized interval, let $f: I \rightarrow \mathbb{R}$ be a function, and let $\mathcal{P}$ a partition of $I . f$ is said to be piecewise constant with respect to $\mathcal{P}$ if for every $J \in \mathcal{P}, f$ is constant on $J$.

Example: The function $f:[1,6] \rightarrow \mathbb{R}$ defined by

$$
f(x)= \begin{cases}3, & 1 \leq x<3 \\ 4, & x=3 \\ 5, & 3<x<6 \\ 2, & x=6\end{cases}
$$

is piecewise constant with respect to the partition $\{[1,3),\{3\},(3,6),\{6\}\}$ of $[1,6]$.
Definition 1.14 ([32, 66]). Let $I$ be a generalized interval. The function $f: I \rightarrow \mathbb{R}$ is called piecewise constant on $I$, if there exists a partition $\mathcal{P}$ of $I$ such that $f$ is piecewise constant with respect to $\mathcal{P}$.

### 1.3 Measure of noncompactness

We define in this section the Kuratowski measure of noncompactness and give their basic properties in Banach space.

Definition 1.15 ([9]). Let $X$ be a Banach space and $\Omega_{X}$ is a bounded set in $X$. The $\boldsymbol{K M N C}$ is the function $\mu: \Omega_{X} \rightarrow[0, \infty]$ which is constructed as follows :

$$
\mu(D)=\inf \left\{\epsilon>0: \exists\left(D_{i}\right)_{i=1,2, \ldots, n} \subset X, D \subseteq \cup_{i=1}^{n} D_{i}, \operatorname{diam}\left(D_{i}\right) \leq \epsilon\right\}
$$

where

$$
\operatorname{diam}\left(D_{i}\right)=\sup \left\{\|x-y\|: x, y \in D_{i}\right\} .
$$

Proposition 1.1 ([9, 15]). Let $X$ be a Banach space, $D, D_{1}, D_{2}$ are bounded subsets of $X$, then
(a) $D$ is relatively compact $\Longleftrightarrow \mu(D)=0$.
(b) $\mu(\emptyset)=0$.
(c) $\mu(D)=\mu(\bar{D})$.
(d) $D_{1} \subset D_{2} \Longrightarrow \mu\left(D_{1}\right) \leq \mu\left(D_{2}\right)$.
(e) $\mu\left(D_{1}+D_{2}\right) \leq \mu\left(D_{1}\right)+\mu\left(D_{2}\right)$.
(f) $\mu(\lambda D)=|\lambda| \mu(D), \lambda \in \mathbb{R}$.
(g) $\mu\left(D_{1} \cup D_{2}\right)=\max \left\{\mu\left(D_{1}\right), \mu\left(D_{2}\right)\right\}$.
(h) $\mu\left(D_{1} \cap D_{2}\right)=\min \left\{\mu\left(D_{1}\right), \mu\left(D_{2}\right)\right\}$.
(i) $\mu\left(D+x_{0}\right)=\mu(D)$ for any $x_{0} \in X$.

Lemma 1.15 ([23]). If the bounded set $U \subset C(J, X)$ is equicontinuous, then
(i) the function $\mu(U(t))$ is continuous for $t \in J$, and

$$
\widehat{\mu}(U)=\sup _{t \in J} \mu(U(t))
$$

(ii) $\mu\left(\int_{0}^{T} x(\theta) d \theta: x \in U\right) \leq \int_{0}^{T} \mu(U(\theta)) d \theta$,
where

$$
U(s)=\{x(s): x \in U\}, s \in J
$$

### 1.4 Coincidence degree theory

Definition 1.16 ([24, 39]). Let $X$ and $Y$ be normed spaces. A linear operator $L: \operatorname{domL} \subset X \rightarrow Y$ is said to be a Fredholm operator of index zero provided that

1. imgL is a closed subset of $Y$;
2. $\operatorname{dim} \operatorname{ker} L=\operatorname{codim} \operatorname{img} L<+\infty$.

It follows from Definition 1.16 that there exist continuous projections $P: X \rightarrow X$ and $Q: Y \rightarrow Y$ such that

$$
i m g P=\operatorname{ker} L, \quad \operatorname{ker} Q=i m g L, \quad X=\operatorname{ker} L \oplus \operatorname{ker} P, \quad Y=i m g L \oplus i m g Q
$$

This implies that the restriction of $L$ to $d o m L \cap \operatorname{ker} P$, which we will denote by $L_{P}$, is an isomorphism onto its image.

Definition 1.17 ([24, 39]). Let $L$ be a Fredholm operator of index zero and let $\Omega \subseteq X$ be a bounded set with domL $\cap \Omega \neq \emptyset$. The operator $N: \bar{\Omega} \rightarrow Y$ is L-compact in $\bar{\Omega}$ if

1. the mapping $Q N: \bar{\Omega} \rightarrow Y$ is continuous and $Q N(\bar{\Omega}) \subseteq Y$ is bounded,
2. the mapping $\left(L_{P}\right)^{-1}(I-Q) N: \bar{\Omega} \rightarrow X$ is completely continuous.

Theorem 1.1 (Mawhin's continuation Theorem)[47]. Let $X$ and $Y$ be Banach spaces and let $\Omega \subset X$ be a bounded open symmetric set with $0 \in \Omega$.
Let $L: \operatorname{dom} L \subset X \rightarrow Y$ be a Fredholm operator of index zero with $\operatorname{dom} L \cap \bar{\Omega} \neq \emptyset$ and $N: X \rightarrow Y$ be an $L$-compact operator on $\bar{\Omega}$.

Assume that

$$
L x-N x \neq-\lambda(L x+N(-x))
$$

for all $x \in \operatorname{dom} L \cap \partial \Omega$ and all $\lambda \in(0,1]$, where $\partial \Omega$ is the boundary of $\Omega$ with respect to $X$. Then the equation $L x=N x$ has at least one solution on $\operatorname{dom} L \cap \bar{\Omega}$.

### 1.5 Some fixed point theorems

Definition 1.18 . Let $T: M \subset X \longrightarrow X$ be a bounded operator from a Banach space $X$ into itself. The operator $T$ is called a $k$-set contraction if there is a number $k$ ( $0 \leq k<1$ ) such that

$$
\mu(T(A)) \leq k \mu(A)
$$

for all bounded sets $A$ in $M$. The bounded operator $T$ is called condensing if $\mu(T(A))<\mu(A)$ for all bounded sets $A$ in $M$ with $\mu(M)>0$.

Obviously, every k-set contraction for $0 \leq k<1$ is condensing. Every compact map $T$ is a $k$-set contraction with $k=0$.

Theorem 1.2 (Banach's fixed point theorem [21]). Let $C$ be a non-empty closed subset of a Banach space $X$, then any contraction mapping $T$ of $C$ into itself has a unique fixed point.

Theorem 1.3 (Schauder fixed point theorem [19]). Let $X$ a Banach space and $Q$ be a convex subset of $X$ and $T: Q \longrightarrow Q$ is compact, and continuous map. Then $T$ has at least one fixed point in $Q$.

Theorem 1.4 (Darbo's fixed point theorem [9]). Let $M$ be nonempty, bounded, convex and closed subset of a Banach space $X$ and $T: M \longrightarrow M$ is a continuous operator satisfying $\mu(T A) \leq k \mu(A)$ for any nonempty subset $A$ of $M$ and for some constant $k \in[0,1)$. Then $T$ has at least one fixed point in $M$.

### 1.6 Types of stability

Theorem 1.5 ([14, 51]). The boundary value problem is Ulam-Hyers stable if there exists $c_{f}>0$, such that for any $\epsilon>0$ and for every solution $z \in C(J, \mathbb{R})$ of the following inequality

$$
\begin{equation*}
\left|{ }^{c} D_{0^{+}}^{u(t)} z(t)+f\left(t, z(t), I_{0^{+}}^{u(t)} z(t)\right)\right| \leq \epsilon, t \in J, \tag{1.6}
\end{equation*}
$$

there exists a solution $x \in C(J, \mathbb{R})$ of boundary value problem with

$$
|z(t)-x(t)| \leq c_{f} \epsilon, t \in J .
$$

Theorem 1.6 ([14, 51]). The Hadamard fractional boundary value problem of variable order is Ulam-Hyers-Rassias stable with respect to $\vartheta \in C(J, X)$ if there exists a real number $c_{f}>0$, such that for each $\epsilon>0$ and for each solution $z \in C(J, X)$ of the inequality

$$
\begin{equation*}
\left\|^{H} D_{1+}^{u(t)} z(t)+f(t, z(t))\right\| \leq \epsilon \vartheta(t), t \in J, \tag{1.7}
\end{equation*}
$$

there exists a solution $x \in C(J, X)$ of Hadamard fractional boundary value problem of variable order with

$$
\|z(t)-x(t)\| \leq c_{f} \in \vartheta(t), t \in J
$$

## Chapitre 2

## A Study on the Solutions of a Multiterm Fractional Boundary Value Problem of Variable Order

### 2.1 Introduction and motivations

In [13], Bai et al. studied the existence of solutions for the following nonlinear fractional differential equations of constant order

$$
\left\{\begin{array}{l}
\left.\left.{ }^{c} D_{a^{+}}^{\alpha} x(t)=f\left(t, x(t), I_{a^{+}}^{\alpha} x(t)\right), \quad t \in[a, b], \quad \alpha \in\right] 0,1\right], \\
x(a)=x_{a}
\end{array}\right.
$$

where ${ }^{c} D_{a^{+}}^{\alpha}$ and $I_{a^{+}}^{\alpha}$ stand for the Caputo-Hadamard derivative and Hadamard integral operators, respectively, $f:[a, b] \times \mathbb{R} \times \mathbb{R} \longrightarrow \mathbb{R}, x_{a} \in \mathbb{R}$, and $0<a<b<\infty$.

In this chapter we deal with the existence of solutions for multiterm boundary value problem for the nonlinear fractional differential equation of variable order in the format

$$
\left\{\begin{array}{l}
D_{0+}^{u(t)} x(t)+f\left(t, x(t), I_{0^{+}}^{u(t)} x(t)\right)=0, \quad t \in J:=[0, T],  \tag{2.1}\\
x(0)=0, x(T)=0,
\end{array}\right.
$$

where $0<T<+\infty, 1<u(t) \leq 2, f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and $D_{0+}^{u(t)}, I_{0^{+}}^{u(t)}$ are the Riemann-Liouville fractional derivative and Riemann-Liouville fractional integral of variable-order $u(t)$.
This chapter is divided into the following sections : two important results are as follows : one is relied on Schauder fixed-point theorem, and the other one is relied on the Banach contraction principle, which are provided in Section 2.2. In Section 2.3, a numerical example is provided to validate and apply our theoretical results.

[^0]
### 2.2 Existence of solutions

All our original main results in this chapter are discussed in this section. Some assumptions are presented as follows:
(H1) Let $n \in \mathbb{N}$ be an integer and the finite sequence of points $\left\{T_{k}\right\}_{k=0}^{n}$ be given such that $0=T_{0}<T_{k}<T_{n}=T, k=1, \ldots, n-1$.
Denote $J_{k}:=\left(T_{k-1}, T_{k}\right], k=1,2, \ldots, n$. Then $\mathcal{P}=\bigcup_{k=1}^{n} J_{k}$ is a partition of the interval $J$.
Let $u(t): J \rightarrow(1,2]$ be a piecewise constant function with respect to $\mathcal{P}$ as follows:

$$
u(t)=\sum_{i=1}^{n} u_{i} I_{i}(t)=\left\{\begin{array}{cc}
u_{1}, & \text { if } t \in J_{1} \\
u_{2}, & \text { if } t \in J_{2} \\
\cdot & \\
\cdot & \\
\cdot \cdot & \text { if } t \in J_{n}
\end{array}\right.
$$

where $1<u_{i} \leq 2$ are constants and $I_{i}$ is an indicator of the interval $J_{i}, i=1,2, \ldots, n$ :

$$
I_{i}(t)= \begin{cases}1, & \text { for } t \in J_{i} \\ 0, & \text { for elsewhere }\end{cases}
$$

(H2) Let $t^{\delta} f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be a continuous function $(0<\delta<1)$. There exist constants $c_{j}>0, j=1,2,3$ and $0<\gamma<1,0<\eta<1$, such that

$$
t^{\delta}|f(t, y, z)| \leq c_{1}+c_{2}|y|^{\gamma}+c_{3}|z|^{\eta}
$$

for any $y, z \in \mathbb{R}$ and $t \in J$.
(H3) There exist constants $K, L>0,0<\delta<1$, such that

$$
t^{\delta}\left|f\left(t, y_{1}, z_{1}\right)-f\left(t, y_{2}, z_{2}\right)\right| \leq K\left|y_{1}-y_{2}\right|+L\left|z_{1}-z_{2}\right|
$$

for any $y_{1}, y_{2}, z_{1}, z_{2} \in \mathbb{R}$ and $t \in J$.
To get our original results, let us first perform an essential analysis to our proposed $\operatorname{BVP}(2.1)$.
By (1.2), the equation of the $\operatorname{BVP}(2.1)$ can be written as

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{(t-s)^{1-u(s)}}{\Gamma(2-u(s))} x(s) d s+f\left(t, x(t), I_{0^{+}}^{u(t)} x(t)\right)=0, \quad t \in J . \tag{2.2}
\end{equation*}
$$

According to (H1), equation (2.2) on the interval $J_{i}, i=1,2, \ldots, n$ can be written as

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}}\left(\int_{0}^{T_{1}} \frac{(t-s)^{1-u_{1}}}{\Gamma\left(2-u_{1}\right)} x(s) d s+\ldots+\int_{T_{i-1}}^{t} \frac{(t-s)^{1-u_{i}}}{\Gamma\left(2-u_{i}\right)} x(s) d s\right)+f\left(t, x(t), I_{0^{+}}^{u_{i}} x(t)\right)=0 \tag{2.3}
\end{equation*}
$$

for $t \in J_{i}$. Let us now define the solution to the BVP (2.1), which is essential in this chapter.

Definition 2.1.BVP (2.1) has a solution, if there are functions $x_{i}, i=1,2, \ldots, n$, so that $x_{i} \in C\left(\left[0, T_{i}\right], \mathbb{R}\right)$ fulfilling equation (2.3) and $x_{i}(0)=0=x_{i}\left(T_{i}\right)$.

From our previous analysis above, BVP (2.1) can be expressed as equation (2.2), which can be written on the interval $J_{i}, i \in\{1,2, \ldots, n\}$ as (2.3).
For $0 \leq t \leq T_{i-1}$, by taking $x(t) \equiv 0$, then (2.3) is written as follows :

$$
D_{T_{i-1}^{+}}^{u_{i}} x(t)+f\left(t, x(t), I_{T_{i-1}^{+}}^{u_{i}} x(t)\right)=0, \quad t \in J_{i}
$$

Let us consider the following boundary value problem :

$$
\left\{\begin{array}{l}
D_{T_{i-1}}^{u_{i}} x(t)+f\left(t, x(t), I_{T_{i-1}^{+}}^{u_{i}} x(t)\right)=0, \quad t \in J_{i}  \tag{2.4}\\
x\left(T_{i-1}\right)=0, \quad x\left(T_{i}\right)=0
\end{array}\right.
$$

For the existence of solutions for the problem (2.4), an auxiliary lemma is needed as follows:

Lemma 2.1 The function $x \in E_{i}$ is a solution of problem (2.4) if and only if $x$ satisfies the integral equation as follows :

$$
\begin{equation*}
x(t)=\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s \tag{2.5}
\end{equation*}
$$

where $G_{i}(t, s)$ is Green's function defined by :

$$
G_{i}(t, s)=\left\{\begin{array}{c}
\frac{1}{\Gamma\left(u_{i}\right)}\left[\left(T_{i}-T_{i-1}\right)^{1-u_{i}}\left(t-T_{i-1}\right)^{u_{i}-1}\left(T_{i}-s\right)^{u_{i}-1}-(t-s)^{u_{i}-1}\right] \\
T_{i-1} \leq s \leq t \leq T_{i} \\
\frac{1}{\Gamma\left(u_{i}\right)}\left(T_{i}-T_{i-1}\right)^{1-u_{i}}\left(t-T_{i-1}\right)^{u_{i}-1}\left(T_{i}-s\right)^{u_{i}-1} \\
T_{i-1} \leq t \leq s \leq T_{i}
\end{array}\right.
$$

where $i=1,2, \ldots, n$.
Proof. Let $x \in E_{i}$ be a solution of the BVP (2.4). Now, let us apply the operator $I_{T_{i-1}^{+}}^{u_{i}}$ to both sides of the equation of the supposed BVP (2.4).
By Lemma 1.2, we obtain
$x(t)=w_{1}\left(t-T_{i-1}\right)^{u_{i}-1}+w_{2}\left(t-T_{i-1}\right)^{u_{i}-2}-\frac{1}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{t}(t-s)^{u_{i}-1} f\left(s, x(s), I_{T_{i-1}}^{u_{i}} x(s)\right) d s, \quad t \in J_{i}$.
By $x\left(T_{i-1}\right)=0$, we obtain $w_{2}=0$.
Let $x(t)$ satisfies $x\left(T_{i}\right)=0$. Thus, we get $w_{1}=\left(T_{i}-T_{i-1}\right)^{1-u_{i}} I_{T_{i-1}^{+}}^{u_{i}} f\left(T_{i}, x\left(T_{i}\right), I_{T_{i-1}^{+}}^{u_{i}} x\left(T_{i}\right)\right)$.
Then, we have
$x(t)=\left(T_{i}-T_{i-1}\right)^{1-u_{i}}\left(t-T_{i-1}\right)^{u_{i}-1} I_{T_{i-1}^{+}}^{u_{i}} f\left(T_{i}, x\left(T_{i}\right), I_{T_{i-1}^{+}}^{u_{i}} x\left(T_{i}\right)\right)-I_{T_{i-1}^{+}}^{u_{i}} f\left(t, x(t), I_{T_{i-1}^{+}}^{u_{i}} x(t)\right), \quad t \in J_{i}$,
by the continuity of Green's function which implies that

$$
x(t)=\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s
$$

Conversely, let $x \in E_{i}$ be a solution of integral equation (2.5) ; then, by the continuity of function $t^{\delta} f$ and Lemma 1.3, we can easily get that $x$ is the solution of BVP (2.4). The following Proposition will be needed :

Proposition 2.1 ([68]). Let $0<\delta<1$ and assume that $t^{\delta} f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous, $u(t): J \rightarrow(1,2]$ satisfies $(H 1)$. Then, Green's function of BVP (2.4) satisfies the following properties :
(1) $G_{i}(t, s) \geq 0$ for all $T_{i-1} \leq t, s \leq T_{i}$,
(2) $\max _{t \in J_{i}} G_{i}(t, s)=G_{i}(s, s), s \in J_{i}$,
(3) $G_{i}(s, s)$ has unique maximum given by

$$
\max _{s \in J_{i}} G_{i}(s, s)=\frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1}
$$

where $i=1,2, \ldots, n$.
The first existence result is relied on Theorem 1.3.
Theorem 2.1 Suppose that (H1)-(H3) hold; then, the BVP(2.1) possesses at least one solution in $E_{i}$.

Proof. Problem (2.4) can be transformed into a fixed point problem. Let us construct the following operator

$$
W: E_{i} \rightarrow E_{i}
$$

formulated by :

$$
\begin{equation*}
W x(t)=\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s, \quad t \in J_{i} . \tag{2.6}
\end{equation*}
$$

It follows from the properties of fractional integrals and from the continuity of function $t^{\delta} f$ that the operator $W: E_{i} \rightarrow E_{i}$ defined in (2.6) is well-defined.
We consider the set

$$
B_{R_{i}}=\left\{x \in E_{i},\|x\|_{E_{i}} \leq R_{i}\right\}
$$

where

$$
\begin{aligned}
R_{i}=\max \{ & \frac{3 c_{1}}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1}\left(\frac{T_{i}^{1-\delta}-T_{i-1}^{1-\delta}}{1-\delta}\right),\left(\frac{3 c_{2}}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1}\left(\frac{T_{i}^{1-\delta}-T_{i-1}^{1-\delta}}{1-\delta}\right)\right)^{\frac{1}{1-\gamma}}, \\
& \left.\left(\frac{3 c_{3}}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1}\left(\frac{T_{i}^{1-\delta}-T_{i-1}^{1-\delta}}{1-\delta}\right)\left(\frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)^{\eta}\right)^{\frac{1}{1-\eta}}\right\} .
\end{aligned}
$$

Clearly, $B_{R_{i}}$ is nonempty, convex, bounded, and closed.
Now, we prove in the following three steps that $W$ satisfies the hypotheses of Theorem
1.3.

Step 1: $W\left(B_{R_{i}}\right) \subseteq\left(B_{R_{i}}\right)$.
For $x \in B_{R_{i}}$, by Proposition 2.1 and (H2), we get

$$
\begin{aligned}
|W x(t)| & =\left|\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s\right| \\
& \leq \int_{T_{i-1}}^{T_{i}} G_{i}(t, s)\left|f\left(s, x(s), I_{T_{i-1}}^{u_{i}} x(s)\right) d s\right| \\
& \leq \int_{T_{i-1}}^{T_{i}} G_{i}(t, s) s^{-\delta}\left(c_{1}+c_{2}|x(s)|^{\gamma}+c_{3}\left|I_{T_{i-1}^{+}}^{u_{i}} x(s)\right|^{\eta}\right) d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} s^{-\delta}\left(c_{1}+c_{2}|x(s)|^{\gamma}+c_{3}\left(\frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)^{\eta}|x(s)|^{\eta}\right) d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1}\left(\frac{T_{i}^{1-\delta}-T_{i-1}^{1-\delta}}{1-\delta}\right)\left(c_{1}+c_{2} R_{i}^{\gamma}+c_{3}\left(\frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)^{\eta} R_{i}^{\eta}\right) \\
& \leq \frac{R_{i}}{3}+\frac{R_{i}}{3}+\frac{R_{i}}{3}=R_{i} .
\end{aligned}
$$

Which means that $W\left(B_{R_{i}}\right) \subseteq B_{R_{i}}$.
Step 2: $W$ is continuous.
We presume that the sequence $\left(x_{n}\right)$ converges to $x$ in $E_{i}$. We vertify that

$$
\left\|\left(W x_{n}\right)-(W x)\right\|_{E_{i}} \rightarrow 0, \quad n \rightarrow \infty
$$

Indeed, for $t \in J_{i}$, by Proposition 2.1 and (H3), we obtain
$\left|\left(W x_{n}\right)(t)-(W x)(t)\right|$

$$
\begin{aligned}
& \leq \int_{T_{i-1}}^{T_{i}} G_{i}(t, s)\left|f\left(s, x_{n}(s), I_{T_{i-1}^{+}}^{u_{i}} x_{n}(s)\right)-f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)\right| d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}}\left|f\left(s, x_{n}(s), I_{T_{i-1}^{+}}^{u_{i}} x_{n}(s)\right)-f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)\right| d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} s^{-\delta}\left(K\left|x_{n}(s)-x(s)\right|+L I_{T_{i-1}^{+}}^{u_{i}}\left|x_{n}(s)-x(s)\right|\right) d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1}\left[K\left\|x_{n}-x\right\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s+L\left\|I_{T_{i-1}^{+}}^{u_{i}}\left(x_{n}-x\right)\right\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s\right] \\
& \leq \frac{\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(T_{i}-T_{i-1}\right)^{u_{i-1}}}{4^{u_{i}-1}(1-\delta) \Gamma\left(u_{i}\right)}\left(K+\frac{L\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)\left\|x_{n}-x\right\|_{E_{i}},
\end{aligned}
$$

so

$$
\left\|\left(W x_{n}\right)-(W x)\right\|_{E_{i}} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Consequently, $W$ is a continuous operator on $E_{i}$.
Step 3: $W$ is compact.
Now, we will prove that $W\left(B_{R_{i}}\right)$ is relatively compact, meaning that $W$ is compact. Clearly, $W\left(B_{R_{i}}\right)$ is uniformly bounded because by Step 1, we have

$$
W\left(B_{R_{i}}\right)=\left\{W(x): x \in B_{R_{i}}\right\} \subset B_{R_{i}} .
$$

Thus, for each $x \in B_{R_{i}}$, we have $\|W(x)\|_{E_{i}} \leq R_{i}$ which means that $W\left(B_{R_{i}}\right)$ is uniformly bounded. It remains to prove that $W\left(B_{R_{i}}\right)$ is equicontinuous.
For $t_{1}, t_{2} \in J_{i}, t_{1}<t_{2}$ and $x \in B_{R_{i}}$ and $f^{\star}=\sup _{s \in J_{i}} f(s, 0,0)$, we have :

$$
\begin{aligned}
&\left|(W x)\left(t_{2}\right)-(W x)\left(t_{1}\right)\right| \\
& \quad=\left|\int_{T_{i-1}}^{T_{i}} G_{i}\left(t_{2}, s\right) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s-\int_{T_{i-1}}^{T_{i}} G_{i}\left(t_{1}, s\right) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s\right| \\
& \leq \int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s\right| \\
& \leq \int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right)\right|\left|f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)-f(s, 0,0)+f(s, 0,0)\right| d s \\
& \leq \int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right)\right|\left|f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)-f(s, 0,0)\right| d s \\
& \quad+\int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right)\right||f(s, 0,0)| d s \\
& \leq \int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right)\right|\left[s^{-\delta}\left(K|x(s)|+L\left|I_{T_{i-1}}^{u_{i}}(x(s))\right|\right)\right] d s \\
& \quad+f^{\star} \int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right)\right| d s, \\
& \quad \leq \int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right)\right|\left[s^{-\delta}\left(K|x(s)|+\frac{L\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}|x(s)|\right)\right] d s \\
& \quad+f^{\star} \int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right)\right| d s \\
& \quad \leq T_{i-1}^{-\delta}\left(K+\frac{L\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right) R_{i} \int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right)\right| d s \\
& \quad+f^{\star} \int_{T_{i-1}}^{T_{i}}\left|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right)\right| d s, \\
& \quad
\end{aligned}
$$

by the continuity of Green's function $G_{i}$. Hence $\left|(W x)\left(t_{2}\right)-(W x)\left(t_{1}\right)\right| \rightarrow 0$ as $\left|t_{2}-t_{1}\right| \rightarrow$ 0 . It implies that $W\left(B_{R_{i}}\right)$ is equicontinuous.
From Steps 1 to 3 and the Arzela-Ascoli theorem, it can be concluded that $W$ is completely continuous.
Now, from Theorem 1.3, problem (2.4) possesses at least a solution $\widetilde{x_{i}}$ in $B_{R_{i}}$.
We let

$$
x_{i}= \begin{cases}0, & t \in\left[0, T_{i-1}\right]  \tag{2.7}\\ \widetilde{x}_{i}, & t \in J_{i},\end{cases}
$$

we know that $x_{i} \in C\left(\left[0, T_{i}\right], \mathbb{R}\right)$ defined by (2.7) satisfies the following equation :
$\frac{d^{2}}{d t^{2}}\left(\int_{0}^{T_{1}} \frac{(t-s)^{1-u_{1}}}{\Gamma\left(2-u_{1}\right)} x_{i}(s) d s+\ldots+\int_{T_{i-1}}^{t} \frac{(t-s)^{1-u_{i}}}{\Gamma\left(2-u_{i}\right)} x_{i}(s) d s\right)+f\left(s, \widetilde{x}_{i}(s), I_{0^{+}}^{u_{i}} \widetilde{x}_{i}(s)\right)=0$,
for $t \in J_{i}$, which means that $x_{i}$ is a solution of (2.3) with $x_{i}(0)=0, x_{i}\left(T_{i}\right)=\widetilde{x}_{i}\left(T_{i}\right)=0$. In consequence, we figure out that the BVP (2.1) admits at least a solution defined by :

$$
x(t)=\left\{\begin{array}{l}
\begin{array}{l}
x_{1}(t), \\
x_{2}(t)= \\
\cdot \\
\cdot \\
\cdot \\
\widetilde{x}_{2}, \\
\widetilde{J}_{1}, \\
\cdot
\end{array} \quad \begin{array}{l}
t \in J_{2},
\end{array}  \tag{2.8}\\
x_{n}(t)= \begin{cases}0, & t \in\left[0, T_{n-1}\right], \\
\widetilde{x}_{n}, & t \in J_{n},\end{cases}
\end{array}\right.
$$

and the argument is ended.
Let us discuss our second result which is relied on the Banach contraction principle.
Theorem 2.2 Suppose that (H1) and (H3) hold and if

$$
\begin{equation*}
\frac{\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(T_{i}-T_{i-1}\right)^{u_{i}-1}}{4^{u_{i}-1}(1-\delta) \Gamma\left(u_{i}\right)}\left(K+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)<1, \tag{2.9}
\end{equation*}
$$

then the BVP (2.1) has a unique solution in $E_{i}$.
Proof. Let us use the Banach contraction principle to show that $W$ defined in (2.6) has a unique fixed point.

By Proposition 2.1 and $(H 3)$, and for $x(t), y(t) \in E_{i}$ :

$$
\begin{aligned}
& |(W x)(t)-(W y)(t)| \\
= & \left|\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s-\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, y(s), I_{T_{i-1}^{+}}^{u_{i}} y(s)\right) d s\right| \\
\leq & \int_{T_{i-1}}^{T_{i}} G_{i}(t, s)\left|f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)-f\left(s, y(s), I_{T_{i-1}^{+}}^{u_{i}} y(s)\right)\right| \\
\leq & \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}}\left|f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)-f\left(s, y(s), I_{T_{i-1}^{+}}^{u_{i}} y(s)\right)\right| \\
\leq & \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} s^{-\delta}\left(K|x(s)-y(s)|+L I_{T_{i-1}^{+}}^{u_{i}}|x(s)-y(s)|\right) d s \\
\leq & \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{T_{i}-T_{i-1}}{4}\right)^{u_{i}-1}\left[K\|x-y\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\|x-y\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s\right] \\
\leq & \frac{\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(T_{i}-T_{i-1}\right)^{u_{i}-1}}{4^{u_{i}-1}(1-\delta) \Gamma\left(u_{i}\right)}\left(K+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)\|x-y\|_{E_{i} .} .
\end{aligned}
$$

Consequently by (2.9), the operator $W$ is a contraction.
Thus, by Banach contraction principle, $W$ has a unique fixed point $\widetilde{x_{i}} \in E_{i}$, which is a unique solution of the BVP (2.4). We let

$$
x_{i}= \begin{cases}0, & t \in\left[0, T_{i-1}\right]  \tag{2.10}\\ \widetilde{x}_{i}, & t \in J_{i}\end{cases}
$$

By assuming $C\left(\left[0, T_{i}\right], \mathbb{R}\right)$ as the set of all continuous functions from $\left[0, T_{i}\right]$ into $\mathbb{R}$, we know that $x_{i} \in C\left(\left[0, T_{i}\right], \mathbb{R}\right)$ defined by (2.10) satisfies the following equation :

$$
\frac{d^{2}}{d t^{2}}\left(\int_{0}^{T_{1}} \frac{(t-s)^{1-u_{1}}}{\Gamma\left(2-u_{1}\right)} x_{i}(s) d s+\ldots+\int_{T_{i-1}}^{t} \frac{(t-s)^{1-u_{i}}}{\Gamma\left(2-u_{i}\right)} x_{i}(s) d s\right)+f\left(s, \widetilde{x}_{i}(s), I_{0^{+}}^{u_{i}} \widetilde{x}_{i}(s)\right)=0
$$

for $t \in J_{i}$, which means that $x_{i}$ is a unique solution of (2.3) with $x_{i}(0)=0$ and $x_{i}\left(T_{i}\right)=\widetilde{x}_{i}\left(T_{i}\right)=0$. Then,

$$
x(t)=\left\{\begin{array}{l}
x_{1}(t), \quad t \in J_{1},  \tag{2.11}\\
x_{2}(t)= \begin{cases}0, & t \in J_{1}, \\
\widetilde{x}_{2}, & t \in J_{2},\end{cases} \\
\cdot \\
\cdot \\
x_{n}(t)= \begin{cases}0, & t \in\left[0, T_{n-1}\right] \\
\widetilde{x}_{n}, & t \in J_{n},\end{cases}
\end{array}\right.
$$

is a unique solution of the BVP (2.1).

### 2.3 Example

An illustrative numerical example is given in this section to apply and validate all our theoretical results.

Consider the fractional boundary value problem :

$$
\left\{\begin{array}{l}
D_{0^{+}}^{u(t)} x(t)+\frac{t^{-\frac{1}{5}}}{1+|x(t)|+\left|I_{0+}^{u(t)} x(t)\right|}=0, \quad t \in J:=[0,2]  \tag{2.12}\\
x(0)=0, \quad x(2)=0
\end{array}\right.
$$

Let

$$
\begin{gather*}
f(t, y, z)=\frac{t^{-\frac{1}{5}}}{1+|y|+|z|}, \quad(t, y, z) \in[0,2] \times[0,+\infty) \times[0,+\infty) ; \\
u(t)= \begin{cases}1.7, & t \in J_{1}:=[0,1] \\
1.8, & \left.\left.t \in J_{2}:=\right] 1,2\right] .\end{cases} \tag{2.13}
\end{gather*}
$$

We see that $u(t)$ satisfies condition (H1). We have :

$$
\begin{aligned}
t^{\frac{1}{5}}\left|f\left(t, y_{1}, z_{1}\right)-f\left(t, y_{2}, z_{2}\right)\right| & =\left|t^{\frac{1}{5}}\left(\frac{t^{-\frac{1}{5}}}{1+\left|y_{1}\right|+\left|z_{1}\right|}-\frac{t^{-\frac{1}{5}}}{1+\left|y_{2}\right|+\left|z_{2}\right|}\right)\right| ; \\
& =\left|\frac{\left|y_{2}\right|+\left|z_{2}\right|-\left|y_{1}\right|-\left|z_{1}\right|}{\left(1+\left|y_{1}\right|+\left|z_{1}\right|\right)\left(1+\left|y_{2}\right|+\left|z_{2}\right|\right)}\right| \\
\leq & \left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right|
\end{aligned}
$$

Thus, (H3) holds with $\delta=\frac{1}{5}$ and $K=L=1$.
By (2.13), the equation of problem (2.12) is divided into two expressions as follows

$$
\begin{cases}D_{0^{+}}^{1.7} x(t)+\frac{t^{-\frac{1}{5}}}{1+|x(t)|+\left|I_{0}^{1.7} x(t)\right|}=0, & t \in J_{1}, \\ D_{1^{+}}^{1.8} x(t)+\frac{t^{-\frac{1}{5}}}{1+|x(t)|+\left|I_{1+}^{1.8} x(t)\right|}=0, & t \in J_{2} .\end{cases}
$$

For $t \in J_{1}$, the BVP (2.12) is corresponding to the following boundary value problem :

$$
\left\{\begin{array}{l}
D_{0^{+}}^{1.7} x(t)+\frac{t^{-\frac{1}{5}}}{1+|x(t)|+\left|I_{0^{+}}^{1.7} x(t)\right|}=0, \quad t \in J_{1},  \tag{2.14}\\
x(0)=0, \quad x(1)=0 .
\end{array}\right.
$$

We shall check that condition (2.9) is satisfied as follows :

$$
\frac{\left(T_{1}^{1-\delta}-T_{0}^{1-\delta}\right)\left(T_{1}-T_{0}\right)^{u_{1}-1}}{4^{u_{1}-1}(1-\delta) \Gamma\left(u_{1}\right)}\left(K+L \frac{\left(T_{1}-T_{0}\right)^{u_{1}}}{\Gamma\left(u_{1}+1\right)}\right)=\frac{5}{4^{1.7} \Gamma(1.7)}\left(1+\frac{1}{\Gamma(2.7)}\right) \simeq 0.8587<1
$$

By Theorem 2.2, the $\operatorname{BVP}(2.14)$ has a unique solution $\widetilde{x}_{1} \in E_{1}$.
For $t \in J_{2}$, problem (2.12) can been written as follows:

$$
\left\{\begin{array}{l}
D_{1+}^{1.8} x(t)+\frac{t^{-\frac{1}{5}}}{1+|x(t)|+\left|I_{1+1}^{1+8} x(t)\right|}=0, \quad t \in J_{2},  \tag{2.15}\\
x(1)=0, \quad x(2)=0 .
\end{array}\right.
$$

We see that

$$
\frac{\left(T_{2}^{1-\delta}-T_{1}^{1-\delta}\right)\left(T_{2}-T_{1}\right)^{u_{2}-1}}{4^{u_{2}-1}(1-\delta) \Gamma\left(u_{2}\right)}\left(K+L \frac{\left(T_{2}-T_{1}\right)^{u_{2}}}{\Gamma\left(u_{2}+1\right)}\right)=\frac{5\left(2^{\frac{4}{5}}-1\right)}{4^{1.8} \Gamma(1.8)}\left(1+\frac{1}{\Gamma(2.8)}\right) \simeq 0.5237<1 .
$$

Thus, condition (2.9) is satisfied. Therefore, by Theorem 2.2, the BVP (2.15) has a unique solution $\widetilde{x}_{2} \in E_{2}$.
Then, by Theorem 2.2, the BVP (2.12) has a unique solution defined by :

$$
x(t)= \begin{cases}\widetilde{x}_{1}(t), & t \in J_{1}, \\ x_{2}(t), & t \in J_{2},\end{cases}
$$

where

$$
x_{2}(t)=\left\{\begin{array}{l}
0, \quad t \in J_{1}, \\
\widetilde{x}_{2}(t), \quad t \in J_{2} .
\end{array}\right.
$$

## Chapitre 3

## Multiterm Boundary Value Problem of Caputo Fractional Differential Equations of Variable Order

### 3.1 Introduction

In this chapter we deal with the existence of solutions and the stability of the obtained solution in the sense of Ulam-Hyers for the boundary value problem (BVP)

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{u(t)} x(t)+f\left(t, x(t), I_{0^{+}}^{u(t)} x(t)\right)=0, \quad t \in J:=[0, T],  \tag{3.1}\\
x(0)=0, x(T)=0,
\end{array}\right.
$$

where $1<u(t) \leq 2, f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and ${ }^{c} D_{0^{+}}^{u(t)}, I_{0^{+}}^{u(t)}$ are the Caputo fractional derivative and integral Riemann-Liouville of variable-order $u(t)$.

In this chapter, we shall look for a solution of (3.1). Further, we study the stability of the obtained solution of (3.1) in the sense of Ulam-Hyers .

### 3.2 Existence of solutions

Let us introduce the following assumption :

[^1](H1) Let $n \in \mathbb{N}$ be an integer and the finite sequence of points $\left\{T_{k}\right\}_{k=0}^{n}$ be given such that $0=T_{0}<T_{k}<T_{n}=T, k=1, \ldots, n-1$.
Denote $J_{k}:=\left(T_{k-1}, T_{k}\right], k=1,2, \ldots, n$. Then $\mathcal{P}=\bigcup_{k=1}^{n} J_{k}$ is a partition of the interval $J$.
Let $u(t): J \rightarrow(1,2]$ be a piecewise constant function with respect to $\mathcal{P}$ as follows :
\[

u(t)=\sum_{i=1}^{n} u_{i} I_{i}(t)=\left\{$$
\begin{array}{cc}
u_{1}, & \text { if } t \in J_{1}, \\
u_{2}, & \text { if } t \in J_{2} \\
\cdot & \\
\cdot & \\
u_{n}, & \text { if } t \in J_{n}
\end{array}
$$\right.
\]

where $1<u_{i} \leq 2$ are constants and $I_{i}$ is an indicator of the interval $J_{i}, i=1,2, \ldots, n$ :

$$
I_{i}(t)= \begin{cases}1, & \text { for } t \in J_{i} \\ 0, & \text { for elsewhere }\end{cases}
$$

Then, for any $t \in J_{i}, i=1,2, \ldots, n$, the left Caputo fractional derivative of variable order $u(t)$ for function $x(t) \in C(J, \mathbb{R})$, defined by (1.3), could be presented as a sum of left caputo fractional derivatives of constant-orders $u_{i}, i=1,2, \ldots, n$.

$$
\begin{equation*}
{ }^{c} D_{0^{+}}^{u(t)} x(t)=\int_{0}^{T_{1}} \frac{(t-s)^{1-u_{1}}}{\Gamma\left(2-u_{1}\right)} x^{(2)}(s) d s+\ldots+\int_{T_{i-1}}^{t} \frac{(t-s)^{1-u_{i}}}{\Gamma\left(2-u_{i}\right)} x^{(2)}(s) d s \tag{3.2}
\end{equation*}
$$

Thus, according to (3.2), the equation of the BVP (3.1) can be written for any $t \in J_{i}, i=1,2, \ldots, n$ in the form

$$
\begin{equation*}
\int_{0}^{T_{1}} \frac{(t-s)^{1-u_{1}}}{\Gamma\left(2-u_{1}\right)} x^{(2)}(s) d s+\ldots+\int_{T_{i-1}}^{t} \frac{(t-s)^{1-u_{i}}}{\Gamma\left(2-u_{i}\right)} x^{(2)}(s) d s+f\left(t, x(t), I_{0^{+}}^{u_{i}} x(t)\right)=0, \quad t \in J_{i} \tag{3.3}
\end{equation*}
$$

In what follows we shall introduce the solution to the BVP (3.1).
Definition 3.1.BVP (3.1) has a solution, if there are functions $x_{i}, i=1,2, \ldots, n$, so that $x_{i} \in C\left(\left[0, T_{i}\right], \mathbb{R}\right)$ fulfilling equation (3.3) and $x_{i}(0)=0=x_{i}\left(T_{i}\right)$.

Let the function $x \in C(J, \mathbb{R})$ be such that $x(t) \equiv 0$ on $t \in\left[0, T_{i-1}\right]$ and it solves integral equation (3.3). Then (3.3) is reduced to

$$
{ }^{c} D_{T_{i-1}^{+}}^{u_{i}} x(t)+f\left(t, x(t), I_{T_{i-1}^{+}}^{u_{i}} x(t)\right)=0, \quad t \in J_{i} .
$$

We shall deal with following BVP

$$
\left\{\begin{array}{l}
{ }^{c} D_{T_{i-1}^{+}}^{u_{i}} x(t)+f\left(t, x(t), I_{T_{i-1}^{+}}^{u_{i}} x(t)\right)=0, \quad t \in J_{i}  \tag{3.4}\\
x\left(T_{i-1}\right)=0, x\left(T_{i}\right)=0
\end{array}\right.
$$

For the existence of solutions for the $\operatorname{BVP}(3.4)$, an auxiliary lemma is needed as follows:

Lemma 3.1 Let $i \in\{1,2, \ldots, n\}$ be a natural number, $f \in C\left(J_{i} \times \mathbb{R} \times \mathbb{R}, \mathbb{R}\right)$ and there exists a number $\delta \in(0,1)$ such that $t^{\delta} f \in C\left(J_{i} \times \mathbb{R} \times \mathbb{R}, \mathbb{R}\right)$.
Then, the function $x \in E_{i}$ is a solution of $B V P$ (3.4) if and only if $x$ solves the integral equation

$$
\begin{equation*}
x(t)=\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s \tag{3.5}
\end{equation*}
$$

where $G_{i}(t, s)$ is the Green's function defined by:

$$
G_{i}(t, s)=\left\{\begin{array}{r}
\frac{1}{\Gamma\left(u_{i}\right)}\left[\left(T_{i}-T_{i-1}\right)^{-1}\left(t-T_{i-1}\right)\left(T_{i}-s\right)^{u_{i}-1}-(t-s)^{u_{i}-1}\right] \\
\quad T_{i-1} \leq s \leq t \leq T_{i} \\
\frac{1}{\Gamma\left(u_{i}\right)}\left(T_{i}-T_{i-1}\right)^{-1}\left(t-T_{i-1}\right)\left(T_{i}-s\right)^{u_{i}-1} \\
, \\
T_{i-1} \leq t \leq s \leq T_{i}
\end{array}\right.
$$

where $i=1,2, \ldots, n$.
Proof. We presume that $x \in E_{i}$ is solution of BVP (3.4). Employing the operator $I_{T_{i-1}^{+}}^{u_{i}}$ to both sides of (3.4) and regarding Lemma 1.6, we find

$$
x(t)=\omega_{1}+\omega_{2}\left(t-T_{i-1}\right)-I_{T_{i-1}^{+}}^{u_{i}} f\left(t, x(t), I_{T_{i-1}^{+}}^{u_{i}} x(t)\right), \quad t \in J_{i} .
$$

By $x\left(T_{i-1}\right)=0$, we get $\omega_{1}=0$.
Let $x(t)$ satisfy $x\left(T_{i}\right)=0$. So, we observe that

$$
\omega_{2}=\left(T_{i}-T_{i-1}\right)^{-1} I_{T_{i-1}^{+}}^{u_{i}} f\left(T_{i}, x\left(T_{i}\right), I_{T_{i-1}^{+}}^{u_{i}} x\left(T_{i}\right)\right)
$$

Then, we find

$$
x(t)=\left(T_{i}-T_{i-1}\right)^{-1}\left(t-T_{i-1}\right) I_{T_{i-1}^{+}}^{u_{i}} f\left(T_{i}, x\left(T_{i}\right), I_{T_{i-1}^{+}}^{u_{i}} x\left(T_{i}\right)\right)-I_{T_{i-1}^{+}}^{u_{i}} f\left(t, x(t), I_{T_{i-1}^{+}}^{u_{i}} x(t)\right), t \in J_{i},
$$

by the continuity of the Green's function which implies that

$$
x(t)=\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s
$$

Conversely, let $x \in E_{i}$ be solution of integral equation (3.5).
Regarding the continuity of function $t^{\delta} f$ and Lemma 1.7, we deduce that $x$ is the solution of BVP (3.4).
The following Proposition will be needed.

Proposition 3.1 Let $0<\delta<1$ and assume that $t^{\delta} f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous function, $u(t): J \rightarrow(1,2]$ satisfies $(H 1)$, then the Green functions of $B V P(3.4)$ satisfy the following properties :
(1) $G_{i}(t, s) \geq 0$ for all $T_{i-1} \leq t, s \leq T_{i}$,
(2) $\max _{t \in J_{i}} G_{i}(t, s)=G_{i}(s, s), s \in J_{i}$,
(3) $G_{i}(s, s)$ has one unique maximum given by :

$$
\max _{s \in J_{i}} G_{i}(s, s)=\frac{1}{\Gamma\left(u_{i}+1\right)}\left[\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right]^{u_{i}-1},
$$

where $i=1,2, \ldots, n$.

Proof. Let $\varphi(t, s)=\left(T_{i}-T_{i-1}\right)^{-1}\left(t-T_{i-1}\right)\left(T_{i}-s\right)^{u_{i}-1}-(t-s)^{u_{i}-1}$. We see that

$$
\begin{aligned}
\varphi_{t}(t, s) & =\left(T_{i}-T_{i-1}\right)^{-1}\left(T_{i}-s\right)^{u_{i}-1}-\left(u_{i}-1\right)(t-s)^{u_{i}-2} \\
& \leq\left(T_{i}-T_{i-1}\right)^{-1}\left(T_{i}-T_{i-1}\right)^{u_{i}-1}-\left(T_{i}-T_{i-1}\right)^{u_{i}-2} \\
& =0
\end{aligned}
$$

which means that $\varphi(t, s)$ is nonincreasing with respect to $t$, so $\varphi(t, s) \geq \varphi\left(T_{i}, s\right)=0$, for $T_{i-1} \leq s \leq t \leq T_{i}$.
Thus, together this with the expression of $G_{i}(t, s)$, we have $G_{i}(t, s) \geq 0$, for any $T_{i-1} \leq$ $t, s \leq T_{i}, i=1, \ldots, n$.

Since $\varphi(t, s)$ is nonincreasing with respect to $t$, then $\varphi(t, s) \leq \varphi(s, s)$ for $T_{i-1} \leq s \leq$ $t \leq T_{i}$.
On the other hand, for $T_{i-1} \leq t \leq s \leq T_{i}$, we get

$$
\left(T_{i}-T_{i-1}\right)^{-1}\left(t-T_{i-1}\right)\left(T_{i}-s\right)^{u_{i}-1} \leq\left(T_{i}-T_{i-1}\right)^{-1}\left(s-T_{i-1}\right)\left(T_{i}-s\right)^{u_{i}-1}
$$

These assure that $\max _{t \in\left[T_{i-1}, T_{i}\right]} G_{i}(t, s)=G_{i}(s, s), s \in\left[T_{i-1}, T_{i}\right], i=1, \ldots, n$.
Further, we verify (3) of Proposition 3.1. Clearly, the maximum points of $G_{i}(s, s)$ are not $T_{i-1}$ and $T_{i}, i=1, \ldots, n$.

For $s \in\left[T_{i-1}, T_{i}\right], i=1, \ldots, n$, we have

$$
\begin{aligned}
\frac{d G_{i}(s, s)}{d s} & =\frac{1}{\Gamma\left(u_{i}\right)}\left(T_{i}-T_{i-1}\right)^{-1}\left[\left(T_{i}-s\right)^{u_{i}-1}-\left(s-T_{i-1}\right)\left(u_{i}-1\right)\left(T_{i}-s\right)^{u_{i}-2}\right] \\
& =\frac{1}{\Gamma\left(u_{i}\right)}\left(T_{i}-T_{i-1}\right)^{-1}\left(T_{i}-s\right)^{u_{i}-2}\left[\left(T_{i}-s\right)-\left(s-T_{i-1}\right)\left(u_{i}-1\right)\right] \\
& =\frac{1}{\Gamma\left(u_{i}\right)}\left(T_{i}-T_{i-1}\right)^{-1}\left(T_{i}-s\right)^{u_{i}-2}\left[T_{i}+\left(u_{i}-1\right) T_{i-1}-u_{i} s\right]
\end{aligned}
$$

which indicates that the maximum points of $G_{i}(s, s)$ is $s=\frac{T_{i}+\left(u_{i}-1\right) T_{i-1}}{u_{i}}, i=1, \ldots, n$. Hence, for $i=1, \ldots, n$,

$$
\max _{s \in\left[T_{i-1}, T_{i}\right]} G_{i}(s, s)=G_{i}\left(\frac{T_{i}+\left(u_{i}-1\right) T_{i-1}}{u_{i}}, \frac{T_{i}+\left(u_{i}-1\right) T_{i-1}}{u_{i}}\right)=\frac{1}{\Gamma\left(u_{i}+1\right)}\left[\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right]^{u_{i}-1} .
$$

We will prove the existence results for the BVP(3.4). First result is based on Theorem 1.3.

Theorem 3.1 Let the conditions of Lemma 3.1 be satisfied and there exist constants $K, L>0$, such that,
$t^{\delta}\left|f\left(t, y_{1}, z_{1}\right)-f\left(t, y_{2}, z_{2}\right)\right| \leq K\left|y_{1}-y_{2}\right|+L\left|z_{1}-z_{2}\right|$, for any $y_{i}, z_{i} \in \mathbb{R}, i=1,2, t \in J_{i}$. and the inequality

$$
\begin{equation*}
\frac{\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}}{(1-\delta) \Gamma\left(u_{i}+1\right)}\left(K+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)<1, \tag{3.6}
\end{equation*}
$$

holds.
Then, $B V P$ (3.4) possesses at least one solution in $E_{i}$.
Proof. We construct the operator

$$
W: E_{i} \rightarrow E_{i}
$$

as follow :

$$
\begin{equation*}
W x(t)=\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s, \quad t \in J_{i} \tag{3.7}
\end{equation*}
$$

It follows from the properties of fractional integrals and from the continuity of function $t^{\delta} f$ that the operator $W: E_{i} \rightarrow E_{i}$ defined in (3.7) is well defined.
Let

$$
R_{i} \geq \frac{\frac{f^{\star}}{\Gamma\left(u_{i}+1\right)}\left(T_{i}-T_{i-1}\right)^{u_{i}}\left(1-\frac{1}{u_{i}}\right)^{u_{i}-1}}{1-\frac{\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}}{(1-\delta) \Gamma\left(u_{i}+1\right)}\left(K+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)},
$$

with

$$
f^{\star}=\sup _{t \in J_{i}}|f(t, 0,0)|
$$

We consider the set

$$
B_{R_{i}}=\left\{x \in E_{i},\|x\|_{E_{i}} \leq R_{i}\right\}
$$

Clearly $B_{R_{i}}$ is nonempty, closed, convex and bounded.
Now, we demonstrate that $W$ satisfies the assumption of the Theorem 1.3. We shall prove it in three steps.

Step 1:W( $\left.B_{R_{i}}\right) \subseteq\left(B_{R_{i}}\right)$.
For $x \in B_{R_{i}}$, by Proposition 3.1, we have

$$
\begin{aligned}
|W x(t)| & =\left|\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s\right| \\
& \leq \int_{T_{i-1}}^{T_{i}} G_{i}(t, s)\left|f\left(s, x(s), I_{T_{i-1}}^{u_{i}} x(s)\right)\right| d s \\
& \leq \frac{1}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}}\left|f\left(s, x(s), I_{T_{i-1}}^{u_{i}} x(s)\right)-f(s, 0,0)\right| d s \\
& +\frac{1}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}}|f(s, 0,0)| d s \\
& \leq \frac{1}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} s^{-\delta}\left(K|x(s)|+L\left|I_{T_{i-1}^{+}}^{u_{i}} x(s)\right|\right) d s \\
& +\frac{f^{\star}}{\Gamma\left(u_{i}+1\right)}\left(T_{i}-T_{i-1}\right)^{u_{i}}\left(1-\frac{1}{u_{i}}\right)^{u_{i}-1} \\
& \leq \frac{\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}}{(1-\delta) \Gamma\left(u_{i}+1\right)}\left(K+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right) R_{i} \\
& +\frac{f^{\star}}{\Gamma\left(u_{i}+1\right)}\left(T_{i}-T_{i-1}\right)^{u_{i}}\left(1-\frac{1}{u_{i}}\right)^{u_{i}-1} \\
& \leq R_{i},
\end{aligned}
$$

which means that $W\left(B_{R_{i}}\right) \subseteq B_{R_{i}}$.
Step 2: $W$ is continuous.
We presume that the sequence $\left(x_{n}\right)$ converges to $x$ in $E_{i}$ and $t \in J_{i}$. Then,

$$
\begin{aligned}
& \left|\left(W x_{n}\right)(t)-(W x)(t)\right| \\
\leq & \int_{T_{i-1}}^{T_{i}} G_{i}(t, s)\left|f\left(s, x_{n}(s), I_{T_{i-1}^{+}}^{u_{i}} x_{n}(s)\right)-f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)\right| d s \\
\leq & \left.\left.\frac{1}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} s^{-\delta}\left(K\left|x_{n}(s)-x(s)\right|+L I_{T_{i-1}^{+}}^{u_{i}} \mid x_{n}(s)-x(s)\right) \right\rvert\,\right) d s \\
\leq & \frac{K}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}\left\|x_{n}-x\right\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s \\
+ & \frac{L}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}\left\|I_{T_{i-1}}^{u_{i}}\left(x_{n}-x\right)\right\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s \\
\leq & \frac{K\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}}{(1-\delta) \Gamma\left(u_{i}+1\right)}\left\|x_{n}-x\right\|_{E_{i}}+\frac{L\left(T_{i}-T_{i-1}\right)^{2 u_{i}-1}\left(1-\frac{1}{u_{i}}\right)^{u_{i}-1}\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta)}\right.}{(1-\delta)\left(\Gamma\left(u_{i+1}\right)\right)^{2}}\left\|x_{n}-x\right\|_{E_{i}} \\
\leq & \frac{\left(T_{i}^{1-\delta}-T_{i-1} 1^{1-\delta}\right)\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}}{(1-\delta) \Gamma\left(u_{i}+1\right)}\left(K+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)\left\|x_{n}-x\right\|_{E_{i}} .
\end{aligned}
$$

i.e., we obtain

$$
\left\|\left(W x_{n}\right)-(W x)\right\|_{E_{i}} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Then, the operator $W$ is a continuous on $E_{i}$.
Step 3 : $W$ is compact.
Now, we will show that $W\left(B_{R_{i}}\right)$ is relatively compact, meaning that $W$ is compact. Clearly $W\left(B_{R_{i}}\right)$ is uniformly bounded because by Step 1 , we have $W\left(B_{R_{i}}\right)=\{W(x)$ : $\left.x \in B_{R_{i}}\right\} \subset W\left(B_{R_{i}}\right)$ thus for each $x \in B_{R_{i}}$ we have $\|W(x)\|_{E_{i}} \leq R_{i}$ which means that $W\left(B_{R_{i}}\right)$ is bounded. It remains to indicate that $W\left(B_{R_{i}}\right)$ is equicontinuous.
For $t_{1}, t_{2} \in J_{i}, t_{1}<t_{2}$ and $x \in B_{R_{i}}$, we have

$$
\begin{aligned}
& \left|(W x)\left(t_{2}\right)-(W x)\left(t_{1}\right)\right| \\
& =\left|\int_{T_{i-1}}^{T_{i}} G_{i}\left(t_{2}, s\right) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s-\int_{T_{i-1}}^{T_{i}} G_{i}\left(t_{1}, s\right) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right) d s\right| \\
\leq & \int_{T_{i-1}}^{T_{i}}\left|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right|\left|f\left(s, x(s), I_{T_{i-1}}^{u_{i}} x(s)\right)\right| d s \\
\leq & \int_{T_{i-1}}^{T_{i}}\left|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right|\left|f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)-f(s, 0,0)\right| d s \\
+ & \int_{T_{i-1}}^{T_{i}}\left|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right||f(s, 0,0)| d s \\
\leq & \int_{T_{i-1}}^{T_{i}}\left|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right|\left[s^{-\delta}\left(K|x(s)|+L\left|I_{T_{i-1}}^{u_{i}} x(s)\right|\right)\right] d s \\
+ & f^{\star} \int_{T_{i-1}}^{T_{i}}\left|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right| d s \\
\leq & \left(K\|x\|_{E_{i}}+L\left\|I_{T_{i-1}^{+}}^{u_{i}} x\right\|_{E_{i}}\right) \int_{T_{i-1}}^{T_{i}} s^{-\delta}\left|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right| d s \\
+ & f^{\star} \int_{T_{i-1}}^{T_{i}}\left|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right| d s \\
\leq & T_{i-1}^{-\delta}\left(K+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)\|x\|_{E_{i}} \int_{T_{i-1}}^{T_{i}}\left|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right| d s \\
+ & f^{\star} \int_{T_{i-1}}^{T_{i}}\left|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right| d s,
\end{aligned}
$$

by the continuity of the Green's function $G_{i}$. Hence $\left\|(W x)\left(t_{2}\right)-(W x)\left(t_{1}\right)\right\|_{E_{i}} \rightarrow 0$ as $\left|t_{2}-t_{1}\right| \rightarrow 0$. It implies that $W\left(B_{R_{i}}\right)$ is equicontinuous.
Therefore, all conditions of Theorem 1.3 are fulfilled and thus, there exists $\widetilde{x_{i}} \in B_{R_{i}}$, such that $W \widetilde{x_{i}}=\widetilde{x_{i}}$, which is a solution of the BVP (3.4). Since $B_{R_{i}} \subset E_{i}$, the step of Theorem 3.1 is proved.

The second result is based on the Banach contraction principle.
Theorem 3.2 Let the conditions of Theorem 3.1 be satisfied. Then, BVP (3.4) has a unique solution in $E_{i}$.

Proof. We shall use the Banach contraction principle to prove that $W$ be defined in (3.7) has a unique fixed point.

For $x(t), y(t) \in E_{i}$, by Proposition 3.1, we obtain that

$$
\begin{aligned}
& |(W x)(t)-(W y)(t)| \\
= & \left|\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)-\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, y(s), I_{T_{i-1}^{+}}^{u_{i}} y(s)\right) d s\right| \\
\leq & \int_{T_{i-1}}^{T_{i}} G_{i}(t, s)\left|f\left(s, x(s), I_{T_{i-1}^{+}}^{u_{i}} x(s)\right)-f\left(s, y(s), I_{T_{i-1}^{+}}^{u_{i}} y(s)\right)\right| d s \\
\leq & \left.\left.\frac{1}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} s^{-\delta}\left(K|x(s)-y(s)|+L I_{T_{i-1}^{+}}^{u_{i}} \mid x(s)-y(s)\right) \right\rvert\,\right) d s \\
\leq & \frac{K}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}\|x-y\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s \\
+ & \frac{L\left(T_{i}-T_{i-1}\right)^{2 u_{i}-1}\left(1-\frac{1}{u_{i}}\right)^{u_{i}-1}}{}\|x-y\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s \\
\leq & \left.\left.\frac{1}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}+1\right)\right)^{2}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}\left(K+\frac{L\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)\|x-y\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s \\
\leq & \frac{\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}}{(1-\delta) \Gamma\left(u_{i}+1\right)}\left(K+\frac{L\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)\|x-y\|_{E_{i}} .
\end{aligned}
$$

Consequently by (3.6), the operator $W$ is a contraction.
Hence, by Banach's contraction principal, $W$ has a unique fixed point $\widetilde{x_{i}} \in E_{i}$, which is a unique solution of the problem (3.4).

Now, we will prove the existence result for BVP (3.1).
Introduce the following assumption :
(H2) Let $f \in C(J \times \mathbb{R} \times \mathbb{R}, \mathbb{R})$ and there exists a number $\delta \in(0,1)$ and constants $K, L>0$, such that,

$$
t^{\delta}\left|f\left(t, y_{1}, z_{1}\right)-f\left(t, y_{2}, z_{2}\right)\right| \leq K\left|y_{1}-y_{2}\right|+L\left|z_{1}-z_{2}\right|, \text { for any } y_{1}, y_{2}, z_{1}, z_{2} \in \mathbb{R} \text { and } t \in J .
$$

Theorem 3.3 Let the conditions (H1), (H2) and inequality (3.6) be satisfied for all $i \in\{1,2, \ldots, n\}$. Then, the problem (3.1) possesses at least one solution in $C(J, \mathbb{R})$.

Proof. For any $i \in\{1,2, \ldots, n\}$ according to Theorem 3.1 the $\operatorname{BVP}(3.4)$ possesses at least one solution $\widetilde{x_{i}} \in E_{i}$.

For any $i \in\{1,2, \ldots, n\}$ we define the function

$$
x_{i}= \begin{cases}0, & t \in\left[0, T_{i-1}\right] \\ \widetilde{x}_{i}, & t \in J_{i}\end{cases}
$$

Thus, the function $x_{i} \in C\left(\left[0, T_{i}\right], \mathbb{R}\right)$ solves the integral equation (3.3) for $t \in J_{i}$ with $x_{i}(0)=0, x_{i}\left(T_{i}\right)=\widetilde{x}_{i}\left(T_{i}\right)=0$.

Then, the function

$$
x(t)=\left\{\begin{array}{l}
x_{1}(t), \quad t \in J_{1},  \tag{3.8}\\
x_{2}(t)= \begin{cases}0, & t \in J_{1}, \\
\widetilde{x}_{2}, & t \in J_{2},\end{cases} \\
\cdot \\
\cdot \\
x_{n}(t)= \begin{cases}0, & t \in\left[0, T_{n-1}\right] \\
\widetilde{x}_{n}, & t \in J_{n}\end{cases}
\end{array}\right.
$$

is a solution of the $\operatorname{BVP}(3.1)$ in $C(J, \mathbb{R})$.

### 3.3 Ulam-Hyers stability

Theorem 3.4 Let the conditions (H1), (H2) and the inequality (3.6) be satisfied. Then, BVP (3.1) is Ulam-Hyers stable.

Proof. Let $\epsilon>0$ an arbitrary number and the function $z(t)$ from $C(J, \mathbb{R})$ satisfy the following inequality

$$
\begin{equation*}
\left|{ }^{c} D_{0^{+}}^{u(t)} z(t)+f\left(t, z(t), I_{0^{+}}^{u(t)} z(t)\right)\right| \leq \epsilon, t \in J . \tag{3.9}
\end{equation*}
$$

For any $i \in\{1,2, \ldots, n\}$ we define the functions $z_{1}(t) \equiv z(t), t \in\left[0, T_{1}\right]$ and for $i=$ $2,3, \ldots, n$ :

$$
z_{i}(t)=\left\{\begin{array}{l}
0, \quad t \in\left[0, T_{i-1}\right] \\
z(t), \quad t \in J_{i} .
\end{array}\right.
$$

For any $i \in\{1,2, \ldots, n\}$ according to equality (3.2), for $t \in J_{i}$ we get

$$
{ }^{c} D_{0^{+}}^{u(t)} z_{i}(t)=\int_{T_{i-1}}^{t} \frac{(t-s)^{1-u_{i}}}{\Gamma\left(2-u_{i}\right)} z^{(2)}(s) d s .
$$

Taking $I_{T_{i-1}^{+}}^{u_{i}}$ of both sides of the inequality (3.9), we obtain

$$
\begin{aligned}
\mid z_{i}(t) & +\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, z_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} z_{i}(s)\right) d s \mid \\
& \leq \epsilon \int_{T_{i-1}}^{t} \frac{(t-s)^{u_{i}-1}}{\Gamma\left(u_{i}\right)} d s \\
& \leq \epsilon \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}
\end{aligned}
$$

According to Theorem 3.3, BVP(3.1) has a solution $x \in C(J, \mathbb{R})$ defined by $x(t)=x_{i}(t)$ for $t \in J_{i}, i=1,2, \ldots, n$, where

$$
x_{i}= \begin{cases}0, & t \in\left[0, T_{i-1}\right]  \tag{3.10}\\ \widetilde{x}_{i}, & t \in J_{i},\end{cases}
$$

and $\widetilde{x}_{i} \in E_{i}$ is a solution of (3.4).
According to Lemma 3.1 the integral equation

$$
\begin{equation*}
\widetilde{x}_{i}(t)=\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, \widetilde{x}_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} \widetilde{x}_{i}(s)\right) d s, \tag{3.11}
\end{equation*}
$$

holds.
Let $t \in J_{i}, i=1,2, \ldots, n$. Then by equation (3.10) and (3.11) we get

$$
\begin{aligned}
&|z(t)-x(t)|=\left|z(t)-x_{i}(t)\right|=\left|z_{i}(t)-\widetilde{x}_{i}(t)\right| \\
&=\left|z_{i}(t)-\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, \widetilde{x}_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} \widetilde{x}_{i}(s)\right) d s\right| \\
& \leq\left|z_{i}(t)-\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, z_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} z_{i}(s)\right) d s\right| \\
&+\left|\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, z_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} z_{i}(s)\right) d s-\int_{T_{i-1}}^{t} G_{i}(t, s) f\left(s, \widetilde{x}_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} \widetilde{x}_{i}\right) d s\right| \\
& \leq\left|z_{i}(t)+\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, z_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} z_{i}(s)\right) d s\right| \\
&+\left|\int_{T_{i-1}}^{T_{i}} G_{i}(t, s) f\left(s, z_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} z_{i}(s)\right) d s-\int_{T_{i-1}}^{t} G_{i}(t, s) f\left(s, \widetilde{x}_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} \widetilde{x}_{i}\right) d s\right| d s \\
& \leq \epsilon \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)} \\
&+ \frac{1}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}}\left|f\left(s, z_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} z_{i}(s)\right) d s-f\left(s, \widetilde{x}_{i}(s), I_{T_{i-1}^{+}}^{u_{i}} \widetilde{x}_{i}\right)\right| d s \\
& \leq \epsilon \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}+\frac{1}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} s^{-\delta}\left(K\left|z_{i}(s)-\widetilde{x}_{i}(s)\right|\right. \\
&\left.+L I_{T_{i-1}^{+}}^{u_{i}}\left|z_{i}(s)-\widetilde{x}_{i}(s)\right|\right) d s
\end{aligned}
$$

$$
\begin{aligned}
& \leq \epsilon \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}+\frac{1}{\Gamma\left(u_{i}+1\right)}\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}\left(K\left\|z_{i}-\widetilde{x}_{i}\right\|_{E_{i}}+L\left\|I_{T_{i-1}}^{u_{i}}\left(z_{i}-\widetilde{x}_{i}\right)\right\|_{E_{i}}\right) \int_{T_{i-1}}^{T_{i}} s^{-\delta} d s \\
& \leq \epsilon \frac{\left(T_{i}-T_{i-1} u_{i}\right.}{\Gamma\left(u_{i}+1\right)}+\frac{\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}}{(1-\delta) \Gamma\left(u_{i}+1\right)}\left(K\left\|z_{i}-\widetilde{x}_{i}\right\|_{E_{i}}+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\left\|z_{i}-\widetilde{x}_{i}\right\|_{E_{i}}\right) \\
& \leq \epsilon \frac{\left(T_{i}-T_{i-1} u_{i}\right.}{\Gamma\left(u_{i}+1\right)}+\frac{\left(T_{i}^{1-\delta}-T_{i-1}{ }^{1-\delta}\right)\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}}{(1-\delta) \Gamma\left(u_{i}+1\right)}\left(K+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right)\left\|z_{i}-\widetilde{x}_{i}\right\|_{E_{i}} \\
& \leq \epsilon \frac{\left(T_{i}-T_{i-1} u_{i}\right.}{\Gamma\left(u_{i}+1\right)}+\mu\|z-x\|,
\end{aligned}
$$

where

$$
\mu=\max _{i=1,2, \ldots, n} \frac{\left(T_{i}^{1-\delta}-T_{i-1}^{1-\delta}\right)\left(\left(T_{i}-T_{i-1}\right)\left(1-\frac{1}{u_{i}}\right)\right)^{u_{i}-1}}{(1-\delta) \Gamma\left(u_{i}+1\right)}\left(K+L \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\right) .
$$

Then,

$$
\|z-x\|(1-\mu) \leq \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)} \epsilon
$$

We obtain, for each $t \in J_{i}$

$$
|z(t)-x(t)| \leq\|z-x\| \leq \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{(1-\mu) \Gamma\left(u_{i}+1\right)} \epsilon:=c_{f} \epsilon
$$

Therefore, by Theorem 1.5, the BVP(3.1) is Ulam-Hyers stable.

### 3.4 Example

Let us consider the following fractional boundary value problem,

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{u(t)} x(t)+\frac{t^{-\frac{1}{2}}}{4 e^{t}\left(1+|x(t)|+\left|I_{0^{+}}^{u(t)} x(t)\right|\right)}=0, \quad t \in J:=[0,2]  \tag{3.12}\\
x(0)=0, x(2)=0
\end{array}\right.
$$

Let

$$
\begin{gather*}
f(t, y, z)=\frac{t^{-\frac{1}{2}}}{4 e^{t}(1+y+z)},(t, y, z) \in[0,2] \times[0,+\infty) \times[0,+\infty) . \\
u(t)=\left\{\begin{array}{cc}
\frac{7}{5}, & t \in J_{1}:=[0,1], \\
\frac{3}{2}, & \left.\left.t \in J_{2}:=\right] 1,2\right] .
\end{array}\right. \tag{3.13}
\end{gather*}
$$

Then, we have

$$
\begin{aligned}
t^{\frac{1}{2}}\left|f\left(t, y_{1}, z_{1}\right)-f\left(t, y_{2}, z_{2}\right)\right| & =\left|\frac{1}{4 e^{t}}\left(\frac{1}{1+y_{1}+z_{1}}-\frac{1}{1+y_{2}+z_{2}}\right)\right| \\
& \leq \frac{\left(\left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right|\right)}{4 e^{t}\left(1+y_{1}+z_{1}\right)\left(1+y_{2}+z_{2}\right)} \\
& \leq \frac{1}{4 e^{t}}\left(\left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right|\right) \\
& \leq \frac{1}{4}\left|y_{1}-y_{2}\right|+\frac{1}{4}\left|z_{1}-z_{2}\right| .
\end{aligned}
$$

Hence the condition (H2) holds with $\delta=\frac{1}{2}$ and $K=L=\frac{1}{4}$.
By (3.13), according to (3.4) we consider two auxiliary boundary value problem for Caputo fractional differential equations of constant order

$$
\left\{\begin{array}{l}
{ }^{c} D_{0^{+}}^{\frac{7}{5}} x(t)+\frac{t^{-\frac{1}{2}}}{4 e^{t}\left(1+|x(t)|+\left|I_{0^{+}}^{\frac{7}{5}} x(t)\right|\right)} \tag{3.14}
\end{array}=0, \quad t \in J_{1},\right.
$$

and

$$
\left\{\begin{array}{l}
{ }^{c} D_{1^{+}}^{\frac{3}{2}} x(t)+\frac{t^{-\frac{1}{2}}}{4 e^{t}\left(1+|x(t)|+\left|I_{1+}^{\frac{3}{2}} x(t)\right|\right)}=0, \quad t \in J_{2},  \tag{3.15}\\
x(1)=0, x(2)=0 .
\end{array}\right.
$$

Next, we prove that the condition (3.6) is fulfilled for $i=1$. Indeed,

$$
\frac{\left(T_{1}^{1-\delta}-T_{0}^{1-\delta}\right)\left(\left(T_{1}-T_{0}\right)\left(1-\frac{1}{u_{1}}\right)\right)^{u_{1}-1}}{(1-\delta) \Gamma\left(u_{1}+1\right)}\left(K+L \frac{\left(T_{1}-T_{0}\right)^{u_{1}}}{\Gamma\left(u_{1}+1\right)}\right)=\frac{\left(1-\frac{5}{7}\right)^{\frac{2}{5}}}{\frac{1}{2} \Gamma\left(\frac{12}{5}\right)}\left(\frac{1}{4}+\frac{1}{4 \Gamma\left(\frac{12}{5}\right)}\right) \simeq 0.4402<1
$$

Accordingly the condition (3.6) is achieved. By Theorem 3.1, the problem (3.14) has a solution $\widetilde{x}_{1} \in E_{1}$.
We prove that the condition (3.6) is fulfilled for $i=2$. Indeed,

$$
\begin{aligned}
& \frac{\left(T_{2}^{1-\delta}-T_{1}^{1-\delta}\right)\left(\left(T_{2}-T_{1}\right)\left(1-\frac{1}{u_{2}}\right)\right)^{u_{2}-1}}{(1-\delta) \Gamma\left(u_{2}+1\right)}\left(K+L \frac{\left(T_{2}-T_{1}\right)^{u_{2}}}{\Gamma\left(u_{2}+1\right)}\right)=\frac{\left(2^{\frac{1}{2}}-1\right)\left(1-\frac{2}{3}\right)^{\frac{1}{2}}}{\frac{1}{2} \Gamma\left(\frac{5}{2}\right)}\left(\frac{1}{4}+\frac{1}{4 \Gamma\left(\frac{5}{2}\right)}\right) \\
& \simeq 0.1576<1
\end{aligned}
$$

Thus, the condition (3.6) is satisfied.
According to Theorem 3.1, the BVP (3.15) possesses a solution $\widetilde{x}_{2} \in E_{2}$.
Then, by Theorem 3.3, the BVP (3.12) has a solution

$$
x(t)= \begin{cases}\widetilde{x}_{1}(t), & t \in J_{1}, \\ x_{2}(t), & t \in J_{2},\end{cases}
$$

where

$$
x_{2}(t)=\left\{\begin{array}{l}
0, \quad t \in J_{1}, \\
\widetilde{x}_{2}(t), \quad t \in J_{2} .
\end{array}\right.
$$

According to Theorem 3.4, $\operatorname{BVP}(3.12)$ is Ulam-Hyers stable.

## Chapitre 4

## Darbo Fixed Point Criterion on Solutions of a Hadamard Nonlinear Variable Order Problem and Ulam-Hyers-Rassias Stability

### 4.1 Introduction

In this chapter, we investigate the existence of solutions for the nonlinear Hadamard fractional boundary value problem of variable order as follows :

$$
\left\{\begin{array}{l}
{ }^{H} D_{1+}^{u(t)} x(t)+f(t, x(t))=0, \quad t \in J:=[1, T],  \tag{4.1}\\
x(1)=x(T)=0,
\end{array}\right.
$$

where $1<T<+\infty, 1<u(t) \leq 2, f: J \times X \rightarrow X$ is a continuous function $(X$ is a Banach space) and ${ }^{H} D_{1+}^{u(t)}$ specifies the Hadamard derivative of variable order $u(t)$.
For the first time, as the novelty of this chapter, we here consider a fractional boundary value problem in the variable order Hadamard settings and establish the existence specifications of solutions to mentioned system on the generalized subintervals by combining the existing notions in relation to the Kuratowski measure of noncompactness in the context of Darbo fixed point criterion. The piece-wise constant functions will play a vital role in our study for converting the Hadamard fractional boundary value problem of variable order (4.1) to the standard Hadamard fractional boundary value problem. Lastly, another criterion of the behavior of solutions like the Ulam-Hyers-Rassias sta-

[^2]bility is analyzed and a numerical illustrative example will complete the consistency of our findings.

### 4.2 Existence criterion of solutions

Let us introduce the following assumptions :
(H1) Let $n \in \mathbb{N}$ be an integer and the finite sequence of points $\left\{T_{k}\right\}_{k=0}^{n}$ be given such that $1=T_{0}<T_{k}<T_{n}=T, k=1, \ldots, n-1$.
Denote $J_{k}:=\left(T_{k-1}, T_{k}\right], k=1,2, \ldots, n$. Then $\mathcal{P}=\bigcup_{k=1}^{n} J_{k}$ is a partition of the interval $J$.
Let $u(t): J \rightarrow(1,2]$ be a piecewise constant function with respect to $\mathcal{P}$ as follows:

$$
u(t)=\sum_{i=1}^{n} u_{i} I_{i}(t)=\left\{\begin{array}{cc}
u_{1}, & \text { if } t \in J_{1} \\
u_{2}, & \text { if } t \in J_{2} \\
\cdot & \\
\cdot & \\
\cdot \cdot & \text { if } t \in J_{n}
\end{array}\right.
$$

where $1<u_{i} \leq 2$ are constants and $I_{i}$ is an indicator of the interval $J_{i}, i=1,2, \ldots, n$ :

$$
I_{i}(t)= \begin{cases}1, & \text { for } t \in J_{i} \\ 0, & \text { for elsewhere } .\end{cases}
$$

(H2) Let $(\ln t)^{\delta} f: J \times X \rightarrow X$ be continuous, $(0<\delta<1)$, and there exists a $K>0$, such that $(\ln t)^{\delta}\left\|f\left(t, y_{1}\right)-f\left(t, y_{2}\right)\right\| \leq K\left\|y_{1}-y_{2}\right\|$, for any $y_{1}, y_{2} \in X$ and $t \in J$.
Further, for a supposed set $U$ of all mappings $u: J \rightarrow X$, define

$$
U(t)=\{u(t), u \in U\}, t \in J
$$

and

$$
U(J)=\{U(t): u \in U, t \in J\} .
$$

Let us now establish the existence of solution for the Hadamard fractional boundary value problem of variable order (4.1) via KMNC and Darbo's criterion (Theorem 1.4).

Then, for any $t \in J_{i}, i=1,2, \ldots, n$, the left Hadamard fractional derivative of variable order $u(t)$ for function $x(t) \in C(J, X)$, could be presented as a sum of left Hadamard fractional derivatives of constant-orders $u_{i}, i=1,2, \ldots, n$.

$$
\begin{align*}
{ }^{H} D_{1+}^{u(t)} x(t) & =\left(t \frac{d}{d t}\right)^{2}\left(\frac{1}{\Gamma\left(2-u_{1}\right)} \int_{1}^{T_{1}}\left(\ln \frac{t}{s}\right)^{1-u_{1}} \frac{x(s)}{s} d s+\ldots\right. \\
& \left.+\frac{1}{\Gamma\left(2-u_{i}\right)} \int_{T_{i-1}}^{t}\left(\ln \frac{t}{s}\right)^{1-u_{i}} \frac{x(s)}{s} d s\right) d s \tag{4.2}
\end{align*}
$$

Thus, according to (4.2), the equation of the Hadamard fractional boundary value problem of variable order (4.1) can be written for any $t \in J_{i}, i=1,2, \ldots, n$ in the form

$$
\begin{gather*}
\left(t \frac{d}{d t}\right)^{2}\left(\frac{1}{\Gamma\left(2-u_{1}\right)} \int_{1}^{T_{1}}\left(\ln \frac{t}{s}\right)^{1-u_{1}} \frac{x(s)}{s} d s+\ldots\right. \\
\left.+\frac{1}{\Gamma\left(2-u_{i}\right)} \int_{T_{i-1}}^{t}\left(\ln \frac{t}{s}\right)^{1-u_{i}} \frac{x(s)}{s} d s\right)+f(t, x(t))=0 . \tag{4.3}
\end{gather*}
$$

Definition 4.1 . The Hadamard fractional boundary value problem of variable order (4.1) has a solution, if there are functions $x_{i}, i=1,2, \ldots, n$, so that $x_{i} \in C\left(\left[1, T_{i}\right], X\right)$ fulfilling equation (4.3) and $x_{i}(1)=0=x_{i}\left(T_{i}\right)$.

Let the function $x \in C(J, X)$ be such that $x(t) \equiv 0$ on $t \in\left[1, T_{i-1}\right]$ and it solves integral equation (4.3). Then (4.3) is reduced to

$$
{ }^{H} D_{T_{i-1}^{+}}^{u_{i}} x(t)+f(t, x(t))=0, \quad t \in J_{i} .
$$

In this case, we follow our study by considering the standard Hadamard constantorder fractional boundary value problem as follows :

$$
\left\{\begin{array}{l}
{ }^{H} D_{T_{i-1}^{+}}^{u_{i}} x(t)+f(t, x(t))=0, \quad t \in J_{i},  \tag{4.4}\\
x\left(T_{i-1}\right)=0, x\left(T_{i}\right)=0 .
\end{array}\right.
$$

The fundamental part of our analysis regarding solutions of the Hadamard constantorder fractional boundary value problem (4.4) is discussed below.

Lemma 4.1 A function $x \in E_{i}$ is a solution of the Hadamard constant-order fractional boundary value problem (4.4) if and only if $x$ fulfills the integral equation

$$
\begin{equation*}
x(t)=\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s) f(s, x(s)) d s, t \in J_{i}, \tag{4.5}
\end{equation*}
$$

where $G_{i}(t, s)$ stands for the Green function formulated by :

$$
G_{i}(t, s)=\frac{1}{\Gamma\left(u_{i}\right)} \begin{cases}\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left[\left(\ln \frac{t}{T_{i-1}}\right)\left(\ln \frac{T_{i}}{s}\right)\right]^{u_{i}-1}-\left(\ln \frac{t}{s}\right)^{u_{i}-1}  \tag{4.6}\\ \left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left[\left(\ln \frac{t}{T_{i-1}}\right)\left(\ln \frac{T_{i}}{s}\right)\right]^{u_{i}-1}, \\ & T_{i-1} \leq s \leq t \leq T_{i} \\ & T_{i-1} \leq t \leq s \leq T_{i}\end{cases}
$$

where $i \in\{1,2, \ldots, n\}$.

Proof. Suppose that $x \in E_{i}$ satisfies the Hadamard constant-order fractional boundary value problem (4.4). Let us employ the operator ${ }^{H} I_{T_{i-1}^{+}}^{u_{i}}$ on both sides (4.4) and using Lemma 1.8, we get :

$$
x(t)=\omega_{1}\left(\ln \frac{t}{T_{i-1}}\right)^{u_{i}-1}+\omega_{2}\left(\ln \frac{t}{T_{i-1}}\right)^{u_{i}-2}-{ }^{H} I_{T_{i-1}^{+}}^{u_{i}} f(t, x(t)), \quad t \in J_{i}, i \in\{1,2, \ldots, n\} .
$$

From definition of $f$ along with $x\left(T_{i-1}\right)=0$, we get $\omega_{2}=0$.
Suppose that $x$ satisfies $x\left(T_{i}\right)=0$. Hence,

$$
\omega_{1}=\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i} H} I_{T_{i-1}^{+}}^{u_{i}} f\left(T_{i}, x\left(T_{i}\right)\right)
$$

Thus,

$$
x(t)=\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left(\ln \frac{t}{T_{i-1}}\right)^{u_{i}-1 H} I_{T_{i-1}^{+}}^{u_{i}} f\left(T_{i}, x\left(T_{i}\right)\right)-{ }^{H} I_{T_{i-1}^{+}}^{u_{i}} f(t, x(t)), \quad t \in J_{i} .
$$

Then, the solution of the Hadamard constant-order fractional boundary value problem (4.4) is given by

$$
\begin{aligned}
x(t) & =\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left(\ln \frac{t}{T_{i-1}}\right)^{u_{i}-1} \frac{1}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{T_{i}}\left(\ln \frac{T_{i}}{s}\right)^{u_{i}-1} \frac{f(s, x(s))}{s} d s \\
& -\frac{1}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{t}\left(\ln \frac{t}{s}\right)^{u_{i}-1} \frac{f(s, x(s))}{s} d s \\
& =\frac{1}{\Gamma\left(u_{i}\right)}\left[\int_{T_{i-1}}^{t}\left[\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left(\ln \frac{t}{T_{i-1}}\right)^{u_{i}-1}\left(\ln \frac{T_{i}}{s}\right)^{u_{i}-1}-\left(\ln \frac{t}{s}\right)^{u_{i}-1}\right] \frac{f(s, x(s))}{s} d s\right. \\
& \left.+\int_{t}^{T_{i}}\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left(\ln \frac{t}{T_{i-1}}\right)^{u_{i}-1}\left(\ln \frac{T_{i}}{s}\right)^{u_{i}-1} \frac{f(s, x(s))}{s} d s\right]
\end{aligned}
$$

and the continuity property of the Green function gives

$$
x(t)=\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s) f(s, x(s)) d s, t \in J_{i} .
$$

Conversely, let $x \in E_{i}$ be a solution of integral equation (4.5). Because of the continuity of $(\ln t)^{\delta} f$ and by Lemma 1.9, it is simply verified that $x$ is the solution of Hadamard constant-order fractional boundary value problem (4.4).

Proposition 4.1 Let $0<\delta<1$ and assume that $(\ln t)^{\delta} f: J \times X \rightarrow X$ is continuous, $u(t): J \rightarrow(1,2]$ satisfies (H1). Then, Green's function given by (4.6) satisfies the following properties :
(1) $G_{i}(t, s) \geq 0$ for all $T_{i-1} \leq t, s \leq T_{i}$,
(2) $\max _{t \in J_{i}} G_{i}(t, s)=G_{i}(s, s), s \in J_{i}$,
(3) $G_{i}(s, s)$ has one unique maximum given by

$$
\max _{s \in J_{i}} G_{i}(s, s)=\frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1}
$$

where $i=1,2, \ldots, n$.
Proof. Let $\varphi(t, s)=\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left[\left(\ln \frac{t}{T_{i-1}}\right)\left(\ln \frac{T_{i}}{s}\right)\right]^{u_{i}-1}-\left(\ln \frac{t}{s}\right)^{u_{i}-1}$.
We see that

$$
\begin{aligned}
\varphi_{t}(t, s) & =\left(\frac{u_{i}-1}{t}\right)\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left(\ln \frac{T_{i}}{s}\right)^{u_{i}-1}\left(\ln \frac{t}{T_{i-1}}\right)^{u_{i}-2}-\left(\frac{u_{i}-1}{t}\right)\left(\ln \frac{t}{s}\right)^{u_{i}-2} \\
& \leq\left(\frac{u_{i}-1}{t}\right)\left(\ln \frac{T_{i}}{s}\right)^{1-u_{i}}\left(\ln \frac{T_{i}}{s}\right)^{u_{i}-1}\left(\ln \frac{t}{s}\right)^{u_{i}-2}-\left(\frac{u_{i}-1}{t}\right)\left(\ln \frac{t}{s}\right)^{u_{i}-2}=0
\end{aligned}
$$

which means that $\varphi(t, s)$ is nonincreasing with respect to $t$, so $\varphi(t, s) \geq \varphi\left(T_{i}, s\right)=0$, for $T_{i-1} \leq s \leq t \leq T_{i}$.
Thus, $G_{i}(t, s) \geq 0$ for any $T_{i-1} \leq t, s \leq T_{i}, i=1, \ldots, n$.
Since $\varphi(t, s)$ is nonincreasing with respect to $t$, then $\varphi(t, s) \leq \varphi(s, s)$ for $T_{i-1} \leq s \leq$ $t \leq T_{i}$.
On the other hand, for $T_{i-1} \leq t \leq s \leq T_{i}$, we get

$$
\left(\ln \left(\frac{T_{i}}{T_{i-1}}\right)\right)^{1-u_{i}}\left(\ln \left(\frac{t}{T_{i-1}}\right) \ln \left(\frac{T_{i}}{s}\right)\right)^{u_{i}-1} \leq\left(\ln \left(\frac{T_{i}}{T_{i-1}}\right)\right)^{1-u_{i}}\left(\ln \left(\frac{s}{T_{i-1}}\right) \ln \left(\frac{T_{i}}{s}\right)\right)^{u_{i}-1} .
$$

These confirm that $\max _{t \in\left[T_{i-1}, T_{i}\right]} G_{i}(t, s)=G_{i}(s, s), s \in\left[T_{i-1}, T_{i}\right], i=1, \ldots, n$.
Further, we verify (3) of Proposition 4.1. Clearly, the maximum points of $G_{i}(s, s)$ are not $T_{i-1}$ and $T_{i}, i=1, \ldots, n$.
For $s \in\left[T_{i-1}, T_{i}\right], i=1, \ldots, n$, we have

$$
\begin{aligned}
\frac{d G_{i}(s, s)}{d s} & =\left(\frac{u_{i}-1}{s}\right)\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left(\ln \frac{s}{T_{i-1}}\right)^{u_{i}-2}\left(\ln \frac{T_{i}}{s}\right)^{u_{i}-2}\left[\left(\ln \frac{T_{i}}{s}\right)-\left(\ln \frac{s}{T_{i-1}}\right)\right] \\
& =\left(\frac{u_{i}-1}{s}\right)\left(\ln \frac{T_{i}}{T_{i-1}}\right)^{1-u_{i}}\left(\ln \frac{s}{T_{i-1}}\right)^{u_{i}-2}\left(\ln \frac{T_{i}}{s}\right)^{u_{i}-2}\left[\ln \left(T_{i} T_{i-1}\right)-\ln \left(s^{2}\right)\right]
\end{aligned}
$$

which indicates that the maximum points of $G_{i}(s, s)$ is $s=\sqrt{T_{i} T_{i-1}}, i=1, \ldots, n$. Hence, for $i=1, \ldots, n$,

$$
\begin{aligned}
\max _{s \in\left[T_{i-1}, T_{i}\right]} G_{i}(s, s) & =G_{i}\left(\sqrt{T_{i} T_{i-1}}, \sqrt{T_{i} T_{i-1}}\right) \\
& =\frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{1}{4} \ln \frac{T_{i}}{T}{ }_{i-1}\right)^{u_{i}-1} \\
& =\frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1} .
\end{aligned}
$$

The existence of solutions for the Hadamard constant-order fractional boundary value problem (4.4) in this chapter depends on the hypotheses of Theorem 1.4 which we investigate them in this position.

Theorem 4.1 Suppose that both (H1) and (H2) hold, and

$$
\begin{equation*}
\frac{K\left(\left(\ln T_{i}\right)^{1-\delta}-\left(\ln T_{i-1}\right)^{1-\delta}\right)\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}-1}}{4^{u_{i}-1}(1-\delta) \Gamma\left(u_{i}\right)}<1 \tag{4.7}
\end{equation*}
$$

Then, the Hadamard constant-order fractional boundary value problem (4.4) possesses at least one solution on $E_{i}$.

Proof. We construct the operator

$$
W: E_{i} \rightarrow E_{i}
$$

as follow

$$
\begin{equation*}
W x(t)=\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s) f(s, x(s)) d s, \quad t \in J_{i} \tag{4.8}
\end{equation*}
$$

It follows from the properties of fractional integrals and from the continuity of function $(\ln t)^{\delta} f$ that the operator $W: E_{i} \rightarrow E_{i}$ defined in (4.8) is well defined.

Let

$$
R_{i} \geq \frac{\frac{f^{\star}\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}}}{4^{u_{i}-1} \Gamma\left(u_{i}\right)}}{1-\frac{K\left(\left(\ln T_{i}\right)^{1-\delta}-\left(\ln T_{i-1}\right)^{1-\delta}\right)\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}-1}}{4^{u_{i}-1}(1-\delta) \Gamma\left(u_{i}\right)}},
$$

with

$$
f^{\star}=\sup _{t \in J_{i}}\|f(t, 0)\| .
$$

Let us consider the following set :

$$
B_{R_{i}}=\left\{x \in E_{i},\|x\|_{E_{i}} \leq R_{i}\right\} .
$$

Clearly, $B_{R_{i}}$ is nonempty, convex, bounded, and closed.
We shall show that $W$ satisfies Theorem 1.4 in four steps.
Step 1: $W\left(B_{R_{i}}\right) \subseteq\left(B_{R_{i}}\right)$.

For $x \in B_{R_{i}}$, by Proposition 4.1 and (H2), we get

$$
\begin{aligned}
& \|W x(t)\|=\left\|\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s) f(s, x(s)) d s\right\| \\
& \leq \int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s)\|f(s, x(s))\| d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} \frac{1}{s}\|f(s, x(s))\| d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} \frac{1}{s}\|f(s, x(s))-f(s, 0)\| d s \\
& +\frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} \frac{1}{s}\|f(s, 0)\| d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} \frac{1}{s}(\ln s)^{-\delta}(K\|x(s)\|) d s \\
& +\frac{f^{\star}\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}}}{4^{u_{i}-1} \Gamma\left(u_{i}\right)} \\
& \leq \frac{K}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1}\|x\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} \frac{1}{s}(\ln s)^{-\delta} d s \\
& +\frac{f^{\star}\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}}}{4^{u_{i}-1} \Gamma\left(u_{i}\right)} \\
& \leq \frac{K}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1} R_{i}\left(\frac{\left(\ln T_{i}\right)^{1-\delta}-\left(\ln T_{i-1}\right)^{1-\delta}}{1-\delta}\right) \\
& +\frac{f^{\star}\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}}}{4^{u_{i}-1} \Gamma\left(u_{i}\right)} \\
& \leq \frac{K\left(\left(\ln T_{i}\right)^{1-\delta}-\left(\ln T_{i-1}\right)^{1-\delta}\right)\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}-1}}{4^{u_{i}-1}(1-\delta) \Gamma\left(u_{i}\right)} R_{i} \\
& +\frac{f^{\star}\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}}}{4^{u_{i}-1} \Gamma\left(u_{i}\right)} \\
& \leq R_{i},
\end{aligned}
$$

which means that $W\left(B_{R_{i}}\right) \subseteq B_{R_{i}}$.
Step 2: $W$ is continuous.
We presume that the sequence $\left(x_{n}\right)$ converges to $x$ in $E_{i}$ and $t \in J_{i}$. Then,

$$
\begin{aligned}
\left\|\left(W x_{n}\right)(t)-(W x)(t)\right\| & \leq \int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s)\left\|f\left(s, x_{n}(s)\right)-f(s, x(s))\right\| d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} \frac{1}{s}\left\|f\left(s, x_{n}(s)\right)-f(s, x(s))\right\| d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}} \frac{1}{s}(\ln s)^{-\delta}\left(K\left\|x_{n}(s)-x(s)\right\|\right) d s \\
& \leq \frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1}\left(K\left\|x_{n}-x\right\|_{E_{i}}\right) \int_{T_{i-1}}^{T_{i}} \frac{1}{s}(\ln s)^{-\delta} d s \\
& \leq \frac{K\left(\left(\ln T_{i}\right)^{1-\delta}-\left(\ln T_{i-1}\right)^{1-\delta}\right)\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}-1}}{4^{u_{i}-1}(1-\delta) \Gamma\left(u_{i}\right)}\left\|x_{n}-x\right\|_{E_{i}},
\end{aligned}
$$

i.e., we get

$$
\left\|\left(W x_{n}\right)-(W x)\right\|_{E_{i}} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Then, the operator $W$ is a continuous on $E_{i}$.
Step 3 : $W\left(B_{R_{i}}\right)$ is bounded and equicontinous.
From Step $1, W\left(B_{R_{i}}\right)=\left\{W(x): x \in B_{R_{i}}\right\} \subset B_{R_{i}}$, thus for each $x \in B_{R_{i}}$, we get $\|W(x)\|_{E_{i}} \leq R_{i}$, in other ways, it means that $W\left(B_{R_{i}}\right)$ is bounded. It remains to check the equicontinuity of $W\left(B_{R_{i}}\right)$.
Now, $\forall t_{1}<t_{2} \in J_{i}, t_{1}<t_{2}$ and $x \in B_{R_{i}}$, we write

$$
\begin{aligned}
\|(W x)\left(t_{2}\right) & -(W x)\left(t_{1}\right)\|=\| \int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}\left(t_{2}, s\right) f(s, x(s)) d s-\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}\left(t_{1}, s\right) f(s, x(s)) d s \| \\
& \leq \int_{T_{i-1}}^{T_{i}} \frac{1}{s}\left\|\left(G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right) f(s, x(s))\right\| d s \\
& \leq \int_{T_{i-1}}^{T_{i}} \frac{1}{s}\left\|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right\|\|f(s, x(s))\| d s
\end{aligned}
$$

$$
\begin{aligned}
& \leq \int_{T_{i-1}}^{T_{i}} \frac{1}{s}\left\|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right\|(\|f(s, x(s))-f(s, 0)\|+\|f(s, 0)\|) d s \\
& \leq \int_{T_{i-1}}^{T_{i}} \frac{1}{s}\left\|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right\|\left[(\ln s)^{-\delta}(K\|x(s)\|)+f^{\star}\right] d s \\
& \leq \int_{T_{i-1}}^{T_{i}}\left\|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right\|\left[\frac{1}{s}(\ln s)^{-\delta}\left(K\|x\|_{E_{i}}\right)+\frac{1}{s} f^{\star}\right] d s \\
& \leq \frac{K\left(\ln T_{i-1}\right)^{-\delta}}{T_{i-1}}\|x\|_{E_{i}} R_{i} \int_{T_{i-1}}^{T_{i}}\left\|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right\| d s \\
& +\frac{f^{\star}}{T_{i-1}} \int_{T_{i-1}}^{T_{i}}\left\|G_{i}\left(t_{2}, s\right)-G_{i}\left(t_{1}, s\right)\right\| d s,
\end{aligned}
$$

by the continuity of Green's function $G_{i}$. Hence, $\left\|(W x)\left(t_{2}\right)-(W x)\left(t_{1}\right)\right\|_{E_{i}} \rightarrow 0$ as $\left|t_{2}-t_{1}\right| \rightarrow 0$. It implies that $W\left(B_{R_{i}}\right)$ is equicontinuous.

Remark 4.1 ([11]). Note that the inequality

$$
\mu\left((\ln t)^{\delta}\left\|f\left(t, B_{1}\right)\right\|\right) \leq K \mu\left(B_{1}\right)
$$

is equivalent to (H2) for each $B_{1} \subset X$ and $t \in J$, where $B_{1}$ is bounded.
Step 4: $W$ is k-set contraction.
For $U \in B_{R_{i}}, t \in J_{i}$, we get,

$$
\begin{aligned}
\mu(W(U)(t)) & =\mu((W x)(t), x \in U) \\
& \leq\left\{\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s) \mu f(s, x(s)) d s, x \in U\right\}
\end{aligned}
$$

Remark 4.1 indicates that

$$
\begin{aligned}
& \mu(W(U)(t)) \leq\left\{\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s)[K \mu(\{x(s), x \in U\})]\right\} \\
\leq & \left\{\frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1}\left[K \widehat{\mu}(U) \int_{\mathcal{T}_{i-1}}^{T_{i}} \frac{1}{s}(\ln s)^{-\delta} d s\right], x \in U\right\} \\
\leq & \frac{K\left(\left(\ln T_{i}^{1-\delta}\right)-\left(\ln T_{i-1}{ }^{1-\delta}\right)\right)\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}-1}}{4^{u_{i}-1}(1-\delta) \Gamma\left(u_{i}\right)} \widehat{\mu}(U) .
\end{aligned}
$$

Therefore,

$$
\widehat{\mu}(W U) \leq \frac{K\left(\left(\ln T_{i}^{1-\delta}\right)-\left(\ln T_{i-1}^{1-\delta}\right)\right)\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}-1}}{4^{u_{i}-1}(1-\delta) \Gamma\left(u_{i}\right)} \widehat{\mu}(U)
$$

Consequently by (4.7), we deduce that $W$ is a k-set contraction.
Therefore, all conditions of Theorem 1.4 are fulfilled and thus, the Hadamard constantorder fractional boundary value problem (4.4) has at least solution $\widetilde{x_{i}} \in B_{R_{i}}$. Since $B_{R_{i}} \subset E_{i}$, the step of Theorem 4.1 is proved.
Now, we will prove the existence result for the Hadamard fractional boundary value problem of variable order (4.1).

Theorem 4.2 Let the conditions (H1), (H2) and inequality (4.7) be satisfied for all $i \in\{1,2, \ldots, n\}$. Then, the Hadamard fractional boundary value problem of variable order (4.1) possesses at least one solution in $C(J, X)$.

Proof. According to Theorem 4.1, the Hadamard constant-order fractional boundary value problem (4.4) possesses at least one solution $\widetilde{x_{i}} \in E_{i}, i \in\{1,2, \ldots, n\}$.
For any $i \in\{1,2, \ldots, n\}$, we define the function

$$
x_{i}= \begin{cases}0, & t \in\left[1, T_{i-1}\right] \\ \widetilde{x}_{i}, & t \in J_{i}\end{cases}
$$

Thus, the function $x_{i} \in C\left(\left[1, T_{i}\right], X\right)$ solves the integral equation (4.3) for $t \in J_{i}$ with $x_{i}(1)=0, x_{i}\left(T_{i}\right)=\widetilde{x}_{i}\left(T_{i}\right)=0$.

Then, the function

$$
x(t)=\left\{\begin{array}{l}
x_{1}(t), \quad t \in J_{1}, \\
x_{2}(t)= \begin{cases}0, & t \in J_{1}, \\
\widetilde{x}_{2}, & t \in J_{2},\end{cases} \\
\cdot \\
\cdot \\
x_{n}(t)= \begin{cases}0, & t \in\left[1, T_{n-1}\right], \\
\widetilde{x}_{n}, & t \in J_{n},\end{cases}
\end{array}\right.
$$

gives the solution for the Hadamard fractional boundary value problem of variable order (4.1).

### 4.3 Ulam-Hyers-Rassias stability

Theorem 4.3 Assume (H1), (H2), (4.7), and
(H3) The function $\vartheta \in C(J, X)$ is increasing and there exists $\lambda_{\vartheta}>0$ such that, for each $t \in J_{i}$, we have

$$
{ }^{H} I_{T_{i-1}+}^{u_{i}} \vartheta(t) \leq \lambda_{\vartheta(t)} \vartheta(t)
$$

then, the Hadamard fractional boundary value problem of variable order (4.1) is Ulam-Hyers-Rassias stable with respect to $\vartheta$.

Proof. Let $\epsilon>0$ be an arbitrary number and the function $z(t)$ from $C(J, X)$ satisfy the following inequality

$$
\begin{equation*}
\left\|^{H} D_{1+}^{u(t)} z(t)+f(t, z(t))\right\| \leq \epsilon \vartheta(t), t \in J \tag{4.9}
\end{equation*}
$$

For any $i \in\{1,2, \ldots, n\}$ we define the functions $z_{1}(t) \equiv z(t), t \in\left[1, T_{1}\right]$ and for $i=2,3, \ldots, n$ :

$$
z_{i}(t)=\left\{\begin{array}{l}
0, \quad t \in\left[1, T_{i-1}\right] \\
z(t), \quad t \in J_{i}
\end{array}\right.
$$

For any $i \in\{1,2, \ldots, n\}$ according to equality (4.2) for $t \in J_{i}$, we obtain

$$
{ }^{H} D_{1^{+}}^{u(t)} z_{i}(t)=\frac{1}{\Gamma(2-u(t))}\left(t \frac{d}{d t}\right)^{2} \int_{T_{i-1}}^{t}\left(\ln \frac{t}{s}\right)^{1-u_{i}} \frac{z(s)}{s} d s
$$

Taking ${ }^{H} I_{T_{i-1}^{+}}^{u_{i}}$ on both sides (4.9), we get

$$
\begin{aligned}
\left\|z(t)+\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s) f(s, z(s)) d s\right\| & \leq \frac{\epsilon}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{t} \frac{1}{s}\left(\ln \frac{t}{s}\right)^{u_{i}-1} \vartheta(s) d s \\
& \leq \epsilon \lambda_{\vartheta(t)} \vartheta(t)
\end{aligned}
$$

According to Theorem 4.1, the Hadamard fractional boundary value problem of variable order (4.1) has a solution $x \in C(J, X)$ defined by $x(t)=x_{i}(t)$ for $t \in J_{i}, i=1,2, \ldots, n$ where

$$
x_{i}= \begin{cases}0, & t \in\left[1, T_{i-1}\right]  \tag{4.10}\\ \widetilde{x}_{i}, & t \in J_{i},\end{cases}
$$

and $\widetilde{x}_{i} \in E_{i}$ is a solution of the Hadamard constant-order fractional boundary value problem (4.4). According to Lemma 4.1, the integral equation

$$
\begin{align*}
\widetilde{x}_{i}(t) & =-\frac{\left(T_{i}-T_{i-1}\right)^{-1}\left(t-T_{i-1}\right)}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i-1}} f\left(s, \widetilde{x}_{i}(s)\right) d s \\
& +\frac{1}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{t}(t-s)^{u_{i-1}} f\left(s, \widetilde{x}_{i}(s)\right) d s, \quad t \in J_{i} . \tag{4.11}
\end{align*}
$$

holds.
Let $t \in J_{i}$, where $i \in\{1,2, \ldots, n\}$. Then, by Eq (4.10) and (4.11), we get

$$
\begin{aligned}
\|z(t)-x(t)\| & =\left\|z(t)-x_{i}(t)\right\|=\left\|z_{i}(t)-\widetilde{x}_{i}(t)\right\| \\
& =\left\|z_{i}(t)-\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s) f\left(s, \widetilde{x}_{i}(s)\right) d s\right\| \\
& \leq\left\|z_{i}(t)-\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s) f\left(s, z_{i}(s)\right) d s\right\|+\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s)\left\|f\left(s, z_{i}(s)\right)-f\left(s, \widetilde{x}_{i}(s)\right)\right\| d s \\
& \leq\left\|z_{i}(t)+\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s) f\left(s, z_{i}(s)\right) d s\right\|+\int_{T_{i-1}}^{T_{i}} \frac{1}{s} G_{i}(t, s)\left\|f\left(s, z_{i}(s)\right)-f\left(s, \widetilde{x}_{i}(s)\right)\right\| d s \\
& \leq \lambda_{\vartheta(t)} \epsilon \vartheta(t)+\frac{1}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1} \int_{T_{i-1}}^{T_{i}}(\ln s)^{-\delta} \frac{K\left\|z_{i}(s)-\widetilde{x}_{i}(s)\right\|}{s} d s \\
& \leq \lambda_{\vartheta(t)} \epsilon \vartheta(t)+\frac{K}{\Gamma\left(u_{i}\right)}\left(\frac{\ln T_{i}-\ln T_{i-1}}{4}\right)^{u_{i}-1}\left\|z_{i}-\widetilde{x}_{i}\right\|_{E_{i}} \int_{T_{i-1}}^{T_{i}} \frac{1}{s}(\ln s)^{-\delta} d s \\
& \leq \lambda_{\vartheta(t)} \epsilon \vartheta(t)+\frac{K\left(\left(\ln T_{i}\right)^{1-\delta}-\left(\ln T_{i-1}\right)^{1-\delta}\right)\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}-1}}{(1-\beta) 4^{u_{i}-1} \Gamma\left(u_{i}\right)}\left\|z_{i}-\widetilde{x}_{i}\right\|_{E_{i}} \\
& \leq \lambda_{\vartheta(t) \in \vartheta(t)+\mu\|z-x\|,}
\end{aligned}
$$

where

$$
\mu=\max _{i=1,2, \ldots, n} \frac{K\left(\left(\ln T_{i}\right)^{1-\delta}-\left(\ln T_{i-1}\right)^{1-\delta}\right)\left(\ln T_{i}-\ln T_{i-1}\right)^{u_{i}-1}}{(1-\delta) 4^{u_{i}-1} \Gamma\left(u_{i}\right)}
$$

Then

$$
\|z-x\|(1-\mu) \leq \lambda_{\vartheta(t)} \epsilon \vartheta(t)
$$

and so by assuming $c_{f}:=\frac{\lambda_{\vartheta(t)}}{(1-\mu)}$,

$$
\|z(t)-x(t)\| \leq \frac{\lambda_{\vartheta(t)} \vartheta(t)}{(1-\mu)} \epsilon:=c_{f} \in \vartheta(t)
$$

Then, by Theorem 1.6, the Hadamard fractional boundary value problem of variable order (4.1) is Ulam-Hyers-Rassias stable with respect to $\vartheta$.

### 4.4 Example

Consider the Hadamard fractional boundary value problem of variable order :

$$
\left\{\begin{array}{l}
{ }^{H} D_{1+}^{u(t)} x(t)+\frac{1}{(1+\ln t)}\left(1+\frac{\left\|x_{n}(t)\right\|}{1+\left\|x_{n}(t)\right\|}\right)=0, \quad t \in J=[1, e],  \tag{4.12}\\
x(1)=0, x(e)=0 .
\end{array}\right.
$$

Let

$$
E=l^{1}=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right), \sum_{n=1}^{\infty}\left|x_{n}\right|<\infty\right\}
$$

$E$ is a Banach space with the norm $\|x\|=\sum_{n=1}^{\infty}\left|x_{n}\right|$,
and

$$
\begin{gather*}
f(t, x)=\frac{1}{(1+\ln t)}\left(1+\frac{\|x\|}{1+\|x\|}\right), \quad t \in[1, e], x \in E, \\
u(t)= \begin{cases}1.2, & t \in J_{1}:=[1,2], \\
1.6, & \left.\left.t \in J_{2}:=\right] 2, e\right] .\end{cases} \tag{4.13}
\end{gather*}
$$

Then, we get

$$
\begin{aligned}
(\ln t)^{\frac{1}{4}}|f(t, x)-f(t, y)| & =\frac{(\ln t)^{\frac{1}{4}}}{(1+\ln t)}\left|\frac{\|x\|}{1+\|x\|}-\frac{\|y\|}{1+\|y\|}\right| \\
& \leq \frac{1}{2}\|x-y\|
\end{aligned}
$$

(H2) holds with $\delta=\frac{1}{4}$ and $K=\frac{1}{2}$.
From (4.13), the Hadamard fractional boundary value problem of variable order (4.12) is classified into the following :

$$
\begin{cases}{ }^{H} D_{1+}^{1.2} x(t)+\frac{1}{(1+\ln t)}\left(1+\frac{\left\|x_{n}(t)\right\|}{1+\left\|x_{n}(t)\right\|}\right)=0, & t \in J_{1} \\ { }^{H} D_{2^{+}}^{1.6} x(t)+\frac{1}{(1+\ln t)}\left(1+\frac{\left\|x_{n}(t)\right\|}{1+\left\|x_{n}(t)\right\|}\right)=0, & t \in J_{2}\end{cases}
$$

For $t \in J_{1}$, the Hadamard fractional boundary value problem of variable order (4.12) is equivalent to the Hadamard constant-order fractional boundary value problem

$$
\left\{\begin{array}{l}
{ }^{H} D_{1+}^{1.2} x(t)+\frac{1}{(1+\ln t)}\left(1+\frac{\left\|x_{n}(t)\right\|}{1+\left\|x_{n}(t)\right\|}\right)=0, \quad t \in J_{1},  \tag{4.14}\\
x(1)=0, \quad x(2)=0 .
\end{array}\right.
$$

Let us now show that the condition (4.7) is satisfied. Clearly, the following value is obtained

$$
\frac{K\left(\left(\ln T_{1}\right)^{1-\delta}-\left(\ln T_{0}\right)^{1-\delta}\right)\left(\ln T_{1}-\ln T_{0}\right)^{u_{1}-1}}{4^{u_{1}-1}(1-\delta) \Gamma\left(u_{1}\right)}=\frac{\frac{1}{2}(\ln 2)^{\frac{3}{4}}(\ln 2)^{0.2}}{\left(4^{0.2}\right) \frac{3}{4} \Gamma(1.2)} \simeq 0.1941<1
$$

On the other hand, let $\vartheta(t)=(\ln t)^{\frac{1}{2}}$. In this case,

$$
\begin{aligned}
{ }^{H} I_{1^{+}}^{u_{1}} \vartheta(t) & =\frac{1}{\Gamma(1.2)} \int_{1}^{2}\left(\ln \frac{t}{s}\right)^{1.2-1} \frac{(\ln t)^{\frac{1}{2}}}{s} d s \\
& \leq \frac{(\ln t)^{\frac{1}{2}}}{\Gamma(1.2)} \int_{1}^{2}\left(\ln \frac{2}{s}\right)^{0.2} \frac{d s}{s} \\
& \leq \frac{(\ln 2)^{1.2}}{\Gamma(2.2)}(\ln t)^{\frac{1}{2}}:=\lambda_{\vartheta(t)} \vartheta(t) .
\end{aligned}
$$

As a result, (H3) is fulfilled with $\vartheta(t)=\sqrt{(\ln t)}$ and $\lambda_{\vartheta(t)}=\frac{(\ln 2)^{1.2}}{\Gamma(2.2)} \in \mathbb{R}$.
Theorem (4.1) guarantees the existence of a solution for the Hadamard constant-order fractional boundary value problem (4.14) $\widetilde{x}_{1} \in E_{1}$.
For $t \in J_{2}$, the Hadamard fractional boundary value problem of variable order (4.12) can be written as the following constant-order fractional boundary value problem, i.e.,

$$
\left\{\begin{array}{l}
{ }^{H} D_{2^{+}}^{1.6} x(t)+\frac{1}{(1+\ln t)}\left(1+\frac{\left\|x_{n}(t)\right\|}{1+\left\|x_{n}(t)\right\|}\right)=0, \quad t \in J_{2}  \tag{4.15}\\
x(2)=0, \quad x(e)=0
\end{array}\right.
$$

We see that

$$
\frac{K\left(\left(\ln T_{2}\right)^{1-\delta}-\left(\ln T_{1}\right)^{1-\delta}\right)\left(\ln T_{2}-\ln T_{1}\right)^{u_{2}-1}}{4^{u_{2}-1}(1-\delta) \Gamma\left(u_{2}\right)}=\frac{\frac{1}{2}\left(1-(\ln 2)^{\frac{3}{4}}\right)(1-\ln 2)^{0.6}}{\left(4^{0.6}\right) \frac{3}{4} \Gamma(1.6)} \simeq 0.0191<1
$$

Accordingly the condition (4.7) is achieved on the subinterval $J_{2}$. Further,

$$
\begin{aligned}
{ }^{H} I_{2^{+}}^{u_{1}} \vartheta(t) & =\frac{1}{\Gamma(1.6)} \int_{2}^{e}\left(\ln \frac{t}{s}\right)^{1.6-1} \frac{(\ln t)^{\frac{1}{2}}}{s} d s \\
& \leq \frac{(\ln t)^{\frac{1}{2}}}{\Gamma(1.6)} \int_{2}^{e}\left(\ln \frac{e}{s}\right)^{0.6} \frac{d s}{s} \\
& \leq \frac{\left(\ln \frac{e}{2}\right)^{1.6}}{\Gamma(2.6)}(\ln t)^{\frac{1}{2}}:=\lambda_{\vartheta(t)} \vartheta(t) .
\end{aligned}
$$

As a result, (H3) is also valid with $\vartheta(t)=\sqrt{(\ln t)}$ and $\lambda_{\vartheta(t)}=\frac{\left(\ln \frac{e}{2}\right)^{1.6}}{\Gamma(2.6)} \in \mathbb{R}$.
On account of Theorem (4.1), the Hadamard constant-order fractional boundary value problem (4.15) possesses a solution $\widetilde{x}_{2} \in E_{2}$.

Thus, by Theorem (4.2), the Hadamard fractional boundary value problem of variable order (4.12) has a solution

$$
x(t)= \begin{cases}\widetilde{x}_{1}(t), & t \in J_{1}, \\ x_{2}(t), & t \in J_{2},\end{cases}
$$

where

$$
x_{2}(t)=\left\{\begin{array}{l}
0, \quad t \in J_{1} \\
\widetilde{x}_{2}(t), \quad t \in J_{2}
\end{array}\right.
$$

From Theorem 4.3, the Hadamard fractional boundary value problem of variable order given by (4.12) is Ulam-Hyers-Rassias stable with respect to $\vartheta$.

## Chapitre 5

## Mawhin Continuation Technique for a Nonlinear Boundary Value Problem of Variable Order at Resonance via Piece-wise Constant Functions

### 5.1 Introduction and motivations

The objective of this chapter is the study the existence of solutions to the boundary value problem of fractional differential equations involving Caputo derivative of variable order, by applying the degree of coincidence of Mawhin.

The Mawhin theory permits the use of an approach of topological degree type to problems which can be written as an abstract operator equation of the form $L x=N x$, where $L$ is a linear noninvertible operator and $N$ is a nonlinear operator acting on a given Banach space.

In 1972, Mawhin has developed a method to solve this equation in his famous paper. Topological degree and boundary value problems for nonlinear differential equations [40], he assumed that $L$ is a Fredholm operator of index zero. Hence he has developed a new theory of topological degree known as the degree of coincidence for $(L, N)$, that is also known as Mawhin's coincidence degree theory in honor of him. A boundary value

[^3]problem is said to be at resonance if the corresponding linear homogenous problem has nontrivial solution, otherwise it's said to be at resonance. Many authors studied ordinary boundary value problems at resonance using Mawhin coincidence degree theory, we can cite Feng and Webb[20], Guezane-Lakoud and Frioui [22], Mawhin and Ward [45], Infante [29], and the references therein.

In particular, Benchohra et al. [10] studied the following nonlinear implicit differential equation of fractional constant order $\alpha$ at resonance

$$
\left\{\begin{array}{l}
\left.\left.{ }^{c} D_{0^{+}}^{\alpha} y(t)=f\left(t, y(t),{ }^{c} D_{0^{+}}^{\alpha} y(t)\right), \quad t \in[0, T], T>0, \alpha \in\right] 0,1\right], \\
y(0)=y(T),
\end{array}\right.
$$

where ${ }^{c} D_{0^{+}}^{u}$ is the Caputo fractional derivative of constant order $\alpha$, and $f$ is a given continuous function.

In this chapter we will study the boundary value problem (BVP) for the Caputo fractional differential equation of variable order

$$
\left\{\begin{array}{l}
{ }^{c} D_{a+}^{u(t)} y(t)=f(t, y(t)), t \in J  \tag{5.1}\\
y(a)=y(T)
\end{array}\right.
$$

where $J=[a, T], 0 \leq a<T<\infty, u(t): J \rightarrow(0,1]$ is the variable order of the fractional derivatives, $f: J \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and ${ }^{c} D_{a^{+}}^{u(t)}$ is the Caputo fractional derivative of variable-order $u(t)$.

In Section 5.2, based on coincidence degree theory, a partition of the given interval $J$ is applied, and by defining the relevant piece-wise constant functions, the existence results are derived for an equivalent constant-order BVP at resonance and accordingly, for the given BVP of Caputo variable order (5.1). This proof is completed in some steps. In Section 5.3, we give an example to illustrate the theoretical existence theorems.

### 5.2 Existence of solutions

Let us introduce the following assumptions :
(H1) Let $n \in \mathbb{N}$ be an integer and the finite sequence of points $\left\{T_{k}\right\}_{k=0}^{n}$ be given such that $a=T_{0}<T_{k}<T_{n}=T, k=1, \ldots, n-1$.
Denote $J_{k}:=\left(T_{k-1}, T_{k}\right], k=1,2, \ldots, n$. Then $\mathcal{P}=\bigcup_{k=1}^{n} J_{k}$ is a partition of the interval $J$.
Let $u(t): J \rightarrow(0,1]$ be a piecewise constant function with respect to $\mathcal{P}$ as follows :

$$
u(t)=\sum_{i=1}^{n} u_{i} I_{i}(t)=\left\{\begin{array}{cc}
u_{1}, & \text { if } t \in J_{1}, \\
u_{2}, & \text { if } t \in J_{2} \\
\cdot & \\
\cdot & \\
u_{n}, & \text { if } t \in J_{n}
\end{array}\right.
$$

where $0<u_{i} \leq 1$ are constants and $I_{i}$ is an indicator of the interval $J_{i}, i=1,2, \ldots, n$ :

$$
I_{i}(t)= \begin{cases}1, & \text { for } t \in J_{i} \\ 0, & \text { for elsewhere } .\end{cases}
$$

(H2) Let $f \in C\left(J_{i} \times \mathbb{R}, \mathbb{R}\right)$ and there exists a number $\delta \in(0,1)$ such that $t^{\delta} f \in$ $C\left(J_{i} \times \mathbb{R}, \mathbb{R}\right)$ and there exists a constant $K$ with $0<K<\min \left\{1, \frac{T_{i-1}^{\delta} \Gamma\left(u_{i}+1\right)}{\left(T_{i}-T_{i-1}\right)^{u_{i}}}\right\}$, such that
$t^{\delta}\left|f\left(t, y_{1}\right)-f\left(t, y_{2}\right)\right| \leq K\left|y_{1}-y_{2}\right|$, for any $y_{1}, y_{2} \in \mathbb{R}$ and $t \in J_{i}$.
The left Caputo fractional derivative of variable order $u(t)$ for $y(t) \in C(J, \mathbb{R})$, defined as (1.3), can be formulated as a sum of the left Caputo fractional derivative operators of constant orders $u_{k} \in \mathbb{R}$ which takes the form

$$
\begin{equation*}
{ }^{c} D_{a^{+}}^{u(t)} y(t)=\sum_{k=1}^{i-1} \int_{T_{k-1}}^{T_{k}} \frac{(t-s)^{-u_{k}}}{\Gamma\left(1-u_{k}\right)} y^{\prime}(s) d s+\int_{T_{i-1}}^{t} \frac{(t-s)^{-u_{i}}}{\Gamma\left(1-u_{i}\right)} y^{\prime}(s) d s \tag{5.2}
\end{equation*}
$$

Thus, the equation of the Caputo fractional differential equation of variable order (5.1) can be reformulated for each $t \in J_{i}, i=1,2, \ldots, n$ in the following structure

$$
\begin{equation*}
\sum_{k=1}^{i-1} \int_{T_{k-1}}^{T_{k}} \frac{(t-s)^{-u_{k}}}{\Gamma\left(1-u_{k}\right)} y^{\prime}(s) d s+\int_{T_{i-1}}^{t} \frac{(t-s)^{-u_{i}}}{\Gamma\left(1-u_{i}\right)} y^{\prime}(s) d s=f(t, y(t)) \tag{5.3}
\end{equation*}
$$

Let the function $\tilde{y} \in E_{i}$ be so that $\tilde{y}(t) \equiv 0$ on $t \in\left[a, T_{i-1}\right]$ and it satisfied the above integral equation (5.3). In such a situation, (5.3) is converted to the standard constant order fractional differential equation as

$$
{ }^{c} D_{T_{i-1}^{+}}^{u_{i}} \tilde{y}(t)=f(t, \tilde{y}(t)), \quad t \in J_{i} .
$$

In accordance with above equation for each $i=1,2, \ldots, n$, we have the auxillary fractional boundary value problem (FBVP) equipped with Caputo constant order operator

$$
\left\{\begin{array}{l}
{ }^{c} D_{T_{i-1}^{+}}^{u_{i}} y(t)=f(t, y(t)), \quad t \in J_{i}  \tag{5.4}\\
y\left(T_{i-1}\right)=y\left(T_{i}\right)
\end{array}\right.
$$

A resonance problem is a boundary problem in which the corresponding homogeneous BVP has a non-trivial solution. Hence, we consider the homogeneous version of the given equivalent constant order FBVP (5.4) by

$$
\left\{\begin{array}{l}
{ }^{c} D_{T_{i-1}^{+}}^{u_{i}} y(t)=0, \quad t \in J_{i},  \tag{5.5}\\
y\left(T_{i-1}\right)=y\left(T_{i}\right) .
\end{array}\right.
$$

The homogeneous constant order FBVP (5.5) has nontrivial solution $y(t)=c$ which converts the equivalent constant order FBVP (5.4) to a resonance fractional boundary
value problem.
Let $X=\left\{y \in E_{i}: y(t)=I_{T_{i-1}^{+}}^{u_{i}} v(t): v \in E_{i}, t \in J_{i}\right\}$ with the norm

$$
\|y\|_{X}=\|y\|_{E_{i}}
$$

Let $L: \operatorname{Dom}(L) \subseteq X \rightarrow E_{i}$ an $N: X \rightarrow E_{i}$ are defined as

$$
\begin{equation*}
L[y(t)]:={ }^{c} D_{T_{i-1}^{+}}^{u_{i}} y(t), \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
N[y(t)]:=f(t, y(t)), \quad t \in J_{i} \tag{5.7}
\end{equation*}
$$

where

$$
\operatorname{Dom}(L)=\left\{y \in X:{ }^{c} D_{T_{i-1}^{+}}^{u_{i}} y \in E_{i} \quad \text { and } \quad y\left(T_{i-1}\right)=y\left(T_{i}\right)\right\} .
$$

Then the equivalent constant order resonance FBVP (5.4) can be reformulated by the equation $L y=N y$.

Theorem 5.1 If the condition (H2) holds, then the equivalent constant order resonance FBVP (5.4) has at least one solution.

Proof. The proof will be followed in a sequence of steps.
Step 1: We show that

$$
\operatorname{ker}(L)=\{c: c \in \mathbb{R}\}
$$

and

$$
i m g(L)=\left\{y \in E_{i}: \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1} y(s) d s=0\right\}
$$

Let $L$ defined by (5.6) be such that for $t \in J_{i}$ and by Lemma 1.5, the equation $L[y(t)]=$ ${ }^{c} D_{T_{i-1}^{+}}^{u_{i}} y(t)=0$ has the solution $y(t)=c, c \in \mathbb{R}$. Then

$$
\operatorname{ker}(L)=\{y(t)=c: c \in \mathbb{R}\}
$$

On the other hand, for $v \in \operatorname{img}(L)$, there exists $y \in \operatorname{Dom}(L)$ such that $v=L y \in E_{i}$. By Lemma 1.6, for any $t \in J_{i}$, we have

$$
y(t)=y\left(T_{i-1}\right)+\frac{1}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{t}(t-s)^{u_{i}-1} v(s) d s
$$

Since $y \in \operatorname{Dom}(L), v$ satisfies

$$
\frac{1}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1} v(s) d s=0
$$

Also, assume that $v \in E_{i}$ satisfies

$$
\int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1} v(s) d s=0
$$

Let $y(t)=I_{T_{i-1}^{+}}^{u_{i}} v(t)$. Then $v(t)={ }^{c} D_{T_{i-1}^{+}}^{u_{i}} y(t)$ and so $y \in \operatorname{Dom}(L)$. Hence, $v \in \operatorname{img}(L)$, so

$$
i m g(L)=\left\{y \in E_{i}: \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1} y(s) d s=0\right\}
$$

Step 2: $L$ is a Fredholm operator of index zero.
The linear continuous projector operators $P: X \rightarrow X$ and $Q: E_{i} \rightarrow E_{i}$ can be considered by the following forms

$$
P y=y\left(T_{i-1}\right), \quad Q v=\frac{u_{i}}{\left(T_{i}-T_{i-1}\right)^{u_{i}}} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1} v(s) d s
$$

Clearly, $\operatorname{img}(P)=\operatorname{ker}(L)$ and $P^{2}=P$. It follows that for any $y \in X$,

$$
y=(y-P y)+P y,
$$

i.e., $X=\operatorname{ker}(P)+\operatorname{ker}(L)$. A simple computation shows that $\operatorname{ker}(P) \cap \operatorname{ker}(L)=0$. Therefore, $X=\operatorname{ker}(P) \oplus \operatorname{ker}(L)$. A similar argument shows that for every $v \in E_{i}$, $Q^{2} v=Q v$ and $v=(v-Q(v))+Q(v)$, where $(v-Q(v)) \in \operatorname{ker}(Q)=\operatorname{img}(L)$.

From $\operatorname{img}(L)=\operatorname{ker}(Q)$ and $Q^{2}=Q$, we have

$$
i m g(L) \cap i m g(Q)=0
$$

Then, $E_{i}=i m g(L) \oplus i m g(Q)$.
In this case,

$$
\operatorname{dim}(\operatorname{ker}(L))=\operatorname{dim} \operatorname{img}(Q)=\operatorname{codim}(\operatorname{img}(L))
$$

The obtained result shows that $L$ is a Fredholm operator of index zero.
Step 3: $L_{P}^{-1}=\left(\left.L\right|_{\operatorname{Dom}(L) \cap \operatorname{ker}(P)}\right)^{-1}\left(\right.$ the inverse of $\left.\left.L\right|_{\operatorname{Dom}(L) \cap k e r(P)}\right)$.
Clearly, $L_{P}^{-1}: \operatorname{img}(L) \rightarrow \operatorname{Dom}(L) \cap \operatorname{ker}(P)$ satisfies

$$
L_{P}^{-1}(v)(t)=I_{T_{i-1}}^{u_{i}} v(t) .
$$

Let $v \in i m g(L)$. Then

$$
\begin{equation*}
L L_{P}^{-1}(v)={ }^{c} D_{T_{i-1}}^{u_{i}}\left(I_{T_{i-1}}^{u_{i}} v\right)=v \tag{5.8}
\end{equation*}
$$

Furthermore, for $y \in \operatorname{Dom}(L) \cap \operatorname{ker}(P)$, we get

$$
L_{P}^{-1}(L(y(t)))=I_{T_{i-1}^{+}}^{u_{i}}\left({ }^{c} D_{T_{i-1}^{+}}^{u_{i}} y(t)\right)=y(t)-y\left(T_{i-1}\right) .
$$

Since $y \in \operatorname{Dom}(L) \cap \operatorname{ker}(P)$, we know that $y\left(T_{i-1}\right)=0$. Thus

$$
\begin{equation*}
L_{P}^{-1}(L(y(t)))=y(t) \tag{5.9}
\end{equation*}
$$

Combining (5.8) and (5.9) shows that $L_{P}^{-1}=\left(\left.L\right|_{\text {Dom }(L) \cap k e r(P)}\right)^{-1}$.
Step 4: On every bounded and open set $\Omega \subset X, N$ is $L$-compact.
Define $\Omega=\left\{y \in X:\|y\|_{X}<M\right\}$ as a bounded and open set, where $M>0$. The proof of this step will be done in three claims.

Claim 1: $Q N$ is continuous.
This property for $Q N$ is derived due to the imposed conditions on the nonlinear function $f$ and the Lebesgue dominated convergence criterion, immediately.

Claim 2: $Q N(\bar{\Omega})$ is bounded.
Now, for each $y \in \bar{\Omega}$ and for all $t \in J_{i}$, we have

$$
\begin{aligned}
|Q N(y)(t)| \leq & \frac{u_{i}}{\left(T_{i}-T_{i-1}\right)^{u_{i}}} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1}|f(s, y(s))| d s \\
\leq & \frac{u_{i}}{\left(T_{i}-T_{i-1}\right)^{u_{i}}} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1}|f(s, y(s))-f(s, 0)| d s \\
& +\frac{u_{i}}{\left(T_{i}-T_{i-1}\right)^{u_{i}}} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1}|f(s, 0)| d s \\
\leq & f^{*}+\frac{u_{i}}{\left(T_{i}-T_{i-1}\right)^{u_{i}}} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1} s^{-\delta}(K|y(s)|) d s \\
\leq & f^{*}+M K T_{i-1}^{-\delta},
\end{aligned}
$$

by assuming $f^{*}=\sup _{t \in J_{i}}|f(t, 0)|$. Thus,

$$
\|Q N(y)\|_{E_{i}} \leq f^{*}+M K T_{i-1}^{-\delta}:=R>0
$$

This shows that $Q N(\bar{\Omega}) \subseteq E_{i}$ is bounded.
Claim 3: $L_{P}^{-1}(I-Q) N: \bar{\Omega} \rightarrow X$ is completely continuous.
By considering the existing hypotheses in relation to Ascoli-Arzelà theorem, it is necessary that we prove two properties of the boundedness and equi-continuity for
$L_{P}^{-1}(I-Q) N(\bar{\Omega}) \subset X$. At first, for each $y \in \bar{\Omega}$ and for all $t \in J_{i}$, we have

$$
\begin{aligned}
L_{P}^{-1}(I-Q) N y(t)= & L_{P}^{-1}(N y(t)-Q N y(t)) \\
= & I_{T_{i-1}^{+}}^{u_{i}}\left[f(t, y(t))-\frac{u_{i}}{\left(T_{i}-T_{i-1}\right)_{i}^{u}} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1} f(s, y(s))\right] d s \\
= & \frac{1}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{t}(t-s)^{u_{i}-1} f(s, y(s)) d s \\
& -\frac{t^{u_{i}}}{\left(T_{i}-T_{i-1}\right)^{u_{i}} \Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1} f(s, y(s)) d s
\end{aligned}
$$

Further, for each $y \in \bar{\Omega}$ and for all $t \in J_{i}$, we get

$$
\begin{aligned}
\left|L_{P}^{-1}(I-Q) N y(t)\right| \leq & \frac{2}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1}|f(s, y(s))-f(s, 0)| d s \\
& +\frac{2}{\Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{T_{i}}\left(T_{i}-s\right)^{u_{i}-1}|f(s, 0)| d s \\
\leq & {\left[f^{*}+M K T_{i-1}^{-\delta}\right] \frac{2\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}:=B }
\end{aligned}
$$

So

$$
\left\|L_{P}^{-1}(I-Q) N y\right\|_{E_{i}} \leq B
$$

which gives the uniform boundedness of $L_{P}^{-1}(I-Q) N(\bar{\Omega})$ in $X$.
To prove the equi-continuity of $L_{P}^{-1}(I-Q) N(\bar{\Omega})$, notice that for $T_{i-1} \leq t_{1} \leq t_{2} \leq T_{i}$ and $y \in \bar{\Omega}$, we get

$$
\begin{aligned}
\mid L_{P}^{-1}(I-Q) N y\left(t_{2}\right) & -L_{P}^{-1}(I-Q) N y\left(t_{1}\right) \left\lvert\, \leq \frac{f^{*}+T_{i-1}^{-\delta} M K}{\Gamma\left(u_{i}\right)}\left[\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{u_{i}-1} d s\right.\right. \\
& \left.+\int_{T_{i-1}}^{t_{1}}\left|\left(t_{2}-s\right)^{u_{i}-1}-\left(t_{1}-s\right)^{u_{i}-1}\right| d s\right]+\left[\frac{T_{i-1}^{-\delta} M K+f^{*}}{\Gamma\left(u_{i}+1\right)}\right]\left(t_{2}^{u_{i}}-t_{1}^{u_{i}}\right)
\end{aligned}
$$

The right-hand side of above inequality tends to zero as $t_{1} \rightarrow t_{2}$. Thus, $L_{P}^{-1}(I-Q) N(\bar{\Omega})$ is equicontinuous in $X$.
On the basis of the Ascoli-Arzelà theorem, $L_{P}^{-1}(I-Q) N(\bar{\Omega})$ is relatively compact. In accordance with the steps 1 to 3 , we can follow that $N$ is $L$-compact in $\bar{\Omega}$.

Step 5 : There exists $A>0($ not depending on $\lambda)$ so that if

$$
\begin{equation*}
L(y)-N(y)=-\lambda[L(y)+N(-y)], \quad \lambda \in(0,1] \tag{5.10}
\end{equation*}
$$

then $\|y\|_{X} \leq A$.
By the condition (H2) and for each $y \in X$ satisfying (5.10), we get

$$
L(y)-N(y)=-\lambda L(y)-\lambda N(-y)
$$

So

$$
\begin{equation*}
\mathrm{£}(y)=\frac{1}{1+\lambda} N(y)-\frac{\lambda}{1+\lambda} N(-y) \tag{5.11}
\end{equation*}
$$

By (5.11), and for all $t \in J_{i}$, we get

$$
y(t)=\frac{1}{1+\lambda} L_{P}^{-1} N y(t)-\frac{\lambda}{1+\lambda} L_{P}^{-1} N(-y(t))
$$

and so

$$
\begin{aligned}
|y(t)| \leq & \frac{1}{(1+\lambda) \Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{t}(t-s)^{u_{i}-1}|f(s, y(s))-f(s, 0)| d s \\
& +\frac{\lambda}{(1+\lambda) \Gamma\left(u_{i}\right)} \int_{T_{i-1}}^{t}(t-s)^{u_{i}-1}|f(s,-y(s))-f(s, 0)| d s \\
& +\frac{f^{*}\left(T_{i}-T_{i-1}\right)^{u_{i}}}{(1+\lambda) \Gamma\left(u_{i}+1\right)}+\frac{\lambda f^{*}\left(T_{i}-T_{i-1}\right)^{u_{i}}}{(1+\lambda) \Gamma\left(u_{i}+1\right)} \\
\leq & \left(\frac{1}{1+\lambda}+\frac{\lambda}{1+\lambda}\right) \frac{T_{i-1}^{-\delta}\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\left(K\|y\|_{E_{i}}\right)+\left(\frac{1}{1+\lambda}+\frac{\lambda}{1+\lambda}\right) \frac{f^{*}\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)} \\
= & \frac{K T_{i-1}^{-\delta}\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}\|y\|_{E_{i}}+\frac{f^{*}\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)}
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\|y\|_{E_{i}} \leq\left(f^{*}+K T_{i-1}^{-\delta}\|y\|_{E_{i}}\right) \frac{\left(T_{i}-T_{i-1}\right)^{u_{i}}}{\Gamma\left(u_{i}+1\right)} \tag{5.12}
\end{equation*}
$$

and so

$$
\|y\|_{X} \leq \frac{f^{*}}{\frac{\Gamma\left(u_{i}+1\right)}{\left(T_{i}-T_{i-1}\right)^{u_{i}}}-K T_{i-1}^{-\delta}}:=A
$$

Step 6 : There exists a bounded and open set $\Omega \subset X$ such that

$$
L(y)-N(y) \neq-\lambda[L(y)+N(-y)]
$$

for all $y \in \partial \Omega$ and all $\lambda \in(0,1]$.
By the condition (H2) and Step 5, there exists $A>0$ (independent of $\lambda$ ) such that, if $y$ satisfies

$$
L(y)-N(y)=-\lambda[L(y)+N(-y)], \lambda \in(0,1],
$$

then $\|y\|_{X} \leq A$. Thus, if

$$
\begin{equation*}
\Omega=\left\{y \in X:\|y\|_{X}<B\right\} \tag{5.13}
\end{equation*}
$$

then from the condition (H2), it is immediately obtained that the set $\Omega$ introduced by (5.13), is symmetric, $0 \in \Omega$, and $X \cap \bar{\Omega}=\bar{\Omega} \neq \emptyset$.

Furthermore, it is obtained that

$$
L(y)-N(y) \neq-\lambda[L(y)-N(-y)],
$$

for all $y \in \partial \Omega=\left\{y \in X:\|y\|_{X}=B\right\}$ and for all $\lambda \in(0,1]$, where $B>A$.
This together with Theorem 1.1 imply that the equivalent constant order resonance FBVP (5.4) has at least one solution, and this completes the proof.

Now, we complete our deduction on the existence property for solutions of the given Caputo FBVP of variable order (5.1).

Theorem 5.2 Let the conditions (H1), (H2) be satisfied for all $i \in\{1,2, \ldots, n\}$. Then, the Caputo FBVP of variable order (5.1) possesses at least one solution in $C(J, \mathbb{R})$.

Proof. For any $i \in\{1,2, \ldots, n\}$ according to Theorem (5.1), the equivalent constant order resonance FBVP (5.4) possesses at least one solution $\widetilde{y}_{i} \in E_{i}$.
For any $i \in\{1,2, \ldots, n\}$ we define the function

$$
y_{i}= \begin{cases}0, & t \in\left[a, T_{i-1}\right] \\ \widetilde{y}_{i}, & t \in J_{i} .\end{cases}
$$

Thus, the function $y_{i} \in C\left(\left[a, T_{i}\right], \mathbb{R}\right)$ solves the integral equation (5.3) for $t \in J_{i}$, which means that $y_{i}(a)=0, y_{i}\left(T_{i}\right)=\widetilde{y}_{i}\left(T_{i}\right)=0$ and solves (5.3) for $t \in J_{i}, i \in\{1,2, \ldots, n\}$. Then the function,

$$
y(t)=\left\{\begin{array}{l}
y_{1}(t), \quad t \in J_{1}, \\
y_{2}(t)= \begin{cases}0, & t \in J_{1}, \\
\widetilde{y}_{2}, & t \in J_{2},\end{cases} \\
\cdot \\
\cdot \\
y_{n}(t)= \begin{cases}0, & t \in\left[a, T_{n-1}\right] \\
\widetilde{y}_{n}, & t \in J_{n},\end{cases}
\end{array}\right.
$$

is a solution of Caputo fractional differential equation of variable order(5.1) in $C(J, \mathbb{R})$.

### 5.3 Example

Let us consider the following fractional boundary value problem,

$$
\left\{\begin{array}{l}
{ }^{c} D_{0.5^{+}}^{u(t)} y(t)=\frac{\sin y(t)-(y(t)+2) \cos t}{5 \sqrt{1+t}}, \quad t \in J:=[0.5,2]  \tag{5.14}\\
y(0.5)=y(2) .
\end{array}\right.
$$

Let

$$
f(t, y)=\frac{\sin y-(y+2) \cos t}{5 \sqrt{1+t}},(t, y) \in[0.5,2] \times[0,+\infty)
$$

and

$$
u(t)= \begin{cases}\frac{5}{7}, & t \in J_{1}:=[0.5,1]  \tag{5.15}\\ \frac{2}{3}, & \left.\left.t \in J_{2}:=\right] 1,2\right]\end{cases}
$$

Then, we have

$$
\begin{aligned}
t^{\frac{1}{2}}\left|f\left(t, y_{1}\right)-f\left(t, y_{2}\right)\right| & =\left|\frac{t^{\frac{1}{2}}\left(\sin y_{1}-\left(y_{1}+2\right) \cos t\right)}{5 \sqrt{1+t}}-\frac{t^{\frac{1}{2}}\left(\sin y_{2}-\left(y_{2}+2\right) \cos t\right)}{5 \sqrt{1+t}}\right| \\
& \leq \frac{1}{5} \sqrt{\frac{t}{1+t}}\left(\left|\sin y_{1}-\sin y_{2}\right|+|\cos t|\left|y_{1}-y_{2}\right|\right) \\
& \leq \frac{2}{5}\left|y_{1}-y_{2}\right|
\end{aligned}
$$

By (5.15), according to (5.4) we consider two auxiliary for constant order resonance fractional boundary value problem

$$
\left\{\begin{array}{l}
{ }^{c} D_{0.5^{+}}^{\frac{5}{7}} y(t)=\frac{\sin y(t)-(y(t)+2) \cos t}{5 \sqrt{1+t}}, \quad t \in J_{1}  \tag{5.16}\\
y(0.5)=y(1)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
{ }^{c} D_{1+}^{\frac{2}{3}} y(t)=\frac{\sin y(t)-(y(t)+2) \cos t}{5 \sqrt{1+t}}, \quad t \in J_{2}  \tag{5.17}\\
y(1)=y(2)
\end{array}\right.
$$

Hence the condition (H2) holds for $i=1$ with $\delta=\frac{1}{2}$ and $K=\frac{2}{5}$, and

$$
0<K=\frac{2}{5}<\min \left\{1, \frac{T_{0}^{\delta} \Gamma\left(u_{1}+1\right)}{\left(T_{1}-T_{0}\right)^{u_{1}}}\right\}=1
$$

According to Theorem (5.1), the constant order resonance FBVP (5.16) has a solution $\widetilde{y}_{1} \in E_{1}$.
Next, the condition (H2) holds for $i=2$ with $\delta=\frac{1}{2}$ and $K=\frac{2}{5}$, and

$$
0<K=\frac{2}{5}<\min \left\{1, \frac{T_{1}^{\delta} \Gamma\left(u_{2}+1\right)}{\left(T_{2}-T_{1}\right)^{u_{2}}}\right\}=\Gamma\left(\frac{5}{3}\right) \simeq 0.9027
$$

According to Theorem (5.1), the constant order resonance FBVP (5.17) has a solution $\widetilde{y}_{2} \in E_{2}$.
Then, by Theorem 5.2, the Caputo FBVP of variable order (5.14) has a solution as

$$
y(t)= \begin{cases}\widetilde{y}_{1}(t), & t \in J_{1}, \\ y_{2}(t), & t \in J_{2},\end{cases}
$$

where

$$
y_{2}(t)=\left\{\begin{array}{l}
0, \quad t \in J_{1} \\
\widetilde{y}_{2}(t), \quad t \in J_{2}
\end{array}\right.
$$

## Conclusion and Perspectives

In this work we presented results about the existence and uniqueness of solutions for some classes of nonlinear boundary value problem involving the Riemann-Liouville, Caputo and Hadamard fractional differential equations of variable order, which is a piecewise constant function based on the essential difference about the variable order. By using the standard fixed point theorems (Banach contraction principle, Schauder's fixed point, Darbo's fixed point theorem), Kuratowski's measure of noncompactness and Mawhin's continuation theorem we established the existence and uniqueness of solutions and, we study the stability in the sense of Ulam-Hyers-Rassias and in the sense of Ulam-Hyers to our problems. Therefore, all results in this work show a great potential to be applied in various applications of multidisciplinary sciences.
The variable order is important and interesting to all researchers. In other words, in the near future we want to study various classes of implicit nonlinear fractional differential equations in the variable order settings via singular and nonsingular operators, thermostat model,... involving integral conditions or integro-derivative conditions.
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