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## Introduction

Fractional calculus is an extension of the classical notions of primitive and derivation of non-zero integer order to any real order. Although fractional derivation has been defined by several approaches with the names of Grunwald-Letnikov, Riemann-Liouville, Caputo. This notion was introduced in the 17th century when Gottfried Leibniz defined the symbol of the derivation of positive integer order, Guillaume l'Hospital questioned him about the possibility of having an order derivative. This question has attracted the attention of mathematicians including Euler or Lagrange in the 18th century followed by Liouville in 1837, Riemann in 1847 as well as Grunwald in 1867 and Letnikov in 1868. For more historical details, one can consult [41, 49].

Recently, fractional differential equations have been shown to be very useful in the study of models of many phenomena in various fields of science and engineering, such as physics, chemistry, biology, signal and image processing, biophysics, blood flow phenomena, control theory, economics, aerodynamics and fitting of experimental data. For examples and recent development of the topic, see [52, 31] and references cited therein. However, the literature on Hadamard type fractional differential equations is not enriched yet. The fractional derivative due to Hadamard, introduced in 1892 [17], differs from the Riemann-Liouville and Caputo type fractional derivatives in the sense that the kernel of the integral in the definition of Hadamard derivative contains logarithmic function of arbitrary exponent. A detailed description of Hadamard fractional derivative and integral can be found in [52, 7, 8] and references cited therein.

The Langevin equation (first formulated by Langevin in 1908) is found to be an effective tool to describe the evolution of physical phenomena in fluctuating environments [12]. For some new developments on the fractional Langevin equation, see, for example, [32, 1].

Probabilistic functional analysis is an important mathematical area of research due to its applications to probabilistic models in applied problems. Random operator theory is needed for the study of various classes of random equations. Indeed, in many cases the mathematical models or equations used to describe phenomena in the biological, physical, engineering and systems sciences contain certain parameters or coefficients which have specific interpretations, but whose values are unknown. Therefore, it is more realistic to consider such equations as random operator equations. These equations are much more difficult to handle mathematically than deterministic equations. Important contributions to the study of the mathematical aspects of such random equations have been undertaken in [5, 58, 43] among others.

In the following we give an outline of our thesis organization.
The first chapter gives some notations, definitions, lemmas and fixed point theorems which are used throughout this thesis.

In chapter 2, we establish the existence of solutions for a problem of Langevin fractional differential inclusions with nonlocal fractional integral conditions via Caputo-Hadamard derivative. Both cases of convex and nonconvex valued right hand sides are considered. We consider a problem of fractional differential inclusions as follows:

$$
\left\{\begin{align*}
D^{\alpha}\left(D^{\beta}+\lambda\right) x(t) & \in F(t, x(t))  \tag{1}\\
\sum_{i=1}^{m} \theta_{i} I^{\mu_{i}} x\left(\eta_{i}\right) & =\sum_{j=1}^{n} \phi_{j} I^{\gamma_{j}} x\left(\xi_{j}\right) \\
\sum_{k=1}^{p} \varepsilon_{k} I^{\varsigma^{\kappa}} x\left(\psi_{k}\right) & =\sum_{l=1}^{q} \Xi_{l} I^{\tau_{l}} x\left(\varphi_{l}\right)
\end{align*}\right.
$$

where $D^{\rho}$ denotes the Hadamard Caputo-type fractional derivative of order $\rho \in\{\alpha, \beta\}$ with $0<\alpha, \beta<1,1<\alpha+\beta<2, \lambda$ is a given constant, $I^{r}$ is the Hadamard fractional integral of order $r>0, r \in\left\{\mu_{i}, \gamma_{j}, \varsigma_{k}, \tau_{l}\right\}$ the constants $\eta_{i}, \xi_{j}, \psi_{k}, \varphi_{l} \in(1, e)$ and $\theta_{i}, \phi_{j}, \varepsilon_{k}, \Xi_{l} \in \mathbb{R}$, for all $i=1,2, \ldots, m, j=1,2, \ldots, n$, $k=1,2, \ldots, p, l=1,2, \ldots, q$ and $F:[1, e] \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ is a given function.

In chapter 3, we give some variants of random Perov, Schauder, Kras noselskii and Leray-Schauder-type fixed point theorems in generalized Banach spaces. The results are used to prove the existence of solution for random differential equations with initial and boundary conditions.

In the last chapter, we consider the system of random fractional differential equations with boundary conditions in the following form:

$$
\left\{\begin{align*}
D^{\alpha}\left(D^{\beta}+\lambda_{1}\right) x(t, \omega) & =f(t, x(t, \omega), y(t, \omega), \omega)  \tag{2}\\
D^{\gamma}\left(D^{\sigma}+\lambda_{2}\right) y(t, \omega) & =g(t, x(t, \omega), y(t, \omega), \omega) \\
\sum_{i=1}^{m} \theta_{i} I^{\mu_{i}} x\left(\eta_{i}, \omega\right) & =\sum_{j=1}^{n} \phi_{j} I^{\gamma_{j}} x\left(\xi_{j}, \omega\right) \\
\sum_{k=1}^{p} \varepsilon_{k} I^{\varsigma_{k}} x\left(\psi_{k}, \omega\right) & =\sum_{l=1}^{q} \nu_{l} I^{\tau_{l}} x\left(\varphi_{l}, \omega\right) \\
\sum_{i=1}^{m} \overline{\theta_{i}} I^{\overline{\mu_{i}}} y\left(\overline{\eta_{i}}, \omega\right) & =\sum_{j=1}^{n} \overline{\phi_{j}} I^{\overline{\gamma_{j}}} y\left(\overline{\xi_{j}}, \omega\right) \\
\sum_{k=1}^{p} \overline{\varepsilon_{k}} I^{\varsigma_{k}} y\left(\overline{\psi_{k}}, \omega\right) & =\sum_{l=1}^{q} \overline{\nu_{l}} I^{\bar{\tau}_{l}} y\left(\overline{\varphi_{l}}, \omega\right)
\end{align*}\right.
$$

where $D^{\rho}$ denotes the Hadamard Caputo-type fractional derivative of order $\rho \in\{\alpha, \beta, \gamma, \sigma\}$ with $0<\alpha, \beta, \gamma, \sigma<1,1<\alpha+\beta<2,1<\gamma+\sigma<2, \lambda_{1}, \lambda_{2}$ are given constants, $I^{r}$ is the Hadamard fractional integral of order $r>0, r \in\left\{\mu_{i}, \gamma_{j}, \varsigma_{k}, \tau_{l}, \overline{\mu_{i}}, \overline{\gamma_{j}}, \overline{\varsigma_{k}}, \overline{\tau_{l}}\right\}$ the constants $\eta_{i}, \xi_{j}, \psi_{k}, \varphi_{l}, \overline{\eta_{i}}, \overline{\xi_{j}}, \overline{\psi_{k}}, \overline{\varphi_{l}} \in(1, e)$ and $\theta_{i}, \phi_{j}, \varepsilon_{k}, \nu_{l}, \overline{\theta_{i}}, \overline{\phi_{j}}, \overline{\varepsilon_{k}}, \overline{\nu_{l}} \in \mathbb{R}$, for all $i=1,2, \ldots, m, j=1,2, \ldots, n, k=1,2, \ldots, p, l=1,2, \ldots, q$ and $f, g$ : $[1, e] \times \mathbb{R}^{m} \times \mathbb{R}^{m} \times \Omega \rightarrow \mathbb{R}^{m}$ are given fonctions. $(\Omega, \mathcal{A})$ is a measurable space.

## Chapter 1

## Preliminaries

In this chapter, we introduce notations, definitions and preliminary facts that will be used in the remainder of this survey paper.

### 1.1 Some Notations and Definitions

Let $J=[1, e]$. By $C(J, \mathbb{R})$, we denote the Banach space of all continuous functions from $J$ into $\mathbb{R}$ with the norm

$$
\|y\|_{\infty}:=\sup \{|y(t)|: t \in J\} .
$$

$L^{1}(J, \mathbb{R})$ denotes the Banach space of measurable functions $y: J \rightarrow \mathbb{R}$ that are Lebesgue integrable with the norm

$$
\|y\|_{L^{1}}=\int_{0}^{T}|y(t)| d t
$$

$A C(J, \mathbb{R})$ denotes the space of functions $y: J \longrightarrow \mathbb{R}$ that are absolutely continuous and $A C^{1}(J, \mathbb{R})$ is the space of differentiable functions whose first derivative $y^{\prime}$ is absolutely continuous.

### 1.2 Multi-valued analysis

Let $(E,\|\cdot\|)$ be a Banach space. We define the following subsets of $\mathcal{P}(E)$ :

$$
\begin{aligned}
& P_{c l}(E)=\{Y \in \mathcal{P}(E): Y \text { is closed }\}, \\
& P_{b}(E)=\{Y \in \mathcal{P}(E): Y \text { is bounded }\}, \\
& P_{c p}(E)=\{Y \in \mathcal{P}(E): Y \text { is compact }\} \\
& P_{c v}(E)=\{Y \in \mathcal{P}(E): Y \text { is convex }\} \\
& P_{c p, c v}(E)=P_{c p}(E) \cap P_{c v}(E) .
\end{aligned}
$$

Definition 1.2.1. A multivalued map $G: E \rightarrow \mathcal{P}(E)$ is said to be convex (closed) valued if $G(x)$ is convex (closed) for all $x \in E$. A multivalued map $G$ is bounded on bounded sets if $G(B)=\cup_{x \in B} G(x)$ is bounded in $E$ for all $B \in P_{b}(E)$ (i.e. $\sup _{x \in B}\{\sup \{|y|: y \in G(x)\}$ exists).

Definition 1.2.2. A multivalued map $G: E \rightarrow \mathcal{P}(E)$ is called upper semi-continuous (u.s.c.) on $E$ if for each $x_{0} \in E$, the set $G\left(x_{0}\right)$ is a nonempty closed subset of $E$, and for each open set $N$ of $E$ containing $G\left(x_{0}\right)$, there exists an open neighborhood $N_{0}$ of $x_{0}$ such that $G\left(N_{0}\right) \subset N . G$ is said to be completely continuous if $G(B)$ is relatively compact for every $B \in P_{b}(\mathbb{R})$.

Definition 1.2.3. Let $G: X \rightarrow \mathcal{P}(E)$ be completely continuous with nonempty compact values. Then $G$ is u.s.c. if and only if $G$ has a closed graph (i.e. $x_{n} \rightarrow x_{*}, y_{n} \rightarrow y_{*}, y_{n} \in$ $G\left(x_{n}\right)$ imply $\left.y_{*} \in G\left(x_{*}\right)\right)$. G has a fixed point if there is $x \in E$ such that $x \in G(x)$.

We denote by FixG the fixed point set of the multivalued operator $G$.
Definition 1.2.4. A multivalued map $G: J \rightarrow P_{c l}(E)$ is said to be measurable if for every $y \in E$, the function:

$$
t \rightarrow d(y, G(t))=\inf \{\|y-z\|: z \in G(t)\}
$$

is measurable.
Definition 1.2.5. A multivalued map $F: J \times E \rightarrow \mathcal{P}(E)$ is said to be Carathéodory if:
(1) $t \rightarrow F(t, u)$ is measurable for each $u \in E$
(2) $u \rightarrow F(t, u)$ is upper semicontinuous for almost all $t \in J$.
$F$ is said to be $L^{1}$-Carathéodory if (1), (2) and the following condition holds:
(3) For each $q>0$, there exists $\varphi_{q} \in L^{1}\left(J, \mathbb{R}^{+}\right)$such that

$$
\|F(t, u)\|_{\mathcal{P}}=\sup \{\|v\|: v \in F(t, u)\} \leq \varphi_{q} \quad ; \text { for all }\|u\| \leq q \quad \text { and for a.e. } t \in J .
$$

For each $y \in C(J, \mathbb{R})$, define the set of selections of $F$ by

$$
S_{F, y}=\left\{v \in L^{1}(J): v(t) \in F(t, y(t)) \text { a.e. } t \in J\right\} .
$$

## Lemma 1.2.1.

Let $E$ be a Banach space. Let $F: J \times E \longrightarrow P_{c p, c}(E)$ be an $L^{1}$-Carathéodory multivalued map with $S_{F, y} \neq 0$ and let $\Gamma$ be a linear continuous mapping from $L^{1}(J, E)$ into $C(J, E)$, then the operator

$$
\begin{array}{ccc}
\Gamma \circ S_{F}: C(J, E) & \longrightarrow & P_{c p, c}(C(J, E)), \\
y & \longmapsto & \left(\Gamma \circ S_{F}\right)(y):=\Gamma\left(S_{F, y}\right)
\end{array}
$$

is a closed graph operator in $C(J, E) \times C(J, E)$.
Lemma 1.2.2. [66] Let $G$ be a completely continuous multivalued map with nonempty compact values, then $G$ is u.s.c. if and only if $G$ has a closed graph.

Lemma 1.2.3. (Nonlinear alternative for Kakutani maps).
Let $E$ be a Banach space, $C$ a closed convex subset of $E, U$ an open subset of $C$ and $0 \in U$. Suppose that $N: U \longrightarrow P_{c p, c}(C)$ is an upper semicontinuous compact map. Then either
(i) $N$ has a fixed point in $U$, or
(ii) there is a $y \in \partial U$ and $\lambda \in(0,1)$ with $y \in \lambda N(y)$;

Let $(E, d)$ be a metric space induced from the normed space $(\|\cdot\|)$. The function $H_{d}: \mathcal{P}(E) \times \mathcal{P}(E) \rightarrow \mathbb{R}_{+} \cup\{\infty\}$ given by:

$$
H_{d}(A, B)=\max \left\{\sup _{a \in A} d(a, B), \sup _{b \in B} d(A, b)\right\}
$$

is known as the Hausdorff-Pompeiu metric.

## Definition 1.2.6.

A multivalued operator $N: E \longrightarrow P_{c l}(E)$ is called
(i) $\gamma$-Lipschitz if and only if there exists $\gamma>0$ such that

$$
H_{d}(N(x), N(y)) \leq \gamma d(x, y), \text { for each } x, y \in E,
$$

(ii) a contraction if and only if it is $\gamma$-Lipschitz with $\gamma<1$.

Lemma 1.2.4. (Covitz and Nadler [10])
Let $(E, d)$ be a complete metric space. If $N: X \longrightarrow P_{c l}(E)$ is a contraction, then Fix $N \neq \varnothing$.

For more details on multivalued maps see the books of Aubin and Cellina [3], Aubin and Frankowska [13] and Castaing and Valadier [14.

### 1.3 Fractional Calculus

## The Gamma Function

One of the basic tools of fractional calculus is the Gamma function which naturally extends the factorial to positive real numbers (and even to complex numbers with positive real parts).

## Definition 1.3.1.

Let $x \in \mathbb{R}^{+}-\{0\}$, the Gamma function is given by:

$$
F(x)=\int_{0}^{+\infty} e^{-t} t^{x-1} d t
$$

(this integral is convergent for all $r>0$ ).

## Proposition 1.3.1.

For all $x>0$, and for all $n \in \mathbb{N}-\{0\}$, we have:

1) $\Gamma\left(0_{+}\right)=+\infty$,
2) $\Gamma(x+1)=x \Gamma(x)$,
3) $\Gamma(n)=(n-1)$ !,
4) $\Gamma\left(n+\frac{1}{2}\right)=\frac{\sqrt{\pi}}{2^{n}}$,
5) $\Gamma(x)=\lim _{n \longrightarrow+\infty} \frac{n!n^{x}}{x(x+1) \cdots(x+n)}$.

Special cases :
6) $\Gamma(1)=\Gamma(2)=\int_{0}^{+\infty} e^{-t} t^{1-1} d x=1$.
7) $\Gamma\left(\frac{1}{2}\right)=\sqrt{\Pi}$.

## The Beta Function

Among the basic functions of fractional compute Beta function, this function plays an important role specially in some combination with Gamma function.

Definition 1.3.2. The function $(x, y) \longrightarrow \beta(x, y), \operatorname{Re}(x)>0, \operatorname{Re}(y)>0$, defined by $\beta(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t$ is called the Beta function.

There is relation between Gamma and Beta functions given in the relation:

$$
\beta(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} .
$$

It should also be mentioned that the Beta function is symmetric, i.e.,

$$
\beta(x, y)=\beta(y, x) .
$$

## The Mittag-Leffler Function

The exponential function $e^{z}$ plays a very important role in the theory of integer-order differential equations. Its one-parameter generalization, the Mittag-Leffler function which is denoted by :

$$
E_{\alpha}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+1)} .
$$

Definition 1.3.3. A two-parameter function of the Mittag-Leffler type is defined by the series expansion :

$$
E_{\alpha, \beta}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+\beta)} .
$$

It follows from the definition that

$$
E_{1,1}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(k+1)}=\sum_{k=0}^{\infty} \frac{z^{k}}{k!}=e^{z} .
$$

## Theorem 1.3.1. (Cauchy formula for repeated integration.)

Let $f$ be some continuous function on the interval $[a, b]$. The $n$-th repeated integral of $f$ based at a,

$$
f^{(-n)}(t)=\int_{a}^{t} \int_{a}^{s_{1}} \cdots \int_{a}^{s_{n-1}} f\left(s_{n}\right) d s_{n} d s_{n-1} \cdots d s_{2} d s_{1}
$$

is given by single integration

$$
f^{(-n)}(t)=\frac{1}{(n-1)!} \int_{a}^{t}(t-s)^{n-1} f(s) d s
$$

From this formula the definition of fractional integral is constructed, so we can take an integral of any real degree. Replacing $(n-1)$ ! by $\Gamma(n)$ and the power in the integrand with some $\alpha \in \mathbb{R}$, we have Riemann-Liouville fractional integral.

## Definition 1.3.4. [22]

The fractional (arbitrary) order integral of the function $h \in L^{1}[a, b]$ of order $\alpha \in \mathbb{R}$ is defined by

$$
I_{a}^{(\alpha)} h(t)=\int_{a}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} h(s) d s
$$

where $\Gamma$ is the gamma function. When $a=0$ we write $I^{(\alpha)} h(t)=h(t) * \varphi_{\alpha}(t)$, where $\varphi_{\alpha}(t)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}$ for $t>0$, and $\varphi_{\alpha}(t)=0$ for $t \leq 0$, and $\varphi_{\alpha} \longrightarrow \delta(t)$ as $\alpha \longrightarrow 0$, where $\delta$ is the delta function.

## Theorem 1.3.2.

For $h \in L^{1}[a, b]$, the fractional Riemann-Liouville integral has the following property:

$$
I_{a}^{(\alpha)}\left[I_{a}^{(\beta)} h(x)\right]=I_{a}^{(\alpha+\beta)} h(x) \text { four } \alpha>0, \beta>0
$$

Proof.
The proof follows directly from the definition

$$
I_{a}^{(\alpha)}\left[I_{a}^{(\beta)} h(x)\right]=\frac{1}{\Gamma(\alpha) \Gamma(\beta)} \int_{a}^{x} \frac{d t}{(s-t)^{\alpha-1}} \int_{a}^{x} \frac{h(u)}{(t-u)^{1-\beta}} d u .
$$

Or $h \in L^{1}[a, b]$, according to Fubini's theorem and by the change $t=u+s(x-u)$ we get

$$
I_{a}^{(\alpha)}\left[I_{a}^{(\beta)} h(x)\right]=\frac{\mathcal{B}(\alpha, \beta)}{\Gamma(\alpha) \Gamma(\beta)} \int_{a}^{x} \frac{h(u)}{(t-u)^{1-\beta}} d u=I_{a}^{(\alpha+\beta)} h(x)
$$

where $\mathcal{B}(\alpha, \beta)$ denotes the Beta function, the proof is complete.

## Proposition 1.3.2.

- $I_{a}^{0} h(t)=h(t)$
- the integral operator $I_{a}^{0}$ is linear.


## Example:

Let $h(t)=(t-a)^{m}$ where $m>-1$

$$
\begin{aligned}
I_{a}^{(\alpha)} h(t) & =\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-s)^{\alpha-1} h(s) d s \\
& =\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-s)^{\alpha-1}(s-a)^{m} d s
\end{aligned}
$$

Using a change of variable $s=a+(t-a) x$ we obtain,

$$
\begin{aligned}
I_{a}^{\alpha} h(t) & =\frac{(t-a)^{m+\alpha}}{\Gamma(\alpha)} \int_{a}^{t}(1-x)^{\alpha-1} x^{m} d s \\
& =\frac{(t-a)^{m+\alpha}}{\Gamma(\alpha)} \mathcal{B}(\alpha, m+1) \\
& =\frac{(t-a)^{m+\alpha} \Gamma(\alpha) \Gamma(m+1)}{\Gamma(\alpha) \Gamma(\alpha+m+1)},
\end{aligned}
$$

then

$$
I_{a}^{(\alpha)} h(t)=\frac{\Gamma(m+1)}{\Gamma(\alpha+m+1)}(t-a)^{m+\alpha}
$$

## Definition 1.3.5. (Riemann-Liouville fractional derivative).

Let $f \in L^{1}[a, b]$ be an integrable function on $[a, b]$, the fractional derivative in the Riemann-Liouville sens of the function of $f$ order $\alpha$ is noted ${ }^{R L} D_{a}^{\alpha} f$ and defined by:

$$
\begin{aligned}
{ }^{R L} D_{a}^{\alpha} f(x) & =\frac{1}{\Gamma(n-\alpha)}\left(\frac{d}{d x}\right)^{n} \int_{a}^{x}(x-t)^{n-\alpha-1} f(t) d t \\
& =\left(\frac{d}{d x}\right)^{n}\left(I^{n-\alpha} f(t)\right) .
\end{aligned}
$$

with $n>\alpha$ a natural integer.

Notation: We denote the operator $D^{n}, n \in \mathbb{N}$, differentiation of the operator of integer order i. e:

$$
D^{n}=\frac{d^{n}}{d t^{n}}
$$

## Remark 1.3.1.

Fractional derivative of Riemann-Liouville is non-commutative i.e:

$$
{ }^{R L} D^{m R L} D^{\alpha} f(t)={ }^{R L} D^{\alpha+m} f(t) \neq \mathcal{}^{R L} D^{\alpha R L} D^{m} f(t)
$$

## Theorem 1.3.3.

Let the functions $f$ and $g$ whose Riemann-Liouville fractional derivatives of order $\alpha$ exist. So for $\lambda, \mu \in \mathbb{R},{ }^{R L} D_{a}^{\alpha}(\lambda f+\mu g)$ exist and we have:

$$
{ }^{R L} D_{a}^{\alpha}(\lambda f+\mu g)=\lambda^{R L} D_{a}^{\alpha} f+\mu^{R L} D_{a}^{\alpha} g
$$

Proof.
Let $f, g \in L^{1}[a, b], \lambda \in \mathbb{R}$, we have:

$$
\begin{aligned}
{ }^{R L} D_{a}^{\alpha} f(t) & =D_{a}^{n} I^{n-\alpha} f(t) \\
{ }^{R L} D_{a}^{\alpha}(\lambda f(t)+g(t)) & =D_{a}^{n} I^{n-\alpha}[\lambda f(t)+g(t)] \\
& =\lambda D_{a}^{n} I^{n-\alpha}[(f+g)(t)] .
\end{aligned}
$$

Since the n-th derivative and the integral are linear then.

$$
\begin{aligned}
{ }^{R L} D_{a}^{\alpha}(\lambda f(t)+g(t)) & =\lambda D_{a}^{n} I^{n-\alpha} f(t)+D_{a}^{n} I^{n-\alpha} g(t) \\
& =\lambda^{R L} D_{a}^{\alpha} f(t)+{ }^{R L} D_{a}^{\alpha} g(t) .
\end{aligned}
$$

The proof is complete.

Example: The Riemann-Liouville fractional derivative of a power function is:

$$
{ }^{R L} D^{\alpha} t^{p}=\frac{\Gamma(p+1)}{\Gamma(p-\alpha+1)} t^{p-\alpha}, \quad n-1<\alpha<n, \quad p>-1, p \in \mathbb{R}
$$

Proof.

$$
{ }^{R L} D^{\alpha} t^{p}=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t}(t-x)^{n-\alpha-1} x^{p} d x
$$

By changing the variable $x=\lambda t$, we will have:

$$
\begin{aligned}
{ }^{R L} D^{\alpha} t^{p} & =\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t}(t(1-\lambda))^{n-\alpha-1}(\lambda t)^{p} t d \lambda \\
& =\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} t^{n-\alpha+p} \int_{0}^{t}(1-\lambda)^{n-\alpha-1} \lambda^{p} d \lambda \\
& =\frac{\Gamma(n-\alpha+p+1) \mathcal{B}(n-\alpha, p+1)}{\Gamma(n-\alpha)} t^{p-\alpha} \\
& =\frac{\Gamma(n-\alpha+p+1) \Gamma(n-\alpha) \Gamma(p+1)}{\Gamma(n-\alpha) \Gamma(p-\alpha+1) \Gamma(n-\alpha+1)} t^{p-\alpha} \\
& =\frac{\Gamma(p+1)}{\Gamma(p-\alpha+1)} t^{p-\alpha}
\end{aligned}
$$

The proof is complete.
Definition 1.3.6. [22]
For a function $h$ given on the interval $[a, b]$, the Caputo fractional-order derivative of $h$, is defined by

$$
\left({ }^{c} D_{a^{+}}^{\alpha} h\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t}(t-s)^{n-\alpha-1} h^{(n)}(s) d s
$$

where $n=[\alpha]+1$.

Lemma 1.3.1. 69]
Let $\alpha>0$, then the differential equation

$$
{ }^{c} D^{\alpha} h(t)=0,
$$

has solutions $h(t)=c_{0}+c_{1} t+c_{2} t^{2}+\cdots+c_{n-1} t^{n-1}, \quad c_{i} \in \mathbb{R}, i=0,1,2, \ldots, n-1, n=[\alpha]+1$.

Lemma 1.3.2. 69]
Let $\alpha>0$, then

$$
I^{\alpha c} D^{\alpha} h(t)=h(t)+c_{0}+c_{1} t+c_{2} t^{2}+\cdots+c_{n-1} t^{n-1}
$$

for some $c_{i} \in \mathbb{R}, i=0,1,2, \ldots, n-1, n=[\alpha]+1$.

## Lemma 1.3.3. (Linearity)

Let $n-1<\alpha<n, n \in \mathbb{N}, \lambda \in \mathbb{C}$ and let $f$ and $g$ such that ${ }^{c} D^{\alpha} f(t)$ and ${ }^{c} D^{\alpha} g(t)$ exists. Caputo fractional derivative is a linear operator i.e:

$$
{ }^{c} D^{\alpha}(\lambda f(t)+g(t))=\lambda^{c} D^{\alpha} f(t)+{ }^{c} D^{\alpha} g(t), \quad t>0
$$

Proof.
We have

$$
\begin{aligned}
{ }^{c} D^{\alpha} f(t) & =I^{n-\alpha} D^{n} f(t) \\
{ }^{c} D^{\alpha}(\lambda f(t)+g(t)) & =I^{n-\alpha} D^{n}[\lambda f(t)+g(t)] \\
& =\lambda I^{n-\alpha} D^{n}[(f+g)(t)] .
\end{aligned}
$$

The n-th derivative and the integral are linear

$$
\begin{aligned}
{ }^{c} D^{\alpha}(\lambda f(t)+g(t)) & =\lambda I^{n-\alpha} D^{n} f(t)+I^{n-\alpha} D^{n} g(t) \\
& =\lambda^{c} D^{\alpha} f(t)+{ }^{c} D^{\alpha} g(t) .
\end{aligned}
$$

The proof is complete.

## Lemma 1.3.4. (Non-commutativity)

We suppose that $n-1<\alpha<n, m, n \in \mathbb{N}, \alpha \in \mathbb{R}$ and let the function $f$ such that ${ }^{c} D^{\alpha} f(t)$ exists, then:

$$
\begin{equation*}
{ }^{c} D^{\alpha}{ }^{c} D^{m} f(t)={ }^{c} D^{\alpha+m} f(t) \not \neq^{c} D^{m}{ }^{c} D^{\alpha} f(t) . \tag{1.1}
\end{equation*}
$$

## Corollary 1.3.1.

Suppose that $n-1<\alpha<n, \beta=\alpha-(n-1),(0<\beta<1), n \in \mathbb{N}, \alpha, \beta \in \mathbb{R}$ and let the function $f$ be such that ${ }^{c} D^{\alpha} f(t)$ exists, then:

$$
{ }^{c} D^{\alpha} f(t)={ }^{c} D^{\beta} D^{n-1} f(t) .
$$

Proof.
We replace $\beta$ by $\alpha$ and $n-1$ by $m$ in (1.1), then:

$$
{ }^{c} D^{\beta} D^{n-1} f(t)={ }^{c} D^{\beta+n-1} f(t)={ }^{c} D^{\alpha-(n-1)+n-1} f(t)={ }^{c} D^{\alpha} f(t) .
$$

The proof is complete.

Definition 1.3.7. [22]

The Hadamard fractional integral of order $\alpha$ for a function $y ; t \in[1,+\infty)$ is defined as

$$
I^{\alpha} y(t)=\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{y(s)}{s} d s, \quad \alpha>0
$$

provided the integral exists.

Example 1.3.1. Let $q>0$, then

$$
I^{q} \log t=\frac{1}{\Gamma(q+2)}(\log t)^{1+q} ; \quad t \in[1,+\infty)
$$

Definition 1.3.8. [22]. The Hadamard derivative of fractional order $\alpha$ for a function $y$ : $[1, \infty) \longrightarrow \mathbb{R}$ is defined as

$$
{ }^{H} D^{\alpha} y(t)=\frac{1}{\Gamma(n-\alpha)}\left(t \frac{d}{d t}\right)^{n} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{n-\alpha-1} \frac{y(s)}{s} d s, \quad n-1<\alpha<n, \quad n=[\alpha]+1
$$

where $[\alpha]$ denotes the integer part of the real number $\alpha$ and $\log ()=.\log _{e}($.$) .$

Definition 1.3.9. [21]. (The Caputo-Hadamard fractional derivative).
For at least n-times differentiable function $y:[1, \infty) \longrightarrow \mathbb{R}$, the Caputo-type Hadamard derivative of fractional order $\alpha$ is defined as

$$
D^{\alpha} y(t)=\frac{1}{\Gamma(n-\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{n-\alpha-1} \delta^{n} y(s) \frac{s}{d s}, \quad n-1<\alpha<n, \quad n=[\alpha]+1
$$

where $\delta=t \frac{d}{d t},[\alpha]$ denotes the integer part of the real number $\alpha$ and $\log ()=.\log _{e}($.$) .$

Lemma 1.3.5. [21]
Let $u \in A C_{\delta}^{n}[a, b]$ or $C_{\delta}^{n}[a, b]$ and $\alpha \in \mathbb{C}$, where
$X_{\delta}^{n}[a, b]=\left\{F:[a, b] \rightarrow \mathbb{C}: \delta^{(n-1)} F(t) \in X[a, b]\right\}$. Then, we have

$$
I^{\alpha}\left(D^{\alpha}\right) u(t)=u(t)-\sum_{k=0}^{n-1} c_{k}(\log t)^{k},
$$

where $c_{i} \in \mathbb{R}, i=1,2, \ldots, n-1,(n=[\alpha]+1)$.

## Lemma 1.3.6.

Suppose $\alpha>0, a(t)$ and $u(t)$ are nonnegative functions and locally integrable on $1 \leq t<T($ some $T \leq+\infty)$ and $F(t)$ is a nonnegative, nondecreasing, continuous function defined on $1 \leq t<T, F(t) \leq M$ (constant). If the following inequality

$$
u(t) \leq a(t)+F(t) \int_{1}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} u(s) \frac{d s}{s}, \quad 1 \leq t<T
$$

holds, then

$$
u(t) \leq a(t)+\int_{1}^{t}\left[\sum_{n=1}^{\infty} \frac{(F(t) \Gamma(\alpha))^{n}}{\Gamma(n \alpha)}\left(\ln \frac{t}{s}\right)^{n \alpha-1} a(s)\right] \frac{d s}{s}, \quad 1 \leq t<T .
$$

## Chapter 2

## Langevin fractional differential inclusions with nonlocal fractional integral conditions

### 2.1 Introduction

We consider a problem of fractional differential inclusions as follows:

$$
\left\{\begin{align*}
D^{\alpha}\left(D^{\beta}+\lambda\right) x(t) & \in F(t, x(t))  \tag{2.1}\\
\sum_{i=1}^{m} \theta_{i} I^{\mu_{i}} x\left(\eta_{i}\right) & =\sum_{j=1}^{n} \phi_{j} I^{\gamma_{j}} x\left(\xi_{j}\right) \\
\sum_{k=1}^{p} \varepsilon_{k} I^{S_{k}} x\left(\psi_{k}\right) & =\sum_{l=1}^{q} \Xi_{l} I^{\tau_{l}} x\left(\varphi_{l}\right)
\end{align*}\right.
$$

where $D^{\rho}$ denotes the Hadamard Caputo-type fractional derivative of order $\rho$,
$\rho \in\{\alpha, \beta\}$ with $0<\alpha, \beta<1,1<\alpha+\beta<2, \lambda$ is a given constant, $I^{r}$ is the Hadamard fractional integral of order $r>0, r \in\left\{\mu_{i}, \gamma_{j}, \varsigma_{k}, \tau_{l}\right\}$ the constants $\eta_{i}, \xi_{j}, \psi_{k}, \varphi_{l} \in(1, e)$ and $\theta_{i}, \phi_{j}, \varepsilon_{k}, \Xi_{l} \in \mathbb{R}$, for all $i=1,2, \ldots, m, j=1,2, \ldots, n$,
$k=1,2, \ldots, p, l=1,2, \ldots, q$ and $F:[1, e] \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R}) ;$ where $F$ is a multifonction.

### 2.2 Main results

Definition 2.2.1. A function $x \in A C_{\delta}^{2}(J)$ is said to be a solution of 2.1 if there exist a function $v \in L^{1}(J, \mathbb{R})$ such that $v(t) \in F(t, x(t))$ a.e $t \in J$ and satisfies the equation $D^{\alpha}\left(D^{\beta}+\lambda\right) x(t)=v(t)$, for each, $t \in J$, and conditions $\sum_{i=1}^{m} \theta_{i} I^{\mu_{i}} x\left(\eta_{i}\right)=\sum_{j=1}^{n} \phi_{j} I^{\gamma_{j}} x\left(\xi_{j}\right)$, and $\sum_{k=1}^{p} \varepsilon_{k} I^{\varsigma_{k}} x\left(\psi_{k}\right)=\sum_{l=1}^{q} \Xi_{l} I^{\tau_{l}} x\left(\varphi_{l}\right)$ are satisfied.

Consider the constants

$$
\begin{align*}
& \Omega_{1}=\sum_{i=1}^{m} \theta_{i} \frac{\left(\log \eta_{i}\right)^{\mu_{i}}}{\Gamma\left(\mu_{i}+1\right)}-\sum_{j=1}^{n} \phi_{j} \frac{\left(\log \xi_{j}\right)^{\gamma_{j}}}{\Gamma\left(\gamma_{j}+1\right)} \\
& \Omega_{2}=\sum_{i=1}^{m} \theta_{i} \frac{\left(\log \eta_{i}\right)^{\beta+\mu_{i}}}{\Gamma\left(\beta+\mu_{i}+1\right)}-\sum_{j=1}^{n} \phi_{j} \frac{\left(\log \xi_{j}\right)^{\beta+\gamma_{j}}}{\Gamma\left(\beta+\gamma_{j}+1\right)} \\
& \Omega_{3}=\sum_{k=1}^{p} \varepsilon_{k} \frac{\left(\log \psi_{k}\right)^{\varsigma_{k}}}{\Gamma\left(\varsigma_{k}+1\right)}-\sum_{l=1}^{q} \nu_{l} \frac{\left(\log \varphi_{l}\right)^{\tau_{l}}}{\Gamma\left(\tau_{l}+1\right)} \\
& \Omega_{4}=\sum_{k=1}^{p} \varepsilon_{k} \frac{\left(\log \psi_{k}\right)^{\beta+\varsigma_{k}}}{\Gamma\left(\beta+\varsigma_{k}+1\right)}-\sum_{l=1}^{q} \nu_{l} \frac{\left(\log \varphi_{l}\right)^{\beta+\tau_{l}}}{\Gamma\left(\beta+\tau_{l}+1\right)} \tag{2.2}
\end{align*}
$$

and

$$
\begin{equation*}
\Omega=\Omega_{1} \Omega_{4}-\Omega_{2} \Omega_{3} \tag{2.3}
\end{equation*}
$$

Lemma 2.2.1. 63] Let $\Omega \neq 0,0<\alpha, \beta \leq 1,1<\alpha+\beta \leq 2$, $\lambda$ is a given constant, $\mu_{i}, \gamma_{j}, \varsigma_{k}, \tau_{l}>0$, constants $\eta_{i}, \xi_{j}, \psi_{k}, \varphi_{l} \in(1, e)$ and $\theta_{i}, \phi_{j}, \varepsilon_{k}, \nu_{l} \in \mathbb{R}$, for $i=1,2, \ldots, m, j=1,2, \ldots, n, k=1,2, \ldots, p, l=1,2, \ldots, q$.

Then the problem

$$
\left\{\begin{array}{rlc}
D^{\alpha}\left(D^{\beta}+\lambda\right) x(t) & = & h(t)  \tag{2.4}\\
\sum_{i=1}^{m} \theta_{i} I^{\mu_{i}} x\left(\eta_{i}\right) & =\sum_{j=1}^{n} \phi_{j} I^{\gamma_{j}} x\left(\xi_{j}\right) \\
\sum_{k=1}^{p} \varepsilon_{k} I^{I_{k}} x\left(\psi_{k}\right) & =\sum_{l=1}^{q} \nu_{l} I^{\tau_{l}} x\left(\varphi_{l}\right)
\end{array}\right.
$$

has a unique solution given by

$$
\begin{align*}
x(t) & =\frac{1}{\Omega}\left[\left(\Omega_{4}-\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{3}\right)\left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} h\left(\xi_{j}\right)\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} h\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{\left(\log t t^{\beta}\right.}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} v_{l}\left[I^{\alpha+\beta+\tau_{i}} h\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{i}} x\left(\varphi_{l}\right)\right]\right.  \tag{2.5}\\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} h\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right] \\
& +I^{\alpha+\beta} h(t)-\lambda I^{\beta} x(t) .
\end{align*}
$$

Proof.

Using definition (2.2.1) can be expressed as an equivalent integral equation:

$$
\begin{equation*}
\left(D^{\beta}+\lambda\right) x(t)=I^{\alpha} h(t)+c_{0} \tag{2.6}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
x(t)=I^{\alpha+\beta} h(t)-\lambda I^{\beta} x(t)+c_{0} \frac{(\log t)^{\beta}}{\Gamma(\beta+1)}+c_{1}, \tag{2.7}
\end{equation*}
$$

for some $c_{0}, c_{1} \in \mathbb{R}$.

Taking the Hadamard fractional integral of order $x>0$ for (2.7), we have

$$
\begin{equation*}
I^{\kappa} x(t)=I^{\alpha+\beta+\kappa} h(t)-\lambda I^{\beta+\kappa} x(t)+c_{0} \frac{(\log t)^{\beta+\kappa}}{\Gamma(\beta+\kappa+1)}+c_{1} \frac{(\log t)^{\kappa}}{\Gamma(\kappa+1)} \tag{2.8}
\end{equation*}
$$

Substituting $\kappa=\mu_{i}, \gamma_{j}, \sigma_{k}, \tau_{l}$ and putting $t=\eta_{i}, \omega_{j}, \psi_{k}, \varphi_{l}$ in (2.8), respectively, and using conditions of the problem (2.1), we get the system of linear equations:

$$
\begin{aligned}
\Omega_{1} c_{1}+\Omega_{2} c_{0} & =\sum_{j=1}^{n}\left[I^{\alpha+\beta+\gamma_{j}} h\left(\omega_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\omega_{j}\right)\right] \\
& -\sum_{i=1}^{m}\left[I^{\alpha+\beta+\mu_{j}} h\left(\eta_{j}\right)-\lambda I^{\beta+\mu_{j}} x\left(\eta_{j}\right)\right] \\
\Omega_{3} c_{1}+\Omega_{4} c_{0}= & \sum_{l=1}^{p} v_{l}\left[I^{\alpha+\beta+\tau_{l}} h\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right] \\
- & \sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\sigma_{k}} h\left(\psi_{k}\right)-\lambda I^{\beta+\sigma_{k}} x\left(\psi_{k}\right)\right] .
\end{aligned}
$$

Solving the system of linear equations for constants $c_{0}, c_{1}$ we have

$$
\begin{aligned}
c_{0} & =\frac{1}{\Omega}\left[\Omega _ { 1 } \left(\sum_{l=1}^{p} v_{l}\left[I^{\alpha+\beta+\tau_{l}} h\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right.\right. \\
& \left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\sigma_{k}} h\left(\psi_{k}\right)-\lambda I^{\beta+\sigma_{k}} x\left(\psi_{k}\right)\right]\right) \\
& -\Omega_{3}\left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} h\left(\omega_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\omega_{j}\right)\right]\right. \\
& \left.\left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} h\left(\eta_{i}\right)-\lambda I^{\beta+i} x\left(\eta_{i}\right)\right]\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
c_{1} & =\frac{1}{\Omega}\left[\Omega _ { 4 } \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} h\left(\omega_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\omega_{j}\right)\right]\right.\right. \\
& \left.\left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} h\left(\eta_{i}\right)-\lambda I^{\beta+i} x\left(\eta_{i}\right)\right]\right)\right] \\
& -\Omega_{2}\left(\sum_{l=1}^{p} v_{l}\left[I^{\alpha+\beta+\tau_{l}} h\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\sigma_{k}} h\left(\psi_{k}\right)-\lambda I^{\beta+\sigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]
\end{aligned}
$$

Substituting constants $c_{0}$ and $c_{1}$ into (2.7), we obtain (2.1) as required, the proof is complete.

Let us set the constant

$$
\begin{aligned}
\Lambda(u) & =\frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { | \Omega _ { 3 } | } { \Gamma ( \beta + 1 ) } ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right| \frac{\left(\log \xi_{j}\right)^{u+\beta+\gamma_{j}}}{\Gamma\left(u+\beta+\gamma_{j}+1\right)}\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right| \frac{\left(\log \eta_{i}\right)^{u+\beta+\mu_{i}}}{\Gamma\left(u+\beta+\mu_{i}+1\right)}\right) \\
& +\left(\frac{\left|\Omega_{1}\right|}{\Gamma(\beta+1)}+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|v_{l}\right| \frac{\left(\log \varphi_{l}\right)^{u+\beta+\tau_{l}}}{\Gamma\left(u+\beta+\tau_{l}+1\right)}\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right| \frac{\left(\log \psi_{k}\right)^{u+\beta+\varsigma_{k}}}{\Gamma\left(u+\beta+\varsigma_{k}+1\right)}\right)\right]+\frac{1}{\Gamma(u+\beta+1)} .
\end{aligned}
$$

The following hypotheses will be used in the sequel:
$(S 1)$ The multifonction $F: J \times \mathbb{R} \longrightarrow P_{c p, c}(\mathbb{R})$ is Carathéodory;
$(S 2)$ There exist a function $\gamma \in C\left(J, \mathbb{R}_{+}\right)$and a continuous non-decreasing function $\Psi$ : $[0, \infty) \longrightarrow(0, \infty)$ such that:

$$
\|F(t, y)\| \leq \gamma(t) \Psi(|y|) \text { for all } t \in J \text { and } y \in \mathbb{R} .
$$

Set

$$
\gamma^{*}=\sup _{t \in I} \gamma(t)
$$

(S3) There exists a constant $M>0$ such that

$$
\frac{M}{\gamma^{*} \Psi(M) \Lambda(\alpha)+|\lambda| M \Lambda(0)}>1
$$

Theorem 2.2.1. Assume that $(S 1)-(S 3)$ hold. Then the problem 4.1 has at least one solution.

Proof. Let the operator $N: C([1, e], \mathbb{R}) \longrightarrow P(C([1, e], \mathbb{R}))$ defined by

$$
\begin{aligned}
N(x) & =\left\{h \in C([1, e], \mathbb{R}): h(t)=\frac{1}{\Omega}\left[\left(\Omega_{4}-\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{3}\right)\right.\right. \\
& \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v(t)-\lambda I^{\beta} x(t), v \in S_{F, x}\right\}
\end{aligned}
$$

We shall show that $N$ satisfies the assumptions of nonlinear alternative of LeraySchauder type.

Claim 1: $N(x)$ is convex for each $x \in C([1, e], \mathbb{R})$. Indeed, if $h_{1}, h_{2}$ belong to $N(x)$, then there exist $v_{1}, v_{2} \in S_{F, x}$ such that for each $t \in[1, e]$, we have

$$
\begin{aligned}
h_{i}(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( l o g t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v_{i}\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v_{i}\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(l o g t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v_{i}\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v_{i}\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v_{i}(t)-\lambda I^{\beta} x(t), i=1,2 .
\end{aligned}
$$

Let $0 \leq d \leq 1$. Then, for each $t \in[1, e]$, we have

$$
\begin{aligned}
\left(d h_{1}+(1-d) h_{2}\right)(t) & =\frac{1}{\Omega}\left[\left(\Omega_{4}-\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{3}\right)\right. \\
& \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}}\left(d v_{1}\left(\xi_{j}\right)+(1-d) v_{2}\left(\xi_{j}\right)\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}}\left(d v_{1}\left(\eta_{i}\right)+(1-d) v_{2}\left(\eta_{i}\right)\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right) \\
& \left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}}\left(d v_{1}\left(\varphi_{l}\right)+(1-d) v_{2}\left(\varphi_{l}\right)\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}}\left(d v_{1}\left(\psi_{k}\right)+(1-d) v_{2}\left(\psi_{k}\right)\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right] \\
& +I^{\alpha+\beta}\left(d v_{1}(t)+(1-d) v_{2}(t)\right)-\lambda I^{\beta} x(t) .
\end{aligned}
$$

Since $S_{F, x}$ is convex (because $F$ has convex values), then $d h_{1}+(1-d) h_{2} \in N(x)$.
Claim 2: $N$ maps bounded sets into bounded sets in $C([1, e], \mathbb{R})$. Indeed, it is enough to show that for any $q>0$, there exists a positive constant $l$ such that for each $x \in B_{q}=$
$\left\{x \in C([1, e], \mathbb{R}):\|x\|_{\infty} \leq q\right\}$, we have $\|N(x)\|_{\infty} \leq l$. Then for each $h \in N(x)$, there exists $v \in S_{F, x}$ such that

$$
\begin{aligned}
h(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( l o g t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(l o g t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v(t)-\lambda I^{\beta} x(t) .
\end{aligned}
$$

By (S2) we have for each $t \in[1, e]$

$$
\begin{aligned}
|h(t)| & \leq \frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { ( l o g t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right|\left[I^{\alpha+\beta+\gamma_{j}}\left|v\left(\xi_{j}\right)\right|+|\lambda| I^{\beta+\gamma_{j}}\left|x\left(\xi_{j}\right)\right|\right]\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}}\left|v\left(\eta_{i}\right)\right|+|\lambda| I^{\beta+\mu_{i}}\left|x\left(\eta_{i}\right)\right|\right]\right) \\
& +\left(\frac{(l o g t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|\Xi_{l}\right|\left[I^{\alpha+\beta+\tau_{l}}\left|v\left(\varphi_{l}\right)\right|+|\lambda| I^{\beta+\tau_{l}}\left|x\left(\varphi_{l}\right)\right|\right]\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}}\left|v\left(\psi_{k}\right)\right|+|\lambda| I^{\beta+\varsigma_{k}}\left|x\left(\psi_{k}\right)\right|\right]\right)\right]+I^{\alpha+\beta}|v(t)|+|\lambda| I^{\beta}|x(t)|,
\end{aligned}
$$

then

$$
\begin{aligned}
|h(t)| & \leq \frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { ( l o g t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right|\left[I^{\alpha+\beta+\gamma_{j}} \gamma(t) \Psi\left(\left|x\left(\xi_{j}\right)\right|\right)+|\lambda| I^{\beta+\gamma_{j}}\left|x\left(\xi_{j}\right)\right|\right]\right.\right. \\
& \left.\left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}} \gamma(t) \Psi\left(\left|x\left(\eta_{i}\right)\right|\right)+|\lambda| I^{\beta+\mu_{i}}\left|x\left(\eta_{i}\right)\right|\right]\right)\right] \\
& +\left(\frac{(l o g t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|\Xi_{l}\right|\left[I^{\alpha+\beta+\tau_{l}} \gamma(t) \Psi\left(\left|x\left(\varphi_{l}\right)\right|\right)+|\lambda| I^{\beta+\tau_{l}}\left|x\left(\varphi_{l}\right)\right|\right]\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}} \gamma(t) \Psi\left(\left|x\left(\psi_{k}\right)\right|\right)+|\lambda| I^{\beta+\varsigma_{k}}\left|x\left(\psi_{k}\right)\right|\right]\right)\right] \\
& +I^{\alpha+\beta} \gamma(t) \Psi(|x(t)|)+|\lambda| I^{\beta}|x(t)| \\
& \leq \gamma^{*} \Lambda(\alpha) \Psi(\|x\|)+|\lambda|\|x\| \Lambda(0) \leq \gamma^{*} \Lambda(\alpha) \Psi(q)+|\lambda| q \Lambda(0):=l .
\end{aligned}
$$

Claim 3: $N$ maps bounded sets into equicontinuons sets of $C([1, e], \mathbb{R})$ Let $t_{1}, t_{2} \in$
$[1, e], t_{1}<t_{2}, B_{q}$ a bounded set of $C([1, e], \mathbb{R})$ as in Claim 2 and let $x \in B_{q}$ and $h \in N(x)$.
Then

$$
\begin{aligned}
& \left|h\left(t_{2}\right)-h\left(t_{1}\right)\right| \leq \frac{1}{|\Omega|}\left[( \frac { ( \operatorname { l o g } t _ { 2 } ) ^ { \beta } - ( \operatorname { l o g } t _ { 1 } ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum _ { j = 1 } ^ { n } | \phi _ { j } | \left[I^{\alpha+\beta+\gamma_{j}} \gamma(t) \Psi\left(\left|x\left(\xi_{j}\right)\right|\right)\right.\right.\right. \\
& \left.\left.+|\lambda| I^{\beta+\gamma_{j}}\left|x\left(\xi_{j}\right)\right|\right]+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}} \gamma(t) \Psi\left(\left|x\left(\eta_{i}\right)\right|\right)+|\lambda| I^{\beta+\mu_{i}}\left|x\left(\eta_{i}\right)\right|\right]\right) \\
& +\left(\frac{\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|\right) \\
& \left(\sum_{l=1}^{q}\left|\Xi_{l}\right|\left[I^{\alpha+\beta+\tau_{l}} \gamma(t) \Psi\left(\left|x\left(\varphi_{l}\right)\right|\right)+|\lambda| I^{\beta+\tau_{l}}\left|x\left(\varphi_{l}\right)\right|\right]\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}} \gamma(t) \Psi\left(\left|x\left(\psi_{k}\right)\right|\right)+|\lambda| I^{\beta+\varsigma_{k}}\left|x\left(\psi_{k}\right)\right|\right]\right)\right] \\
& +\frac{\gamma(t) \Psi(\|x\|)}{\Gamma(\alpha+\beta+1)}\left|\left(\log t_{2}\right)^{\alpha+\beta}-\left(\log t_{1}\right)^{\alpha+\beta}\right| \\
& +\frac{|\lambda|\|x\|}{\Gamma(\beta+1)}\left|\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}+2\left(\log \frac{t_{2}}{t_{1}}\right)^{\beta}\right| \\
& \leq \frac{1}{|\Omega|}\left[\left(\frac{\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{3}\right|\right)\right. \\
& \left(\sum_{j=1}^{n}\left|\phi_{j}\right|\left[\frac{\gamma^{*} \Psi(q)\left(\log \xi_{j}\right)^{\alpha+\beta+\gamma_{j}}}{\Gamma\left(\alpha+\beta+\gamma_{j}+1\right)}+\frac{|\lambda| q\left(\log \xi_{j}\right)^{\beta+\gamma_{j}}}{\Gamma\left(\beta+\gamma_{j}+1\right)}\right]\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[\frac{\gamma^{*} \Psi(q)\left(\log \eta_{i}\right)^{\alpha+\beta+\mu_{i}}}{\Gamma\left(\alpha+\beta+\mu_{i}+1\right)}+\frac{|\lambda| q\left(\log \eta_{i}\right)^{\beta+\mu_{i}}}{\Gamma\left(\beta+\mu_{i}+1\right)}\right]\right) \\
& +\left(\frac{\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|\right) \\
& \left(\sum_{l=1}^{q}\left|\Xi_{l}\right|\left[\frac{\gamma^{*} \Psi(q)\left(\log \varphi_{l}\right)^{\alpha+\beta+\tau_{l}}}{\Gamma\left(\alpha+\beta+\tau_{l}+1\right)}+\frac{|\lambda| q\left(\log \varphi_{l}\right)^{\beta+\tau_{l}}}{\Gamma\left(\beta+\tau_{l}+1\right)}\right]\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[\frac{\gamma^{*} \Psi(q)\left(\log \psi_{k}\right)^{\alpha+\beta+\varsigma_{k}}}{\Gamma\left(\alpha+\beta+\varsigma_{k}+1\right)}+\frac{|\lambda| q\left(\log \psi_{k}\right)^{\beta+\varsigma_{k}}}{\Gamma\left(\beta+\varsigma_{k}+1\right)}\right]\right)\right] \\
& +\frac{\gamma^{*} \Psi(q)}{\Gamma(\alpha+\beta+1)}\left|\left(\log t_{2}\right)^{\alpha+\beta}-\left(\log t_{1}\right)^{\alpha+\beta}\right| \\
& +\frac{|\lambda| q}{\Gamma(\beta+1)}\left|\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}+2\left(\log \frac{t_{2}}{t_{1}}\right)^{\beta}\right| .
\end{aligned}
$$

As $t_{1} \longrightarrow t_{2}$, the right-hand side of the above inequality tends to zero. As a conse-
quence of Claims 1 to 3 together with the Arzela-Ascoli theorem, we can conclude that operator $N: C([1, e], \mathbb{R}) \longrightarrow C([1, e], \mathbb{R})$ is completely continuous.
Claim 4: $N$ has a closed graph Let $x_{n} \longrightarrow x_{*}, h_{n} \in N\left(x_{n}\right)$ and $h_{n} \longrightarrow h_{*}$. We need to show that $h_{*} \in N\left(x_{*}\right) . h_{n} \in N\left(x_{n}\right)$ means that there exists $v_{n} \in S_{F, x_{n}}$ such that, for each $t \in[1, e]$

$$
\begin{aligned}
h_{n}(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v_{n}\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x_{n}\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v_{n}\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x_{n}\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v_{n}\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x_{n}\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v_{n}\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x_{n}\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v_{n}(t)-\lambda I^{\beta} x_{n}(t) .
\end{aligned}
$$

We must show that there exists $v_{*} \in S_{F, x_{*}}$ such that, for each $t \in[1, e]$

$$
\begin{aligned}
h_{*}(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v_{*}\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x_{*}\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v_{*}\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x_{*}\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v_{*}\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x_{*}\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v_{*}\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x_{*}\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v_{*}(t)-\lambda I^{\beta} x_{*}(t) .
\end{aligned}
$$

Consider the continuous linear operator

$$
\Theta: L^{1}[1, e] \longrightarrow C([1, e], \mathbb{R})
$$

defined by

$$
\begin{aligned}
v \longmapsto(\Theta v)(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v(t)-\lambda I^{\beta} x(t) .
\end{aligned}
$$

Clearly, $\left\|h_{n}-h_{*}\right\|_{\infty} \longrightarrow 0$ as $n \longrightarrow \infty$. From Lemma 1.2.3, it follows that $\Theta \circ S_{F}$ is a closed graph operator. Moreover, we have $h_{n}(t) \in \Theta\left(S_{F, x_{n}}\right)$ Since $x_{n} \longrightarrow x_{*}$, it follows from Lemma 1.2 .3 that

$$
\begin{aligned}
h_{*}(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v_{*}\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v_{*}\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v_{*}\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v_{*}\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v_{*}(t)-\lambda I^{\beta} x(t) .
\end{aligned}
$$

Claim 5: Let $x \in C([1, e], \mathbb{R})$ be such that $x \in \lambda N(x)$ for some $\lambda \in(0,1)$. Then, there exists $v \in L^{1}([1, e], \mathbb{R})$ with $v \in S_{F, x}$ such that, for each $t \in J$,

$$
\begin{aligned}
x(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( l o g t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(l o g t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v(t)-\lambda I^{\beta} x(t) .
\end{aligned}
$$

Then

$$
\begin{aligned}
|x(t)| & \leq \frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { ( l o g t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right|\left[I^{\alpha+\beta+\gamma_{j}}\left|v\left(\xi_{j}\right)\right|+|\lambda| I^{\beta+\gamma_{j}}\left|x\left(\xi_{j}\right)\right|\right]\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}}\left|v\left(\eta_{i}\right)\right|+|\lambda| I^{\beta+\mu_{i}}\left|x\left(\eta_{i}\right)\right|\right]\right) \\
& +\left(\frac{(l o g t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|\Xi_{l}\right|\left[I^{\alpha+\beta+\tau_{l}}\left|v\left(\varphi_{l} \mid\right)\right|+|\lambda| I^{\beta+\tau_{l}}\left|x\left(\varphi_{l}\right)\right|\right]\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}}\left|v\left(\psi_{k}\right)\right|+|\lambda| I^{\beta+\varsigma_{k}}\left|x\left(\psi_{k}\right)\right|\right]\right)\right]+I^{\alpha+\beta}|v(t)|+|\lambda| I^{\beta}|x(t)| .
\end{aligned}
$$

From (S2), we get

$$
\begin{aligned}
|x(t)| & \leq \frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { ( l o g t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right|\left[I^{\alpha+\beta+\gamma_{j}} \gamma(t) \Psi\left(\left|x\left(\xi_{j}\right)\right|\right)+|\lambda| I^{\beta+\gamma_{j}}\left|x\left(\xi_{j}\right)\right|\right]\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}} \gamma(t) \Psi\left(\left|x\left(\eta_{i}\right)\right|\right)+|\lambda| I^{\beta+\mu_{i}}\left|x\left(\eta_{i}\right)\right|\right]\right) \\
& +\left(\frac{(l o g t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|\Xi_{l}\right|\left[I^{\alpha+\beta+\tau_{l}} \gamma(t) \Psi\left(\left|x\left(\varphi_{l}\right)\right|\right)+|\lambda| I^{\beta+\tau_{l}}\left|x\left(\varphi_{l}\right)\right|\right]\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}} \gamma(t) \Psi\left(\left|x\left(\psi_{k}\right)\right|\right)+|\lambda| I^{\beta+\varsigma_{k}}\left|x\left(\psi_{k}\right)\right|\right]\right)\right] \\
& +I^{\alpha+\beta} \gamma(t) \Psi(|x(t)|)+|\lambda| I^{\beta}|x(t)|
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { 1 } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right|\left[I^{\alpha+\beta+\gamma_{j}} \gamma^{*} \Psi(\|x\|)|\lambda| I^{\beta+\gamma_{j}}\|x\|\right]\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}} \gamma^{*} \Psi(\|x\|)+|\lambda| I^{\beta+\mu_{i}}\|x\|\right]\right) \\
& +\left(\frac{1}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|\Xi_{l}\right|\left[I^{\alpha+\beta+\tau_{l}} \gamma^{*} \Psi(\| x) \|\right)+|\lambda| I^{\beta+\tau_{l}}\|x\|\right] \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}} \gamma^{*} \Psi(\|x\|)+|\lambda| I^{\beta+\varsigma_{k}}\|x\|\right]\right)\right] \\
& +I^{\alpha+\beta} \gamma^{*} \Psi(\|x\|)+|\lambda| I^{\beta}\|x\| .
\end{aligned}
$$

Then

$$
|x(t)| \leq \gamma^{*} \Psi\left(\|x\|_{\infty}\right) \Lambda(\alpha)+|\lambda| \Lambda(0)\|x\|_{\infty} .
$$

Thus

$$
\frac{\|x\|_{\infty}}{\gamma^{*} \Psi\left(\|x\|_{\infty}\right) \Lambda(\alpha)+|\lambda| \Lambda(0)\|x\|_{\infty}} \leq 1 .
$$

By (S3), it follow that $\|x\|_{\infty} \neq M$. Set

$$
U=\left\{x \in C([1, e], \mathbb{R}):\|x\|_{\infty}<K+1\right\}
$$

From the choice of $U$, there is no $x \in \partial U$ such that $u \in \lambda N(u)$ for some $\lambda \in(0,1)$. As a consequence of the nonlinear alternative of leray-Schauder type, we deduce that $N$ has a fixed point $u$ in $U$ which is a solution to the problem (2.1).

We present now a result for the problem (4.1) with a nonconvex valued right hand side.

Our consideration are based on the fixed point result in Lemma 1.2.4. So, let us introduce the following hypotheses
$(S 4) F: J \times \mathbb{R} \longrightarrow \mathbb{P}_{c p}(\mathbb{R})$ has the property that, $F(., u): J \longrightarrow P_{c p}(\mathbb{R})$ is measurable for each $u \in C(J, \mathbb{R})$.
(S5) There exists $L \in C(J, \mathbb{R})$ such that

$$
H_{d}(F(t, u)-F(t, \bar{u})) \leq L(t)|u-\bar{u}| \text { for every } u, \bar{u} \in \mathbb{R} .
$$

Theorem 2.2.2. Assume that (S4) and (S5) are hold.
If

$$
\begin{equation*}
L^{*} \Lambda(\alpha)+|\lambda| \Lambda(0)<1, \tag{2.9}
\end{equation*}
$$

then the problem (2.1) has at least one solution on $J$.

Proof. We shall show that $N$ satisfies the assumptions of Lemma 1.2.4. The proof will be given in two steps.
Step 1: $N(x) \in P_{c l}(C(J, \mathbb{R}))$ for each $x \in C(J, \mathbb{R})$.
Indeed, let $\left(h_{n}\right)_{n \geq 0} \subset N(x)$ be such that $h_{n} \longrightarrow \widetilde{h}$ in $C(J, \mathbb{R})$. Then $\bar{x}$ in $C(J, \mathbb{R})$ and there exists $v_{n} \in S_{F, x}$ such that for each $t \in J$,

$$
\begin{aligned}
h_{n}(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v_{n}\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v_{n}\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v_{n}\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v_{n}\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v_{n}(t)-\lambda I^{\beta} x(t) .
\end{aligned}
$$

Using the fact that $F$ has compact values and from (S2) we may pass to a subsequence
to see that $v_{n} \longrightarrow v$ in $L^{1}(J)$. Then for each $t \in J$

$$
\begin{aligned}
h_{n}(t) \longrightarrow \widetilde{h}(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v(t)-\lambda I^{\beta} x(t) .
\end{aligned}
$$

So, $\widetilde{h} \in N(x)$.
Step 2: There exists $\gamma<1$ such that $H_{d}(N(x), N(\bar{x})) \leq \gamma\|x-\bar{x}\|_{\infty}$ for each $x, \bar{x} \in$ $C(J, \mathbb{R})$. Let $x, \bar{x} \in C(J, \mathbb{R})$ and $h_{1} \in N(x)$. Then there exists $v_{1} \in F(t, x(t))$ such that for each $t \in J$,

$$
\begin{aligned}
h_{1}(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v_{1}\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} x\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v_{1}\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} x\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v_{1}\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} x\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v_{1}\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} x\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v_{1}(t)-\lambda I^{\beta} x(t) .
\end{aligned}
$$

From $\left(S_{5}\right)$ it follows that

$$
H_{d}(F(t, x(t)), F(t, \bar{x}(t))) \leq L(t)|x(t)-\bar{x}(t)|
$$

Hence, there exists $\omega \in F(t, \bar{x}(t))$ such that

$$
\left|v_{1}(t)-\omega\right| \leq L(t)|x(t)-\bar{x}(t)|, t \in J
$$

Consider $U: J \longrightarrow \mathcal{P}(\mathbb{R})$ given by

$$
U(t)=\left\{\omega \in \mathbb{R}:\left|v_{1}(t)-\omega\right| \leq L(t)|x(t)-\bar{x}(t)|\right\}
$$

Since the multivalued operator $V(t)=U(t) \bigcap F(t, \bar{x}(t))$ is measurable, there exists a function $v_{2}$ which is a measurable selection for $V$, so $v_{2} \in F(t, \bar{x}(t))$ and for each $t \in J$,

$$
\left|v_{1}(t)-v_{2}(t)\right| \leq L(t)|x(t)-\bar{x}(t)|, t \in J
$$

Let us define for each $t \in J$,

$$
\begin{aligned}
h_{2}(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} v_{2}\left(\xi_{j}\right)-\lambda I^{\beta+\gamma_{j}} \bar{x}\left(\xi_{j}\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} v_{2}\left(\eta_{i}\right)-\lambda I^{\beta+\mu_{i}} \bar{x}\left(\eta_{i}\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} \Xi_{l}\left[I^{\alpha+\beta+\tau_{l}} v_{2}\left(\varphi_{l}\right)-\lambda I^{\beta+\tau_{l}} \bar{x}\left(\varphi_{l}\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} v_{2}\left(\psi_{k}\right)-\lambda I^{\beta+\varsigma_{k}} \bar{x}\left(\psi_{k}\right)\right]\right)\right]+I^{\alpha+\beta} v_{2}(t)-\lambda I^{\beta} \bar{x}(t) .
\end{aligned}
$$

Then for each $t \in J$

$$
\begin{aligned}
& \left\|h_{1}(t)-h_{2}(t)\right\| \leq \frac{1}{|\Omega|}\left[\left(\left|\Omega_{4}\right|+\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{3}\right|\right)\right. \\
& \left(\sum_{j=1}^{n}\left|\phi_{j}\right|\left[I^{\alpha+\beta+\gamma_{j}}\left\|\left(v_{1}-v_{2}\right)\left(\xi_{j}\right)\right\|+\lambda I^{\beta+\gamma_{j}}\left\|(x-\bar{x})\left(\xi_{j}\right)\right\|\right]\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}}\left\|\left(v_{1}-v_{2}\right)\left(\eta_{i}\right)\right\|+\lambda I^{\beta+\mu_{i}}\left\|(x-\bar{x})\left(\eta_{i}\right)\right\|\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right) \\
& \left(\sum_{l=1}^{q}\left|\Xi_{l}\right|\left[I^{\alpha+\beta+\tau_{l}}\left\|\left(v_{1}-v_{2}\right)\left(\varphi_{l}\right)\right\|+\lambda I^{\beta+\tau_{l}}\left\|(x-\bar{x})\left(\varphi_{l}\right)\right\|\right]\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}}\left\|\left(v_{1}-v_{2}\right)\left(\psi_{k}\right)\right\|+\lambda I^{\beta+\varsigma_{k}}\left\|(x-\bar{x})\left(\psi_{k}\right)\right\|\right]\right)\right] \\
& +I^{\alpha+\beta}\left\|\left(v_{1}-v_{2}\right)(t)\right\|+\lambda I^{\beta}\|(x-\bar{x})(t)\| \\
& \leq \frac{1}{|\Omega|}\left[\left(\left|\Omega_{4}\right|+\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{3}\right|\right)\right. \\
& \left(\sum_{j=1}^{n}\left|\phi_{j}\right|\left[I^{\alpha+\beta+\gamma_{j}} \gamma^{*}\|(x-\bar{x})\|_{\infty}+|\lambda| I^{\beta+\gamma_{j}}\|(x-\bar{x})\|_{\infty}\right]\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}} \gamma^{*}\|(x-\bar{x})\|_{\infty}+|\lambda| I^{\beta+\mu_{i}}\|(x-\bar{x})\|_{\infty}\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right) \\
& \left(\sum_{l=1}^{q}\left|\Xi_{l}\right|\left[I^{\alpha+\beta+\tau_{l}} \gamma^{*}\|(x-\bar{x})\|_{\infty}+|\lambda| I^{\beta+\tau_{l}}\|(x-\bar{x})\|_{\infty}\right]\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}} \gamma^{*}\|(x-\bar{x})\|_{\infty}+|\lambda| I^{\beta+\varsigma_{k}}\|(x-\bar{x})\|_{\infty}\right]\right)\right] \\
& +I^{\alpha+\beta} \gamma^{*}\|(x-\bar{x})\|_{\infty}+|\lambda| I^{\beta}\|(x-\bar{x})\|_{\infty} \\
& \leq \gamma^{*} \Lambda(\alpha)\|(x-\bar{x})\|_{\infty}+|\lambda| \Lambda(0)\|(x-\bar{x})\|_{\infty} \\
& \leq\left(L^{*} \Lambda(\alpha)+|\lambda| \Lambda(0)\right)\|(x-\bar{x})\|_{\infty}
\end{aligned}
$$

So $N$ is a contraction and thus, by Lemma 1.2.4, $N$ has a fixed point $x$ which is solution to the problem (2.1).

### 2.3 An Example

Consider the following problem of Caputo-Hadamard fractional differential inclusion with nonlocal fractional integral conditions:

$$
\left\{\begin{array}{c}
D^{\frac{2}{3}}\left(D^{\frac{2}{5}}+\lambda\right) x(t) \in F(t, x(t))  \tag{2.10}\\
\frac{2}{5} I^{\frac{2}{3}} y\left(\frac{e+2}{4}\right)+\frac{1}{2} I^{\frac{1}{2}} y\left(\frac{e+3}{4}\right)+\frac{4}{5} I^{\frac{3}{2}} y\left(\frac{e+4}{4}\right)=4 I^{\frac{2}{3}} y\left(\frac{3 e}{4}\right) \\
\frac{5}{7} I^{\frac{1}{2}} y\left(\frac{3 e}{5}\right)=\frac{1}{5} I^{\frac{3}{4}} y\left(\frac{4 e}{5}\right)
\end{array}\right.
$$

Here $\alpha=\frac{2}{3}, \beta=\frac{2}{5}, \lambda=\frac{1}{6 \Lambda(0)}, \Lambda\left(\frac{2}{3}\right) \approx 6.598, \Lambda(0) \approx 5,945$.
Set

$$
F(t, x(t))=\left\{v \in \mathbb{R}: 0 \leq v \leq e^{-4 t}(\|x\|+1)\right\} .
$$

For each $t \in[1, e]$ and $u \in \mathbb{R}$

$$
\|F(t, u)\| \leq e^{-4 t}(|u|+1)
$$

By putting $\gamma(t)=e^{-4 t}$ and $\Psi(u)=|u|+1$, we can show that

$$
\frac{M}{\gamma^{*} \Psi(M) \Lambda(\alpha)+|\lambda| M \Lambda(0)}>1
$$

which implies that $M>2,68584$. Hence, by theorem 2.2.1, the problem (2.10) has at least one solution on $[1, e]$.

## Chapter 3

## Generalized metric space and random variables

### 3.1 Introduction

Random differential equations and random integral equations have been studied sys tematically by Ladde and Lakshmikantham [25] and Bharucha-Reid [5], respectively. They are good models in various branches of science and engineering since random factors and uncertainties have been taken into consideration. Hence, the study of the fractional differential equations with random parameters seem to be a natural one. We refer the reader to the monographs [53, 60], and the references therein. Very recently fractional differential equations with random parameters have been studied by Lupulescu et al [30] and Lupulescu and Ntouyas [29].

### 3.2 Generalized metric space

In this section we recall from the literature some notations, definitions, and auxiliary
results which will be used throughout this chapter.
Let $x, y \in \mathbb{R}^{m}$ with $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right), y=\left(y_{1}, y_{2}, \ldots, y_{m}\right)$. By $x \leq y$ we mean $x_{i} \leq y_{i}, i=1, \ldots, m$. Also $|x|=\left(\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{m}\right|\right), \max (x, y)=\left(\max \left(x_{1}, y_{1}\right), \ldots, \max \left(x_{m}, y_{m}\right)\right)$, and $\mathbb{R}_{+}^{m}=\left\{x \in \mathbb{R}^{m}: x_{i} \in \mathbb{R}_{+}, i=1, \ldots, m\right\}$. If $c \in \mathbb{R}$, then $x \leq c$ means $x_{i} \leq c, i=$ $1, \ldots, m$.

## Definition 3.2.1.

Let $X$ be a nonempty set. By a vector-valued metric on $X$ we mean a map $d: X \times X \rightarrow$ $\mathbb{R}^{m}$ with the following properties:
(i) $d(x, y) \geq 0$ for all $x, y \in X$, and if $d(x, y)=0$, then $x=y$;
(ii) $d(x, y)=d(y, x)$ for all $x, y \in X$;
(iii) $d(x, z) \leq d(x, y)+d(y, z)$ for all $x, y, z \in X$.

We call the pair $(X, d)$ a generalized metric space with $d(x, y):=\left(\begin{array}{c}d_{1}(x, y) \\ d_{2}(x, y) \\ \cdot \\ \cdot \\ \cdot \\ d_{m}(x, y)\end{array}\right)$.
Notice that $d$ is a generalized metric space on $X$ if and only if $d_{i}, i=1, \ldots, m$, are metrics on $X$.

For $r=\left(r_{1}, \ldots, r_{2}\right) \in \mathbb{R}_{+}^{n}$, we will denote by

$$
B\left(x_{0}, r\right)=\left\{x \in X: d\left(x_{0}, x\right)<r\right\}=\left\{x \in X: d_{i}\left(x_{0}, x\right)<r_{i}, i=1, \ldots, n\right\}
$$

the open ball centered in $x_{0}$ with radius $r$ and

$$
\overline{B\left(x_{0}, r\right)}=\left\{x \in X: d\left(x_{0}, x\right)<r\right\}=\left\{x \in X: d_{i}\left(x_{0}, x\right)<r_{i}, i=1, \ldots, n\right\}
$$

the closed ball centered in $x_{0}$ with radius $r$. We mention that for generalized metric space, the notions of open subset, closed set, convergence, Cauchy sequence and completeness are similar to those in usual metric spaces.

Definition 3.2.2. [67]
A square matrix of real numbers is said to be convergent to zero if and only if its spectral radius $\rho(M)$ is strictly less than 1. In other words, this means that all the eigenvalues of $M$ are in the open unit disc, i.e. $|\lambda|<1$, for every $\lambda \in \mathbb{C}$ with $\operatorname{det}(M-\lambda I)=0$, where $I$ denotes the unit matrix of $M_{m \times m}(\mathbb{R})$.

## Example 3.2.1.

The matrix $A \in M_{2 \times 2}(\mathbb{R})$ defined by

$$
A=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

converges to zero in the following cases:
(1) $b=c=0, a, d>0$ and $\max \{a, d\}<1$.
(2) $c=0, a, d>0, a+d<1$ and $-1<b<0$.
(3) $a+b=c+d=0, a>1, c>0$ and $|a-c|<1$.

Theorem 3.2.1. ([67], p.12, p.88)
Let $M \in M_{n \times n}\left(\mathbb{R}_{+}\right)$The following assertions are equivalent:
(i) $M$ is convergent towards zero;
(ii) $M^{k} \longrightarrow 0$ as $k \longrightarrow \infty$;
(iii) The matrix $(I-M)$ is nonsingular and

$$
(I-M)^{-1}=I+M+M^{2}+\ldots+M^{k}+\ldots
$$

(iv) The matrix $(I-M)$ is nonsingular and $(I-M)^{-1}$ has nonnegative elements.

## Definition 3.2.3.

Let $(X, d)$ be a generalized metric space. An operator $N: X \longrightarrow X$ is said to be contractive if there exists a convergent to zero matrix $M$ such that

$$
d(N(x), N(y)) \leq M d(x, y) \text { for all } x, y \in X
$$

Theorem 3.2.2. 46]
Let $(X, d)$ be a complete generalized metric space and $N: X \longrightarrow X$ a contractive operator with Lipschitz matrix $M$. Then $N$ has a unique fixed point $x_{*}$ and for each $x_{0} \in X$ we have

$$
d\left(N^{k}\left(x_{0}\right), x_{*}\right) \leq M^{k}(I-M)^{-1} d\left(x_{0}, N\left(x_{0}\right)\right) \text { for all } k \in \mathbb{N} .
$$

### 3.3 Random operators

Let $(\widetilde{\Omega}, \mathcal{F})$ be a measurable space; that is, a set $\widetilde{\Omega}$ with a $\sigma$-algebra of subsets of $\widetilde{\Omega}$. A probability measure $\mathbb{P}$ is a measure with $\mathbb{P}(\Omega)=1$. Then $(\Omega, \mathcal{F}, \mathbb{P})$ is called a probability space. In the following, assume that $(\widetilde{\Omega}, \mathcal{F}, \mathbb{P})$ is a complete probability space. Let $X$ be a metric space, $B(X)$ will be the $\sigma$-algebra of all Borel subsets of $X$. A measurable function $x: \widetilde{\Omega} \rightarrow X$ is called a random element in $X$.

Let $X, Y$ are two locally compact, metric spaces and $f: \widetilde{\Omega} \times X \rightarrow Y$. By $C(X, Y)$ we denote the space of continuous functions from $X$ into $Y$ endowed with the compact-open topology.

## Definition 3.3.1.

A random operator $T: \widetilde{\Omega} \times X \rightarrow X$ is said to be continuous at $x_{0} \in X$ if $\lim _{n \rightarrow \infty}\left\|x_{n}-x_{0}\right\|=$ 0 implies $\lim _{n \rightarrow \infty}\left\|T\left(\omega, x_{n}\right)-T\left(\omega, x_{0}\right)\right\|=0$.

## Lemma 3.3.1. 42

$f$ is a Carathéodory function if and only if $\omega \rightarrow r(\omega)()=.f(\omega,$.$) is a measurable$ function from $\Omega \rightarrow C(X, Y)$.

## Proposition 3.3.1.

If $f:[1, e] \times \Omega \rightarrow \mathbb{R}^{m}$ is a Carathéodory function, then the function $(t, \omega) \longmapsto$ $I^{\alpha} f(t, \omega)$ is also a Carathéodory function.

Proof.

Clear that $I^{\alpha}: C\left([1, e], \mathbb{R}^{m}\right) \rightarrow C\left([1, e], \mathbb{R}^{m}\right)$ is a continuous operator, let $L: \Omega \rightarrow$ $C\left([1, e], \mathbb{R}^{m}\right)$ defined by $L(\omega)()=.f(., \omega)$. Then $L($.$) is measurable. Then the operator$ $\omega \rightarrow\left(I^{\alpha} \circ L\right)(\omega)($.$) is measurable. Since the continuous function t \rightarrow I^{\alpha} f(t, \omega)$. Hence $(t, \omega) \rightarrow I^{\alpha} f(t, \omega)$ is a Carathéodory function, the proof is complete.

Theorem 3.3.1. [16, 47, 54]
Let $(\Omega, \mathcal{F}, \mu)$ be a probability space, $X$ be a real separable generalized Banach space and $F: \Omega \times X \rightarrow X$ be a continuous random operator, and let $M(\omega) \in \mathcal{M}_{n \times n}\left(\mathbb{R}_{+}\right)$be a random variable matrix such that for every $\omega \in \Omega$, the matrix $M(\omega)$ converges to 0 and

$$
d\left(F\left(\omega, x_{1}\right), F\left(\omega, x_{2}\right)\right) \leq M(\omega) d\left(x_{1}, x_{2}\right) ; \text { for each } x_{1}, x_{2} \in X \text { and } w \in \Omega
$$

Then there exists a random variable $x: \Omega \rightarrow X$ which is the unique random fixed point of $F$.

## Theorem 3.3.2.

Let $(\Omega, \mathcal{F}, \mu)$ be a probability space, $X$ be a real separable generalized Banach space and $T: \Omega \times X \rightarrow X$ be a continuous random operator, and let $M(\omega) \in \mathcal{M}_{n \times n}\left(\mathbb{R}_{+}\right)$be a nonnegative real matrix random variable such that $\rho(M(\omega))<1$ a.s. and

$$
\left\|T\left(\omega, x_{1}\right)-T\left(\omega, x_{2}\right)\right\| \leq M(\omega) d\left(x_{1}, x_{2}\right) ; \text { for each } x_{1}, x_{2} \in X \text { and } \omega \in \Omega .
$$

Then there exists a random variable $x: \Omega \rightarrow X$ which is the unique random fixed point of $T$.

Theorem 3.3.3. [15, 54]
Let $X$ be a real separable generalized Banach space and $T: \widetilde{\Omega} \times X \rightarrow X$ be a completely continuous random operator. Then, either of the following holds
(i) The random equation $T(\omega, x)=x$ has a random solution, i.e., there is a measurable function $x: \widetilde{\Omega} \rightarrow X$ such that $T(\omega, x(\omega))=x(\omega)$ for all $\omega \in \widetilde{\Omega}$,
(ii) The set $M=\{x: \widetilde{\Omega} \rightarrow X$ is measurable $\lambda(\omega) T(\omega, x)=x\}$ is unbounded for some measurable $\lambda: \widetilde{\Omega} \rightarrow X$ with $0<\lambda(\omega)<1$ on $\widetilde{\Omega}$.

## Chapter 4

## System of boundary random fractional differential equations

## 1

### 4.1 Introduction

Random differential equations, as natural extensions of deterministic ones, arise in many applications and have been investigated by many mathematicians. We refer the reader to the monographs ( $5, \mathbf{2 5}, 65]$ ). The initial value problems for fractional differential with random parameters have been studied by Lupulescu and Ntouyas [29]. The basic tool in the study of the problems for random fractional differential equations is to treat it as a fractional differential equation in some appropriate Banach space.

In 2008, Precup [48] proved the role of matrix convergence in the study of semilinear operator systems. Recently, many authors studied the existence of solutions for systems of differential equations and fractional differential equations and inclusions by using vector version fixed point theorems; see [6, 37, 35, 36, 50] and in the references therein.

[^0]Motived by such works, we consider the system of random fractional differential equations with nonlocal boundary conditions in the following form:

$$
\begin{align*}
D^{\alpha}\left(D^{\beta}+\lambda_{1}\right) x(t, \omega) & =f(t, x(t, \omega), y(t, \omega), \omega) \\
D^{\gamma}\left(D^{\sigma}+\lambda_{2}\right) y(t, \omega) & =g(t, x(t, \omega), y(t, \omega), \omega) \\
\sum_{i=1}^{m} \theta_{i} I^{\mu_{i}} x\left(\eta_{i}, \omega\right) & =\sum_{j=1}^{n} \phi_{j} I^{\gamma_{j}} x\left(\xi_{j}, \omega\right) \\
\sum_{k=1}^{p} \varepsilon_{k} I^{\varsigma_{k}} x\left(\psi_{k}, \omega\right) & =\sum_{l=1}^{q} \nu_{l} I^{\tau_{l}} x\left(\varphi_{l}, \omega\right)  \tag{4.1}\\
\sum_{i=1}^{m} \overline{\theta_{i}} I^{\overline{\mu_{i}}} y\left(\overline{\eta_{i}}, \omega\right) & =\sum_{j=1}^{n} \overline{\phi_{j}} I^{\overline{\gamma_{j}}} y\left(\overline{\xi_{j}}, \omega\right) \\
\sum_{k=1}^{p} \overline{\varepsilon_{k}} I^{\overline{\zeta_{k}}} y\left(\overline{\psi_{k}}, \omega\right) & =\sum_{l=1}^{q} \overline{\nu_{l}} I^{\overline{\tau_{l}}} y\left(\overline{\varphi_{l}}, \omega\right)
\end{align*}
$$

where $D^{\rho}$ denotes the Hadamard Caputo-type fractional derivative of order $\rho \in\{\alpha, \beta, \gamma, \sigma\}$ with $0<\alpha, \beta, \gamma, \sigma<1,1<\alpha+\beta<2,1<\gamma+\sigma<2, \lambda_{1}, \lambda_{2}$ are given constants, $I^{r}$ is the Hadamard fractional integral of order $r>0, r \in\left\{\mu_{i}, \gamma_{j}, \varsigma_{k}, \tau_{l}, \overline{\mu_{i}}, \overline{\gamma_{j}}, \overline{\varsigma_{k}}, \overline{\tau_{l}}\right\}$ the constants $\eta_{i}, \xi_{j}, \psi_{k}, \varphi_{l}, \overline{\eta_{i}}, \overline{\xi_{j}}, \overline{\psi_{k}}, \overline{\varphi_{l}} \in(1, e) ; \theta_{i}, \phi_{j}, \varepsilon_{k}, \nu_{l}, \overline{\theta_{i}}, \overline{\phi_{j}}, \overline{\varepsilon_{k}}, \overline{\nu_{l}} \in \mathbb{R}$, for all $i=1,2, \ldots, m, j=1,2, \ldots, n, k=1,2, \ldots, p, l=1,2, \ldots, q$; and $f, g:[1, e] \times$ $\mathbb{R}^{m} \times \mathbb{R}^{m} \times \Omega \rightarrow \mathbb{R}^{m}$ are given function, $(\Omega, \mathcal{A})$ is a measurable space.

### 4.2 Main results

Consider the constants

$$
\begin{aligned}
& \Omega_{1}=\sum_{i=1}^{m} \theta_{i} \frac{\left(\log \eta_{i}\right)^{\mu_{i}}}{\Gamma\left(\mu_{i}+1\right)}-\sum_{j=1}^{n} \phi_{j} \frac{\left(\log \xi_{j}\right)^{\gamma_{j}}}{\Gamma\left(\gamma_{j}+1\right)} \\
& \Omega_{2}=\sum_{i=1}^{m} \theta_{i} \frac{\left(\log \eta_{i}\right)^{\beta+\mu_{i}}}{\Gamma\left(\beta+\mu_{i}+1\right)}-\sum_{j=1}^{n} \phi_{j} \frac{\left(\log \xi_{j}\right)^{\beta+\gamma_{j}}}{\Gamma\left(\beta+\gamma_{j}+1\right)} \\
& \Omega_{3}=\sum_{k=1}^{p} \varepsilon_{k} \frac{\left(\log \psi_{k}\right)^{s_{k}}}{\Gamma\left(\varsigma_{k}+1\right)}-\sum_{l=1}^{q} \nu_{l} \frac{\left(\log \varphi_{l}\right)^{\tau_{l}}}{\Gamma\left(\tau_{l}+1\right)},
\end{aligned}
$$

$$
\begin{equation*}
\Omega_{4}=\sum_{k=1}^{p} \varepsilon_{k} \frac{\left(\log \psi_{k}\right)^{\beta+\varsigma_{k}}}{\Gamma\left(\beta+\varsigma_{k}+1\right)}-\sum_{l=1}^{q} \nu_{l} \frac{\left(\log \varphi_{l}\right)^{\beta+\tau_{l}}}{\Gamma\left(\beta+\tau_{l}+1\right)} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega=\Omega_{1} \Omega_{4}-\Omega_{2} \Omega_{3} \tag{4.3}
\end{equation*}
$$

Similarly, we set

$$
\begin{align*}
& \overline{\Omega_{1}}=\sum_{i=1}^{m} \overline{\theta_{i}} \frac{\left(\log \overline{\eta_{i}}\right)^{\overline{\mu_{i}}}}{\Gamma\left(\overline{\mu_{i}}+1\right)}-\sum_{j=1}^{n} \overline{\phi_{j}} \frac{\left(\log \overline{\xi_{j}}\right)^{\overline{\gamma_{j}}}}{\Gamma\left(\overline{\gamma_{j}}+1\right)}, \\
& \overline{\Omega_{2}}=\sum_{i=1}^{m} \overline{\theta_{i}} \frac{\left(\log \overline{\eta_{i}}\right)^{\sigma+\overline{\mu_{i}}}}{\Gamma\left(\sigma+\overline{\mu_{i}}+1\right)}-\sum_{j=1}^{n} \overline{\phi_{j}} \frac{\left(\log \overline{\xi_{j}}\right)^{\sigma+\overline{\gamma_{j}}}}{\Gamma\left(\sigma+\bar{\gamma}_{j}+1\right)}, \\
& \overline{\Omega_{3}}=\sum_{k=1}^{p} \overline{\varepsilon_{k}} \frac{\left(\log \overline{\psi_{k}}\right)^{\overline{\zeta_{k}}}-\sum_{l=1}^{q\left(\overline{\zeta_{k}}+1\right)} \overline{\overline{\nu_{l}}} \frac{\left(\log \overline{\varphi_{l}}\right)^{\overline{\tau_{l}}}}{\Gamma\left(\overline{\tau_{l}}+1\right)},}{\overline{\Omega_{4}}=\sum_{k=1}^{p} \overline{\varepsilon_{k}} \frac{\left(\log \overline{\psi_{k}}\right)^{\sigma+\overline{\zeta_{k}}}}{\Gamma\left(\sigma+\overline{\zeta_{k}}+1\right)}-\sum_{l=1}^{q} \overline{\nu_{l}} \frac{\left(\log \overline{\varphi_{l}}\right)^{\sigma+\overline{\tau_{l}}}}{\Gamma\left(\sigma+\overline{\tau_{l}}+1\right)}}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\Omega}=\overline{\Omega_{1} \Omega_{4}}-\overline{\Omega_{2} \Omega_{3}} . \tag{4.5}
\end{equation*}
$$

Lemma 4.2.1. [63] Let $\widetilde{\Omega} \neq 0,0<\alpha, \beta \leq 1,1<\alpha+\beta \leq 2, \lambda_{1}$ is a given constant, $\mu_{i}, \gamma_{j}, \varsigma_{k}, \tau_{l}>0$, the constants $\eta_{i}, \xi_{j}, \psi_{k}, \varphi_{l} \in(1, e)$ and $\theta_{i}, \phi_{j}, \varepsilon_{k}, \nu_{l} \in \mathbb{R}$, for $i=$ $1,2, \ldots, m, j=1,2, \ldots, n, k=1,2, \ldots, p, l=1,2, \ldots, q$. Then the problem

$$
\left\{\begin{align*}
D^{\alpha}\left(D^{\beta}+\lambda_{1}\right) x(t, \omega) & =f(t, x(t, \omega), y(t, \omega), \omega)  \tag{4.6}\\
\sum_{i=1}^{m} \theta_{i} I^{\mu_{i}} x\left(\eta_{i}, \omega\right) & =\sum_{j=1}^{n} \phi_{j} I^{\gamma_{j}} x\left(\xi_{j}, \omega\right) \\
\sum_{k=1}^{p} \varepsilon_{k} I^{\varsigma_{k}} x\left(\psi_{k}, \omega\right) & =\sum_{l=1}^{q} \nu_{l} I^{\tau_{l}} x\left(\varphi_{l}, \omega\right)
\end{align*}\right.
$$

is equivalent to the problem

$$
\begin{align*}
x(t) & =\frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\gamma_{j}} x\left(\xi_{j}, \omega\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\mu_{i}} x\left(\eta_{i}, \omega\right)\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} v_{l}\left[I^{\alpha+\beta+\tau_{l}} f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\tau_{l}} x\left(\varphi_{l}, \omega\right)\right]\right. \\
& \left.\left.-\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} f\left(\psi_{k}, x\left(\psi_{k}, \omega\right), y\left(\psi_{k}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\varsigma_{k}} x\left(\psi_{k}, \omega\right)\right]\right)\right] \\
& +I^{\alpha+\beta} f(t, x(t, \omega), y(t, \omega), \omega)-\lambda_{1} I^{\beta} x(t, \omega) . \tag{4.7}
\end{align*}
$$

Similarly
Let $\bar{\Omega} \neq 0,0<\gamma, \sigma \leq 1,1<\gamma+\sigma \leq 2, \lambda_{2}$ is a given constant, $\overline{\mu_{i}}, \overline{\gamma_{j}}, \overline{\varsigma_{k}}, \overline{\tau_{l}}>0$, the constants $\overline{\eta_{i}}, \overline{\xi_{j}}, \overline{\psi_{k}}, \overline{\varphi_{l}} \in(1, e)$ and $\overline{\theta_{i}}, \overline{\phi_{j}}, \overline{\varepsilon_{k}}, \overline{\nu_{l}} \in \mathbb{R}$, for $i=1,2, \ldots, m, j=$ $1,2, \ldots, n, k=1,2, \ldots, p, l=1,2, \ldots, q$. Then the problem

$$
\left\{\begin{align*}
D^{\gamma}\left(D^{\sigma}+\lambda_{2}\right) y(t, \omega) & =g(t, x(t, \omega), y(t, \omega), \omega)  \tag{4.8}\\
\sum_{i=1}^{m} \overline{\theta_{i}} I^{\overline{\mu_{i}}} y\left(\overline{\eta_{i}}, \omega\right) & =\sum_{j=1}^{n} \overline{\phi_{j}} I^{\overline{\gamma_{j}}} y\left(\overline{\xi_{j}}, \omega\right) \\
\sum_{k=1}^{p} \overline{\varepsilon_{k}} I^{\overline{\zeta_{k}}} y\left(\overline{\psi_{k}}, \omega\right) & =\sum_{l=1}^{q} \overline{\nu_{l}} I^{\overline{\tau_{l}}} y\left(\overline{\varphi_{l}}, \omega\right)
\end{align*}\right.
$$

is equivalent to the problem

$$
\begin{align*}
y(t) & =\frac{1}{\bar{\Omega}}\left[( \overline { \Omega _ { 4 } } - \frac { ( \operatorname { l o g } t ) ^ { \sigma } } { \Gamma ( \sigma + 1 ) } \overline { \Omega _ { 3 } } ) \left(\sum_{j=1}^{n} \overline{\phi_{j}}\left[I^{\gamma+\sigma+\overline{\gamma_{j}}} g\left(\overline{\xi_{j}}, x\left(\overline{\xi_{j}}, \omega\right), y\left(\overline{\xi_{j}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\gamma_{j}}} y\left(\overline{\xi_{j}}, \omega\right)\right]\right.\right. \\
& \left.-\sum_{i=1}^{m} \overline{\theta_{i}}\left[I^{\gamma+\sigma+\overline{\mu_{i}}} g\left(\overline{\eta_{i}}, x\left(\overline{\eta_{i}}, \omega\right), y\left(\overline{\eta_{i}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\mu_{i}}} y\left(\overline{\eta_{i}}, \omega\right)\right]\right) \\
& +\left(\frac{(\log t)}{\Gamma(\sigma+1)} \overline{\Omega_{1}}-\overline{\Omega_{2}}\right)\left(\sum_{l=1}^{q} \overline{v_{l}}\left[I^{\gamma+\sigma+\overline{\tau_{l}}} g\left(\overline{\varphi_{l}}, x\left(\overline{\varphi_{l}}, \omega\right), y\left(\overline{\varphi_{l}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\tau_{l}}} y\left(\overline{\varphi_{l}}, \omega\right)\right]\right.  \tag{4.9}\\
& \left.\left.-\sum_{k=1}^{p} \overline{\varepsilon_{k}}\left[I^{\gamma+\sigma+\overline{\varsigma_{k}}} g\left(\overline{\psi_{k}}, x\left(\overline{\psi_{k}}, \omega\right), y\left(\overline{\psi_{k}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\zeta_{k}}} y\left(\overline{\psi_{k}}, \omega\right)\right]\right)\right] \\
& +I^{\gamma+\sigma} g(t, x(t, \omega), y(t, \omega), \omega)-\lambda_{2} I^{\sigma} y(t, \omega) .
\end{align*}
$$

Let us set the constants

$$
\begin{aligned}
\Lambda_{1}(u) & =\frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { | \Omega _ { 3 } | } { \Gamma ( \beta + 1 ) } ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right| \frac{\left(\log \xi_{j}\right)^{u+\beta+\gamma_{j}}}{\Gamma\left(u+\beta+\gamma_{j}+1\right)}\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right| \frac{\left(\log \eta_{i}\right)^{u+\beta+\mu_{i}}}{\Gamma\left(u+\beta+\mu_{i}+1\right)}\right) \\
& +\left(\frac{\left|\Omega_{1}\right|}{\Gamma(\beta+1)}+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|v_{l}\right| \frac{\left(\log \varphi_{l}\right)^{u+\beta+\tau_{l}}}{\Gamma\left(u+\beta+\tau_{l}+1\right)}\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right| \frac{\left(\log \psi_{k}\right)^{u+\beta+\varsigma_{k}}}{\Gamma\left(u+\beta+\varsigma_{k}+1\right)}\right)\right]+\frac{1}{\Gamma(u+\beta+1)}
\end{aligned}
$$

and

$$
\begin{aligned}
\Lambda_{2}(u) & =\frac{1}{|\bar{\Omega}|}\left[( | \overline { \Omega _ { 4 } } | + \frac { | \overline { \Omega _ { 3 } } | } { \Gamma ( \sigma + 1 ) } ) \left(\sum_{j=1}^{n}\left|\overline{\phi_{j}}\right| \frac{\left(\log \overline{\xi_{j}}\right)^{u+\sigma+\overline{\gamma_{j}}}}{\Gamma\left(u+\sigma+\overline{\gamma_{j}}+1\right)}\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\overline{\theta_{i}}\right| \frac{\left(\log \overline{\eta_{i}}\right)^{u+\sigma+\overline{\mu_{i}}}}{\Gamma\left(u+\sigma+\overline{\mu_{i}}+1\right)}\right) \\
& +\left(\frac{\left|\overline{\Omega_{1}}\right|}{\Gamma(\sigma+1)}+\left|\overline{\Omega_{2}}\right|\right)\left(\sum_{l=1}^{q}\left|\bar{v}_{l}\right| \frac{\left(\log \overline{\varphi_{l}}\right)^{u+\sigma+\overline{\tau_{l}}}}{\Gamma\left(u+\sigma+\overline{\tau_{l}}+1\right)}\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\overline{\varepsilon_{k}}\right| \frac{\left(\log \overline{\psi_{k}}\right)^{u+\sigma+\bar{\zeta}_{k}}}{\Gamma\left(u+\sigma+\overline{\varsigma_{k}}+1\right)}\right)\right]+\frac{1}{\Gamma(u+\sigma+1)} .
\end{aligned}
$$

Our main first result is the existence and uniqueness of random solution of the problem (4.1)

Theorem 4.2.1. Let $f, g:[1, e] \times \mathbb{R}^{m} \times \mathbb{R}^{m} \times \widetilde{\Omega} \rightarrow \mathbb{R}^{m}$ are two Carathéodory functions. Assume that the following condition
(H) There exists random variables $p_{1}, p_{2}, p_{3}, p_{4}: \widetilde{\Omega} \rightarrow \mathbb{R}_{+}$such that

$$
\|f(t, x, y, \omega)-f(t, \tilde{x}, \tilde{y}, \omega)\| \leq p_{1}(\omega)\|x-\tilde{x}\|+p_{2}(\omega)\|y-\tilde{y}\|, \forall x, y, \tilde{x}, \tilde{y} \in \mathbb{R}^{m}
$$

and

$$
\|g(t, x, y, \omega)-g(t, \tilde{x}, \tilde{y}, \omega)\| \leq p_{3}(\omega)\|x-\tilde{x}\|+p_{4}(\omega)\|y-\tilde{y}\|, \forall x, y, \tilde{x}, \tilde{y} \in \mathbb{R}^{m}
$$

holds.
If for every $\omega \in \widetilde{\Omega}, \widetilde{M}(\omega)$ converge to 0 , where

$$
\widetilde{M}(\omega)=\left(\begin{array}{lc}
\Lambda_{1}(\alpha) p_{1}(\omega)+\left|\lambda_{1}\right| \Lambda_{1}(0) & \Lambda_{1}(\alpha) p_{2}(\omega) \\
\Lambda_{2}(\gamma) p_{3}(\omega) & \Lambda_{2}(\gamma) p_{4}(\omega)+\left|\lambda_{2}\right| \Lambda_{2}(0)
\end{array}\right)
$$

then problem (4.1) has unique random solution.

Proof. Consider the operator $N: C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right) \times \Omega \rightarrow C\left([1, e], \mathbb{R}^{m}\right) \times$ $C\left([1, e], \mathbb{R}^{m}\right)$,

$$
(x(., \omega), y(., \omega), \omega) \mapsto\left(N_{1}(t, x(t, \omega), y(t, \omega), \omega), N_{2}(t, x(t, \omega), y(t, \omega), \omega)\right)
$$

where

$$
\begin{aligned}
N_{1}(x(t, \omega), y(t, \omega), \omega)= & \frac{1}{\Omega}\left[\left(\Omega_{4}-\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{3}\right)\right. \\
& \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\gamma_{j}} x\left(\xi_{j}, \omega\right)\right]\right. \\
- & \left.\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\mu_{i}} x\left(\eta_{i}, \omega\right)\right]\right) \\
+ & \left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right) \\
& \left(\sum_{l=1}^{q} v_{l}\left[I^{\alpha+\beta+\tau_{l}} f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\tau_{l}} x\left(\varphi_{l}, \omega\right)\right]\right. \\
- & \left.\left.\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} f\left(\psi_{k}, x\left(\psi_{k}, \omega\right), y\left(\psi_{k}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\varsigma_{k}} x\left(\psi_{k}, \omega\right)\right]\right)\right] \\
+ & I^{\alpha+\beta} f(t, x(t, \omega), y(t, \omega), \omega)-\lambda_{1} I^{\beta} x(t, \omega)
\end{aligned}
$$

and

$$
\begin{aligned}
N_{2}(x(t, \omega), y(t, \omega), \omega)= & \frac{1}{\bar{\Omega}}\left[\left(\overline{\Omega_{4}}-\frac{(\log t)^{\sigma}}{\Gamma(\sigma+1)} \overline{\Omega_{3}}\right)\right. \\
& \left(\sum_{j=1}^{n} \overline{\phi_{j}}\left[I^{\gamma+\sigma+\overline{\gamma_{j}}} g\left(\overline{\xi_{j}}, x\left(\overline{\xi_{j}}, \omega\right), y\left(\overline{\xi_{j}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\gamma_{j}}} y\left(\overline{\xi_{j}}, \omega\right)\right]\right. \\
- & \left.\sum_{i=1}^{m} \overline{\theta_{i}}\left[I^{\gamma+\sigma+\overline{\mu_{i}}} g\left(\overline{\eta_{i}}, x\left(\overline{\eta_{i}}, \omega\right), y\left(\overline{\eta_{i}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\mu_{i}}} y\left(\overline{\eta_{i}}, \omega\right)\right]\right) \\
+ & \left(\frac{(\log t)^{\sigma}}{\Gamma(\sigma+1)} \overline{\Omega_{1}}-\overline{\Omega_{2}}\right) \\
& \left(\sum_{l=1}^{q} \overline{v_{l}}\left[I^{\gamma+\sigma+\overline{\tau_{l}}} g\left(\overline{\varphi_{l}}, x\left(\overline{\varphi_{l}}, \omega\right), y\left(\overline{\varphi_{l}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\tau_{l}}} y\left(\overline{\varphi_{l}}, \omega\right)\right]\right) \\
- & \left.\left.\sum_{k=1}^{p} \overline{\varepsilon_{k}}\left[I^{\gamma+\sigma+\overline{\zeta_{k}}} g\left(\overline{\psi_{k}}, x\left(\overline{\psi_{k}}, \omega\right), y\left(\overline{\psi_{k}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\zeta_{k}}} y\left(\overline{\psi_{k}}, \omega\right)\right]\right)\right] \\
+ & I^{\gamma+\sigma} g(t, x(t, \omega), y(t, \omega), \omega)-\lambda_{2} I^{\sigma} y(t, \omega) .
\end{aligned}
$$

First we show that $N$ is a random operator on $C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right)$. Since $f$ and $g$ are Carathéodory functions, then $\omega \rightarrow f(t, x, y, \omega)$ and $\omega \rightarrow g(t, x, y, \omega)$ are measurable maps in view of proposition 3.3.1 we concluded that, the maps
$\omega \rightarrow N_{1}(x(t, \omega), y(t, \omega), \omega), \omega \rightarrow N_{2}(x(t, \omega), y(t, \omega), \omega)$ are measurable. As a result, $N$ is a random operator on $C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right) \times \Omega$ into $C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right)$.
We show that N satisfies all the conditions of theorem 3.3 .1 on $C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right)$.
Let $(x, y),(\tilde{x}, \tilde{y}) \in C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right)$, then

$$
\begin{aligned}
& \left\|N_{1}(x(t, \omega), y(t, \omega), \omega)-N_{1}(\tilde{x}(t, \omega), \tilde{y}(t, \omega), \omega)\right\| \\
= & \| \frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum _ { j = 1 } ^ { n } \phi _ { j } \left[I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right)\right)\right.\right.\right. \\
- & \left.I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, \tilde{x}\left(\xi_{j}, \omega\right), \tilde{y}\left(\xi_{j}, \omega\right)\right)-\lambda_{1}\left[I^{\beta+\gamma_{j}} x\left(\xi_{j}, \omega\right)-I^{\beta+\gamma_{j}} \tilde{x}\left(\xi_{j}, \omega\right)\right]\right] \\
- & \sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right)\right)-I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, \tilde{x}\left(\eta_{i}, \omega\right), \tilde{y}\left(\eta_{i}, \omega\right)\right)\right] \\
- & \left.\left.\lambda_{1}\left[I^{\beta+\mu_{i}} x\left(\eta_{i}, \omega\right)-I^{\beta+\mu_{i}} \tilde{x}\left(\eta_{i}, \omega\right)\right]\right]\right) \\
+ & \left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum _ { l = 1 } ^ { q } v _ { l } \left[I^{\alpha+\beta+\tau_{l}} f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right)\right)\right.\right. \\
- & \left.I^{\alpha+\beta+\tau_{l}} f\left(\varphi_{l}, \tilde{x}\left(\varphi_{l}, \omega\right), \tilde{y}\left(\varphi_{l}, \omega\right)\right)-\lambda_{1}\left[I^{\beta+\tau_{l}} x\left(\varphi_{l}, \omega\right)-I^{\beta+\tau_{l}} \tilde{x}\left(\varphi_{l}, \omega\right)\right]\right] \\
- & \sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} f\left(\psi_{k}, x\left(\psi_{k}, \omega\right), y\left(\psi_{k}, \omega\right)\right)-I^{\alpha+\beta+\varsigma_{k}} f\left(\psi_{k}, \tilde{x}\left(\psi_{k}, \omega\right), \tilde{y}\left(\psi_{k}, \omega\right)\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.\left.-\lambda_{1}\left[I^{\beta+\varsigma_{k}} x\left(\psi_{k}, \omega\right)-I^{\beta+\varsigma_{k}} \tilde{x}\left(\psi_{k}, \omega\right)\right]\right]\right)\right] \\
& +I^{\alpha+\beta} f(t, x(t, \omega), y(t, \omega))-I^{\alpha+\beta} f(t, \tilde{x}(t, \omega), \tilde{y}(t, \omega))-\lambda_{1}\left[I^{\beta} x(t, \omega)-I^{\beta} \tilde{x}(t, \omega)\right] \\
& \leq \frac{1}{\Omega}\left[| \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } | \left(\sum _ { j = 1 } ^ { n } \sum \phi _ { j } \left[I^{\alpha+\beta+\gamma_{j}} \| f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right)\right)\right.\right.\right. \\
& \left.-f\left(\xi_{j}, \tilde{x}\left(\xi_{j}, \omega\right), \tilde{y}\left(\xi_{j}, \omega\right)\right)\left\|+\lambda_{1} I^{\beta+\gamma_{j}}\right\| x\left(\xi_{j}, \omega\right)-\tilde{x}\left(\xi_{j}, \omega\right) \|\right] \\
& +\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} \| f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right)\right)\right. \\
& \left.\left.-f\left(\eta_{i}, \tilde{x}\left(\eta_{i}, \omega\right), \tilde{y}\left(\eta_{i}, \omega\right)\right)\left\|+\lambda_{1} I^{\beta+\mu_{i}}\right\| x\left(\eta_{i}, \omega\right)-\tilde{x}\left(\eta_{i}, \omega\right) \|\right]\right) \\
& +\left|\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right|\left(\sum _ { l = 1 } ^ { q } v _ { l } \left[I^{\alpha+\beta+\tau_{l}}| | f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right)\right)\right.\right. \\
& \left.-f\left(\varphi_{l}, \tilde{x}\left(\varphi_{l}, \omega\right), \tilde{y}\left(\varphi_{l}, \omega\right)\right)\left\|+\lambda_{1} I^{\beta+\tau_{l}}\right\| x\left(\varphi_{l}, \omega\right)-\tilde{x}\left(\varphi_{l}, \omega\right) \|\right] \\
& +\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}}\left\|f\left(\psi_{k}, x\left(\psi_{k}, \omega\right), y\left(\psi_{k}, \omega\right)\right)-f\left(\psi_{k}, \tilde{x}\left(\psi_{k}, \omega\right), \tilde{y}\left(\psi_{k}, \omega\right)\right)\right\|\right] \\
& \left.\left.\left.+\lambda_{1} I^{\beta+\varsigma_{k}}\left\|x\left(\psi_{k}, \omega\right)-\tilde{x}\left(\psi_{k}, \omega\right)\right\|\right]\right)\right] \\
& +I^{\alpha+\beta}\|f(t, x(t, \omega), y(t, \omega))-f(t, \tilde{x}(t, \omega), \tilde{y}(t, \omega))\|+\lambda_{1} I^{\beta}\|x(t, \omega)-\tilde{x}(t, \omega)\| \\
& \leq p_{1}(\omega)\left\{\frac { 1 } { | \Omega | } \left[( | \Omega _ { 4 } | + \frac { | \Omega _ { 3 } | } { \Gamma ( \beta + 1 ) } ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right| \frac{\left(\log \xi_{j}\right)^{\alpha+\beta+\gamma_{j}}}{\Gamma\left(\alpha+\beta+\gamma_{j}+1\right)}\right.\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right| \frac{(\log \eta)^{\alpha+\beta+\mu_{i}}}{\Gamma\left(\alpha+\beta+\mu_{i}+1\right)}\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|v_{l}\right| \frac{\left(\log \varphi_{l}\right)^{\alpha+\beta+\tau_{l}}}{\Gamma\left(\alpha+\beta+\tau_{l}+1\right)}\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right| \frac{\left(\log \psi_{k}\right)^{\alpha+\beta+\varsigma_{k}}}{\Gamma\left(\alpha+\beta+\varsigma_{k}+1\right)}\right]+\frac{1}{\Gamma(\alpha+\beta+1)}\right\}\|x(., \omega)-\tilde{x}(., \omega)\| \\
& +\left|\lambda_{1}\right|\left\{\frac { 1 } { | \Omega | } \left[( | \Omega _ { 4 } | + \frac { | \Omega _ { 3 } | } { \Gamma ( \beta + 1 ) } ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right| \frac{\left(\log \xi_{j}\right)^{\beta+\gamma_{j}}}{\Gamma\left(\beta+\gamma_{j}+1\right)}\right.\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right| \frac{(\log \eta)^{\beta+\mu_{i}}}{\Gamma\left(\beta+\mu_{i}+1\right)}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\begin{array}{c}
q \\
l=1 \\
l_{l}
\end{array}\left|v_{l}\right| \frac{\left(\log \varphi_{l}\right)^{\beta+\tau_{l}}}{\Gamma\left(\beta+\tau_{l}+1\right)}\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right| \frac{\left(\log \psi_{k}\right)^{\beta+\varsigma_{k}}}{\Gamma\left(\beta+\varsigma_{k}+1\right)}\right]+\frac{1}{\Gamma(\beta+1)}\right\}\|x(\cdot, \omega)-\tilde{x}(\cdot, \omega)\| \\
& +p_{2}(\omega)\left\{\frac { 1 } { | \Omega | } \left[( | \Omega _ { 4 } | + \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right| \frac{\left(\log \xi_{j}\right)^{\alpha+\beta+\gamma_{j}}}{\Gamma\left(\alpha+\beta+\gamma_{j}+1\right)}\right.\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right| \frac{(\log \eta)^{\alpha+\beta+\mu_{i}}}{\Gamma\left(\alpha+\beta+\mu_{i}+1\right)}\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|v_{l}\right| \frac{\left(\log \varphi_{l}\right)^{\alpha+\beta+\tau_{l}}}{\Gamma\left(\alpha+\beta+\tau_{l}+1\right)}\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right| \frac{\left(\log \psi_{k}\right)^{\alpha+\beta+\varsigma_{k}}}{\Gamma\left(\alpha+\beta+\varsigma_{k}+1\right)}\right]+\frac{1}{\Gamma(\alpha+\beta+1)}\right\}\|y(\cdot, \omega)-\tilde{y}(\cdot, \omega)\| \\
& +\left|\lambda_{1}\right|\left\{\frac { 1 } { | \Omega | } \left[( | \Omega _ { 4 } | + \frac { | \Omega _ { 3 } | } { \Gamma ( \beta + 1 ) } ) \left(\sum_{j=1}^{n}\left|\phi_{j}\right| \frac{\left(\log \xi_{j}\right)^{\beta+\gamma_{j}}}{\Gamma\left(\beta+\gamma_{j}+1\right)}\right.\right.\right. \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right| \frac{(\log \eta)^{\beta+\mu_{i}}}{\Gamma\left(\beta+\mu_{i}+1\right)}\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left({ }_{l=1}^{q} \sum\left|v_{l}\right| \frac{\left(\log \varphi_{l}\right)^{\beta+\tau_{l}}}{\Gamma\left(\beta+\tau_{l}+1\right)}\right. \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right| \frac{\left(\log \psi_{k}\right)^{\beta+s_{k}}}{\Gamma\left(\beta+\varsigma_{k}+1\right)}\right]+\frac{1}{\Gamma(\beta+1)}\right\}\|y(\cdot, \omega)-\tilde{y}(\cdot, \omega)\| \\
& \leq\left(p_{1}(\omega) \Lambda_{1}(\alpha)+\left|\lambda_{1}\right| \Lambda_{1}(0)\right)\|x(\cdot, \omega)-\tilde{x}(\cdot, \omega)\|_{\infty}+p_{2}(\omega) \Lambda(\alpha)\|y(\cdot, \omega)-\tilde{y}(\cdot, \omega)\|_{\infty},
\end{aligned}
$$

then

$$
\begin{aligned}
\left\|N_{1}(t, x, y, \omega)-N_{1}(t, \tilde{x}, \tilde{y}, \omega)\right\| & \leq\left(p_{1}(\omega) \Lambda_{1}(\alpha)+\left|\lambda_{1}\right| \Lambda_{1}(0)\right)|x-\tilde{x}| \\
& +p_{2}(\omega) \Lambda_{1}(\alpha)|y-\tilde{y}|
\end{aligned}
$$

Similarly, we obtain

$$
\begin{aligned}
\left\|N_{2}(t, x, y, \omega)-N_{2}(t, \tilde{x}, \tilde{y}, \omega)\right\| & \leq p_{3}(\omega) \Lambda_{2}(\gamma)|x-\tilde{x}| \\
& +\left(p_{4}(\omega) \Lambda_{2}(\gamma)+\left|\lambda_{2}\right| \Lambda_{2}(0)\right)|y-\tilde{y}|
\end{aligned}
$$

Hence
$d(N(x(\cdot, \omega), y(\cdot, \omega), \omega), N(\tilde{x}(\cdot, \omega), \tilde{y}(\cdot, \omega), \omega)) \leq \tilde{M}(\omega) d((x(\cdot, \omega), y(\cdot, \omega)),(\tilde{x}(\cdot, \omega), \tilde{y}(\cdot, \omega)))$,
where

$$
d(x, y)=\left(\begin{array}{lll}
\| x(\cdot, \omega) & -y(\cdot, \omega) \|_{\infty} \\
\| x(\cdot, \omega) & -y(\cdot, \omega) \|_{\infty}
\end{array}\right)
$$

and

$$
\widetilde{M}(\omega)=\left(\begin{array}{lc}
\Lambda_{1}(\alpha) p_{1}(\omega)+\left|\lambda_{1}\right| \Lambda_{1}(0) & \Lambda_{1}(\alpha) p_{2}(\omega) \\
\Lambda_{2}(\gamma) p_{3}(\omega) & \Lambda_{2}(\gamma) p_{4}(\omega)+\left|\lambda_{2}\right| \Lambda_{2}(0)
\end{array}\right)
$$

Since for every $\omega \in \Omega, \widetilde{M}(\omega) \in M_{n \times n}\left(\mathbb{R}_{+}\right)$converge to zero, then from theorem 3.3.1 there exists unique random solution of problem (4.1). This completes the proof.

Now, we present an existence result without Lipschitz conditions. We consider the following hypotheses:
$\left(H_{1}\right)$ For every $\omega \in \Omega$, the functions $f(\cdot, \cdot, \cdot, \omega)$ and $g(\cdot, \cdot, \cdot, \omega)$ are continuous and $\omega \rightarrow$ $f(\cdot, \cdot, \cdot, \omega), \omega \rightarrow g(\cdot, \cdot, \cdot, \omega)$ are measurable.
$\left(H_{2}\right)$ There exists measurable and bounded functions $\gamma_{1}, \gamma_{2}: \Omega \rightarrow \mathbb{R}_{+}$such that

$$
\begin{aligned}
\|f(t, x, y, \omega)\| & \leq \gamma_{1}(\omega)(\|x\|+\|y\|+1) \\
\|g(t, x, y, \omega)\| & \leq \gamma_{2}(\omega)(\|x\|+\|y\|+1)
\end{aligned}
$$

for all $t \in[1, e], \omega \in \Omega$ and $x, y \in \mathbb{R}^{m}$.

We shall rely on Leray-Schauder random fixed point theorem type in generalized Banach space to prove our existence result.

## Theorem 4.2.2.

Assume that the hypotheses $\left(H_{1}\right),\left(H_{2}\right)$ and the condition

$$
\begin{equation*}
\Lambda_{1}(\alpha) \gamma_{1}(\omega)+\Lambda_{2}(\gamma) \gamma_{2}(\omega)+\left|\lambda_{1}\right| \Lambda_{1}(0)+\left|\lambda_{2}\right| \Lambda_{2}(0)<1, \tag{4.10}
\end{equation*}
$$

hold. Then the problem (4.1) has a random solution defined on $[1, e]$. Moreover, the solution set
$S=\left\{(x, y): \Omega \rightarrow C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right):(x(\cdot, \omega), y(\cdot, \omega)), \omega \in \Omega\right.$ is solution of (4.1) $\}$ is compact.

Proof.
Let $N: C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right) \times \Omega \rightarrow C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right)$ be a random operator defined in Theorem 4.2.1. In order to apply theorem 3.3.3, we first show that $N$ is completely continuous. The proof will be given in several steps.

## Step 1.

$N(\cdot, \cdot, \omega)=\left(N_{1}(\cdot, \cdot, \omega), N_{2}(\cdot, \cdot, \omega)\right)$ is continuous.
Let $\left(x_{n}, y_{n}\right)$ be a sequence such that $\left(x_{n}, y_{n}\right) \rightarrow(x, y) \in C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right)$ as $n \rightarrow \infty$. Since $f$ is a continuous function, then

$$
\begin{aligned}
& \sum_{j=1}^{n}\left|\phi_{j}\right|\left\|I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, x_{n}\left(\xi_{j}, \omega\right), y_{n}\left(\xi_{j}, \omega\right), \omega\right)-I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right), \omega\right)\right\|_{\infty} \rightarrow 0 \quad \text { as } n \rightarrow \infty, \\
& \sum_{i=1}^{m}\left|\theta_{i}\right|\left\|I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, x_{n}\left(\eta_{i}, \omega\right), y_{n}\left(\eta_{i}, \omega\right)\right)-I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right)\right)\right\|_{\infty} \rightarrow 0 \quad \text { as } n \rightarrow \infty, \\
& \sum_{l=1}^{q}\left|v_{l}\right|\left\|I^{\alpha+\beta+\tau_{l}} f\left(\varphi_{l}, x_{n}\left(\varphi_{l}, \omega\right), y_{n}\left(\varphi_{l}, \omega\right)\right)-I^{\alpha+\beta+\gamma_{j}} f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right)\right)\right\|_{\infty} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
\end{aligned}
$$

and

$$
\begin{aligned}
& \| I^{\alpha+\beta}\left(f\left(t, x_{n}(t, \omega), y_{n}(t, \omega), \omega\right)-f(t, x(t, \omega), y(t, \omega), \omega) \|_{\infty}\right. \\
& +\left|\lambda_{1}\right| \| I^{\beta}\left(x_{n}(t, \omega)-x(t, \omega) \|_{\infty} \rightarrow 0 \quad \text { as } n \rightarrow \infty\right.
\end{aligned}
$$

Thus

$$
\left\|N_{1}\left(x_{n}(\cdot, \omega), y_{n}(\cdot, \omega), \omega\right)-N_{1}(x(\cdot, \omega), y(\cdot, \omega), \omega)\right\|_{\infty} \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Similarly

$$
\left\|N_{2}\left(x_{n}(\cdot, \omega), y_{n}(\cdot, \omega), \omega\right)-N_{2}(x(\cdot, \omega), y(., \omega), \omega)\right\|_{\infty} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Thus $N$ is continuous.

## Step 2.

$N$ maps bounded sets into bounded sets in $C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right)$. Indeed, it is enough to show that for any $q>0$ there exists a positive constant $l$ such that for each $(x, y) \in B_{q}=\left\{(x, y) \in C([1, e], \mathbb{R}) \times C([1, e], \mathbb{R}):\left(\|x\|_{\infty},\|y\|_{\infty}\right) \leq(q, q)\right\}$, we have $\|N(x, y, \omega)\|_{\infty} \leq l=\left(l_{1}, l_{2}\right)$.
Then for each $t \in[1, e]$; we get

$$
\begin{aligned}
& \left\|N_{1}(x(t), y(t), \omega)\right\| \\
= & \| \frac{1}{\Omega}\left[( \Omega _ { 4 } - \frac { ( \operatorname { l o g } t ^ { \beta } } { \Gamma ( \beta + 1 ) } \Omega _ { 3 } ) \left(\sum _ { j = 1 } ^ { n } \phi _ { j } \left[I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right)\right)\right.\right.\right. \\
- & \left.\lambda_{1} I^{\beta+\gamma_{j}} x\left(\xi_{j}, \omega\right)\right] \\
- & \left.\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right)\right)-\lambda_{1} I^{\beta+\mu_{i}} x\left(\eta_{i}, \omega\right)\right]\right) \\
+ & \left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right)\left(\sum_{l=1}^{q} v_{l}\left[I^{\alpha+\beta+\tau_{l}} f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right)\right)-\lambda_{1} I^{\beta+\tau_{l}} x\left(\varphi_{l}, \omega\right)\right]\right. \\
- & \left.\left.\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} f\left(\psi_{k}, x\left(\psi_{k}, \omega\right), y\left(\psi_{k}, \omega\right)\right)-\lambda_{1} I^{\beta+\varsigma_{k}} x\left(\psi_{k}, \omega\right)\right]\right)\right] \\
+ & I^{\alpha+\beta} f(t, x(t, \omega), y(t, \omega))-\lambda_{1} I^{\beta} x(t, \omega)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum _ { j = 1 } ^ { n } | \phi _ { j } | \left[I^{\alpha+\beta+\gamma_{j}}\left\|f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right)\right)\right\|\right.\right.\right. \\
&+\left.\left|\lambda_{1}\right| I^{\beta+\gamma_{j}}\left\|x\left(\xi_{j}, \omega\right)\right\|\right] \\
&+\left.\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}}\left\|f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right)\right)\right\|+\left|\lambda_{1}\right| I^{\beta+\mu_{i}}\left\|x\left(\eta_{i}, \omega\right)\right\|\right]\right) \\
&+\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum_{l=1}^{q}\left|v_{l}\right|\left[I^{\alpha+\beta+\tau_{l}}\left\|f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right)\right)\right\|\right]\right. \\
&+\left.\left|\lambda_{1}\right| I^{\beta+\tau_{l}}\left\|x\left(\varphi_{l}, \omega\right)\right\|\right] \\
&+\left.\left.\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}}\left\|f\left(\psi_{k}, x\left(\psi_{k}, \omega\right), y\left(\psi_{k}, \omega\right)\right)\right\|+\left|\lambda_{1}\right| I^{\beta+\varsigma_{k}}\left\|x\left(\psi_{k}, \omega\right)\right\|\right]\right)\right] \\
&+I^{\alpha+\beta}\|f(t, x(t, \omega), y(t, \omega))\|+\left|\lambda_{1}\right| I^{\beta}\|x(t, \omega)\| \\
& \leq \frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum _ { j = 1 } ^ { n } | \phi _ { j } | \left[I^{\alpha+\beta+\gamma_{j}} \gamma_{1}(\omega)\left(\left\|x\left(\xi_{j}, \omega\right)\right\|+\left\|y\left(\xi_{j}, \omega\right)\right\|\right)\right.\right.\right. \\
&\left.+\left|\lambda_{1}\right| I^{\beta+\gamma_{j}}\left\|x\left(\xi_{j}, \omega\right)\right\|\right] \\
&\left.\left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}} \gamma_{1}(\omega)\left(\left\|x\left(\eta_{i}, \omega\right)\right\|+\left\|y\left(\eta_{i}, \omega\right)\right\|\right)+\left|\lambda_{1}\right| I^{\beta+\mu_{i}}\left\|x\left(\eta_{i}, \omega\right)\right\|\right]\right)\right] \\
&+\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum _ { l = 1 } ^ { q } | v _ { l } | \left[I^{\alpha+\beta+\tau_{l}} \gamma_{1}(\omega)\left(\left\|x\left(\varphi_{l}, \omega\right)\right\|+\left\|y\left(\varphi_{l}, \omega\right)\right\|\right)\right.\right. \\
&\left.+\left|\lambda_{1}\right| I^{\beta+\tau_{l}}\left\|x\left(\varphi_{l}, \omega\right)\right\|\right] \\
&\left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}} \gamma_{1}(\omega)\left(\left\|x\left(\psi_{k}, \omega\right)\right\|+\left\|y\left(\psi_{k}, \omega\right)\right\|\right)+\left|\lambda_{1}\right| I^{\beta+\varsigma_{k}}\left\|x\left(\psi_{k}, \omega\right)\right\|\right]\right)\right] \\
&+I^{\alpha+\beta} \gamma_{1}(\omega)(\|x(t, \omega)\|+\|y(t, \omega)\|)+\left|\lambda_{1}\right| I^{\beta}\|x(t, \omega)\| \\
& \leq \gamma_{1}(\omega) \Lambda_{1}(\alpha)(\|x\|+\|y\|)+\left|\lambda_{1}\right| q \Lambda_{1}(0) \\
& \leq \gamma_{1}(\omega) \Lambda_{1}(\alpha)(2 q)+\left|\lambda_{1}\right| q \Lambda_{1}(0) .
\end{aligned}
$$

Then

$$
\left\|N_{1}(x(\cdot, \omega), y(\cdot, \omega), \omega)\right\|_{\infty} \leq \gamma_{1}(\omega) \Lambda_{1}(\alpha)(2 q)+|\lambda| q \Lambda_{1}(0) \leq l_{1}(\omega) .
$$

Similarly, we have

$$
\left\|N_{2}(x(\cdot, \omega), y(\cdot, \omega), \omega)\right\|_{\infty} \leq \gamma_{2}(\omega) \Lambda_{2}(\gamma)(2 q)+|\lambda| q \Lambda_{2}(0) \leq l_{2}(\omega) .
$$

## Step 3.

Next, we will show that $N$ maps bounded sets into equicontinuous sets of $C\left([1, e], \mathbb{R}^{m}\right) \times$ $C\left([1, e], \mathbb{R}^{m}\right)$. Let $B_{r}=\left\{(x, y) \in C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right):\|x\| \leq r,\|y\| \leq r\right\}$ be a bounded set in $C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right)$ as in Step 2.
Let $t_{1}, t_{2} \in[1, e]$ with $t_{1}<t_{2}$ and $(x, y) \in B_{r}$.
Then we have

$$
\begin{aligned}
& \left\|N_{1}\left(x\left(t_{2}, \omega\right), y\left(t_{2}, \omega\right), \omega\right)-N_{1}\left(x\left(t_{1}, \omega\right), y\left(t_{1}, \omega\right), \omega\right)\right\| \\
= & \| \frac{1}{\Omega}\left[\left(\frac{\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}}{\Gamma(\beta+1)} \Omega_{3}\right)\right. \\
& \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\gamma_{j}} x\left(\xi_{j}, \omega\right)\right]\right. \\
- & \left.\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\mu_{i}} x\left(\eta_{i}, \omega\right)\right]\right) \\
+ & \left(\frac{\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}\right) \\
& \left(\sum_{l=1}^{q} v_{l}\left[I^{\alpha+\beta+\tau_{l}} f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\tau_{l}} x\left(\varphi_{l}, \omega\right)\right]\right. \\
- & \left.\left.\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} f\left(\psi_{k}, x\left(\psi_{k}, \omega\right), y\left(\psi_{k}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\varsigma_{k}} x\left(\psi_{k}, \omega\right)\right]\right)\right] \\
+ & I^{\alpha+\beta} f\left(t, x\left(t_{2}, \omega\right), y\left(t_{2}, \omega\right), \omega\right)-\lambda_{1} I^{\beta} x\left(t_{2}, \omega\right) \\
- & I^{\alpha+\beta} f\left(t, x\left(t_{1}, \omega\right), y\left(t_{1}, \omega\right), \omega\right)+\lambda_{1} I^{\beta} x\left(t_{1}, \omega\right) \| \\
\leq & \frac{1}{|\Omega|}\left[( \frac { ( \operatorname { l o g } t _ { 2 } ) ^ { \beta } - ( \operatorname { l o g } t _ { 1 } ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum _ { j = 1 } ^ { n } | \phi _ { j } | \left[I^{\alpha+\beta+\gamma_{j}} \gamma_{1}(\omega)\left(\left\|x\left(\xi_{j}, \omega\right)\right\|+\left\|y\left(\xi_{j}, \omega\right)\right\|+1\right)\right.\right.\right. \\
+ & \left.\left|\lambda_{1}\right| I^{\beta+\gamma_{j}}\left\|x\left(\xi_{j}, \omega\right)\right\|\right] \\
+ & \left.\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}} \gamma_{1}(\omega)\left(\left\|x\left(\eta_{i}, \omega\right)\right\|+\left\|y\left(\eta_{i}, \omega\right)\right\|+1\right)+\left|\lambda_{1}\right| I^{\beta+\mu_{i}}\left\|x\left(\eta_{i}, \omega\right)\right\|\right]\right) \\
+ & \left(\frac{\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|\right)\left({ } _ { l = 1 } ^ { q } \sum | v _ { l } | \left[I^{\alpha+\beta+\tau_{l}} \gamma_{1}(\omega)\left(\left\|x\left(\varphi_{l}, \omega\right)\right\|+\left\|y\left(\varphi_{l}, \omega\right)\right\|+1\right)\right.\right. \\
+ & \left.\left|\lambda_{1}\right| I^{\beta+\tau_{l}}\left\|x\left(\varphi_{l}, \omega\right)\right\|\right] \\
+ & \left.\left.\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}} \gamma_{1}(\omega)\left(\left\|x\left(\psi_{k}, \omega\right)\right\|+\left\|y\left(\psi_{k}, \omega\right)\right\|\right)+\left|\lambda_{1}\right| I^{\beta+\varsigma_{k}}\left\|x\left(\psi_{k}, \omega\right)\right\|\right]\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{\left|\lambda_{1}\right||x|}{\Gamma(\beta+1)}\left|\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}+2\left(\log \frac{t_{2}}{t_{1}}\right)^{\beta}\right| \\
& \leq \frac{1}{|\Omega|}\left[( \frac { ( \operatorname { l o g } t _ { 2 } ) ^ { \beta } - ( \operatorname { l o g } t _ { 1 } ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum _ { j = 1 } ^ { n } | \phi _ { j } | \left[\frac{(2 r+1)\left(\log \xi_{j}\right)^{\alpha+\beta+\gamma_{j}} \gamma_{1}(\omega)}{\Gamma\left(\alpha+\beta+\gamma_{j}+1\right)}\right.\right.\right. \\
& \left.+\frac{\left|\lambda_{1}\right| r\left(\log \xi_{j}\right)^{\beta+\gamma_{j}}}{\Gamma\left(\beta+\gamma_{j}+1\right)}\right] \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[\frac{(2 r+1)\left(\log \eta_{i}\right)^{\alpha+\beta+\mu_{i} \gamma_{1}(\omega)}}{\Gamma\left(\alpha+\beta+\mu_{i}+1\right)}+\frac{\left|\lambda_{1}\right| r\left(\log \eta_{i}\right)^{\beta+\mu_{i}}}{\Gamma\left(\beta+\mu_{i}+1\right)}\right]\right) \\
& \left.+\quad \frac{\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|\right)\left(\sum _ { l = 1 } ^ { q } | v _ { l } | \left[\frac{(2 r+1)\left(\log \varphi_{l}\right)^{\alpha+\beta+\tau_{l}} \gamma_{1}(\omega)}{\Gamma\left(\alpha+\beta+\tau_{l}+1\right)}\right.\right. \\
& \left.+\frac{\left|\lambda_{1}\right| r\left(\log \varphi_{l}\right)^{\beta+\tau_{l}}}{\Gamma\left(\beta+\tau_{l}+1\right)}\right] \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[\frac{(2 r+1)\left(\log \psi_{k}\right)^{\alpha+\beta+\varsigma_{k}} \gamma_{1}(\omega)}{\Gamma\left(\alpha+\beta+\varsigma_{k}+1\right)}+\frac{|\lambda| r\left(\log \psi_{k}\right)^{\beta+\varsigma_{k}}}{\Gamma\left(\beta+\varsigma_{k}+1\right)}\right]\right)\right] \\
& \left.\left.+\frac{\gamma_{1}(\omega)(2 r+1)}{\Gamma(\alpha+\beta+1)} \right\rvert\,\left(\log t_{2}\right)^{\alpha+\beta}-\left(\log t_{1}\right)^{\alpha+\beta}\right] \\
& +\frac{\left|\lambda_{1}\right| r}{\Gamma(\beta+1)}\left|\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}+2\left(\log \frac{t_{2}}{t_{1}}\right)^{\beta}\right|
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left\|N_{1}\left(x\left(t_{2}, \omega\right), y\left(t_{2}, \omega\right), \omega\right)-N_{1}\left(x\left(t_{1}, \omega\right), y\left(t_{1}, \omega\right), \omega\right)\right\| \\
\leq & \frac{1}{|\Omega|}\left[( \frac { ( \operatorname { l o g } t _ { 2 } ) ^ { \beta } - ( \operatorname { l o g } t _ { 1 } ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum _ { j = 1 } ^ { n } | \phi _ { j } | \left[\frac{(2 r+1)\left(\log \xi_{j}\right)^{\alpha+\beta+\gamma_{j} \gamma_{1}(\omega)}}{\Gamma\left(\alpha+\beta+\gamma_{j}+1\right)}\right.\right.\right. \\
+\quad & \left.\frac{\left|\lambda_{1}\right| r\left(\log \xi_{j}\right)^{\beta+\gamma_{j}}}{\Gamma\left(\beta+\gamma_{j}+1\right)}\right] \\
+ & \left.\sum_{i=1}^{m}\left|\theta_{i}\right|\left[\frac{(2 r+1)\left(\log \eta_{i}\right)^{\alpha+\beta+\mu_{i} \gamma_{1}(\omega)}}{\Gamma\left(\alpha+\beta+\mu_{i}+1\right)}+\frac{\left|\lambda_{1}\right| r\left(\log \eta_{i}\right)^{\beta+\mu_{i}}}{\Gamma\left(\beta+\mu_{i}+1\right)}\right]\right) \\
+\quad & \left(\frac{\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|\right)\left(\sum _ { l = 1 } ^ { q } | v _ { l } | \left[\frac{(2 r+1)\left(\log \varphi_{l}\right)^{\alpha+\beta+\tau_{l} \gamma_{1}(\omega)}}{\Gamma\left(\alpha+\beta+\tau_{l}+1\right)}\right.\right. \\
+\quad & \left.\frac{\left|\lambda_{1}\right| r\left(\log \varphi_{l}\right)^{\beta+\tau_{l}}}{\Gamma\left(\beta+\tau_{l}+1\right)}\right] \\
+ & \left.\left.\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[\frac{(2 r+1)\left(\log \psi_{k}\right)^{\alpha+\beta+\varsigma_{k} \gamma_{1}(\omega)}}{\Gamma\left(\alpha+\beta+\varsigma_{k}+1\right)}+\frac{|\lambda| r\left(\log \psi_{k}\right)^{\beta+\varsigma_{k}}}{\Gamma\left(\beta+\varsigma_{k}+1\right)}\right]\right)\right] \\
+ & \frac{\gamma_{1}(\omega)(2 r+1)}{\Gamma(\alpha+\beta+1)}\left|\left(\log t_{2}\right)^{\alpha+\beta}-\left(\log t_{1}\right)^{\alpha+\beta}\right| \\
+ & \frac{\left|\lambda_{1}\right| r}{\Gamma(\beta+1)}\left|\left(\log t_{2}\right)^{\beta}-\left(\log t_{1}\right)^{\beta}+2\left(\log \frac{t_{2}}{t_{1}}\right)^{\beta}\right|
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|N_{2}\left(x\left(t_{2}, \omega\right), y\left(t_{2}, \omega\right), \omega\right)-N_{2}\left(x\left(t_{1}, \omega\right), y\left(t_{1}, \omega\right), \omega\right)\right\| \\
& \leq \frac{1}{|\bar{\Omega}|}\left[( \frac { ( \operatorname { l o g } t _ { 2 } ) ^ { \sigma } - ( \operatorname { l o g } t _ { 1 } ) ^ { \sigma } } { \Gamma ( \sigma + 1 ) } | \overline { \Omega _ { 3 } } | ) \left(\sum _ { j = 1 } ^ { n } | \overline { \phi _ { j } } | \left[\frac{(2 r+1)\left(\log \overline{\xi_{j}}\right)^{\gamma+\sigma+\overline{\gamma_{j}}} \overline{\gamma_{1}}(\omega)}{\Gamma\left(\gamma+\sigma+\overline{\gamma_{j}}+1\right)}\right.\right.\right. \\
& \left.+\frac{\left|\lambda_{2}\right| r\left(\log \overline{\xi_{j}}\right)^{\sigma+\overline{\gamma_{j}}}}{\Gamma\left(\sigma+\bar{\gamma}_{j}+1\right)}\right] \\
& \left.+\sum_{i=1}^{m}\left|\overline{\theta_{i}}\right|\left[\frac{(2 r+1)\left(\log \overline{\eta_{i}}{ }^{\gamma+\sigma+\overline{\mu_{i}} \overline{\gamma_{1}}(\omega)}\right.}{\Gamma\left(\gamma+\sigma+\overline{\mu_{i}}+1\right)}+\frac{\left|\lambda_{2}\right| r\left(\log \overline{i_{i}}\right)^{\sigma+\overline{\mu_{i}}}}{\Gamma\left(\sigma+\overline{\mu_{i}}+1\right)}\right]\right) \\
& +\left(\frac{\left(\log t_{2}\right)^{\sigma}-\left(\log t_{1}\right)^{\sigma}}{\Gamma(\sigma+1)}\left|\overline{\Omega_{1}}\right|\right)\left(\sum _ { l = 1 } ^ { q } | \overline { v _ { l } } | \left[\frac{2 q\left(\log \overline{\varphi_{1}}{ }^{\gamma+\sigma+\bar{T}_{l}} \overline{\bar{\gamma}_{1}}(\omega)\right.}{\left.\Gamma(\gamma) \sigma+\overline{\pi_{l}}+1\right)}\right.\right. \\
& \left.+\frac{\left|\lambda_{2}\right| r\left(\log \bar{\varphi}_{l}\right)^{\sigma+\bar{\tau}_{l}}}{\Gamma(\sigma+\bar{l}+1)}\right] \\
& \left.\left.+\sum_{k=1}^{p}\left|\overline{\varepsilon_{k}}\right|\left[\frac{(2 r+1)\left(\log \overline{\psi_{k}}\right)^{\gamma+\sigma+\overline{\zeta_{k}}} \overline{\gamma_{1}}(\omega)}{\Gamma\left(\gamma+\sigma+\overline{k_{k}}+1\right)}+\frac{\left|\lambda_{2}\right| r\left(\log \overline{\psi_{k}}\right)^{\sigma+\overline{\epsilon_{k}}}}{\Gamma\left(\sigma+\overline{\zeta_{k}}+1\right)}\right]\right)\right] \\
& +\frac{\bar{\gamma}(\omega)(2 r+1)}{\Gamma(\gamma+\sigma+1)}\left|\left(\log t_{2}\right)^{\gamma+\sigma}-\left(\log t_{1}\right)^{\gamma+\sigma}\right| \\
& +\frac{\left|\lambda_{2}\right| r}{\Gamma(\sigma+1)}\left|\left(\log t_{2}\right)^{\sigma}-\left(\log t_{1}\right)^{\sigma}+2\left(\log \frac{t_{2}}{t_{1}}\right)^{\sigma}\right| .
\end{aligned}
$$

As $t_{2}-t_{1} \rightarrow 0$, the right-hand side of the above inequality tends to zero independently of $u \in B_{q}$. Therefore by the Arzela-Ascoli theorem the operator $N: C\left([1, e], \mathbb{R}^{m}\right) \times$ $C\left([1, e], \mathbb{R}^{m}\right)$ is completely continuous.

Step 4. It remains to show that

$$
\begin{aligned}
\mathcal{A}(\omega) & =\left\{(x(\cdot, \omega), y(\cdot, \omega)) \in C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right):(x(\cdot, \omega), y(\cdot, \omega))\right. \\
& =\lambda(\omega) N(x(\cdot, \omega), y(\cdot, \omega), \omega), \lambda(\omega) \in(0,1)\}
\end{aligned}
$$

is bounded.

Let $(x, y) \in \mathcal{A}(\omega)$. Then $x=\lambda(\omega) N_{1}(x, y)$ and $y=\lambda(\omega) N_{2}(x, y)$ for some $0<\lambda<1$. Thus, for $t \in[1, e]$, we have

$$
\begin{aligned}
& \|x(t, \omega)\| \\
& \leq \frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum _ { j = 1 } ^ { n } | \phi _ { j } | \left[I^{\alpha+\beta+\gamma_{j}}\left\|f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right)\right)\right\|\right.\right.\right. \\
& \left.+\left|\lambda_{1}\right| I^{\beta+\gamma_{j}}\left\|x\left(\xi_{j}, \omega\right)\right\|\right] \\
& \left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}}\left\|f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right)\right)\right\|+\left|\lambda_{1}\right| I^{\beta+\mu_{i}}\left\|x\left(\eta_{i}, \omega\right)\right\|\right]\right) \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum _ { l = 1 } ^ { q } | v _ { l } | \left[I^{\alpha+\beta+\tau_{l}}\left\|f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right)\right)\right\|\right.\right. \\
& \left.+\left|\lambda_{1}\right| I^{\beta+\tau_{l}}\left\|x\left(\varphi_{l}, \omega\right)\right\|\right] \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}}\left\|f\left(\psi_{k}, x\left(\psi_{k}, \omega\right), y\left(\psi_{k}, \omega\right)\right)\right\|+\left|\lambda_{1}\right| I^{\beta+\varsigma_{k}}\left\|x\left(\psi_{k}, \omega\right)\right\|\right]\right)\right] \\
& +I^{\alpha+\beta}\|f(t, x(t, \omega), y(t, \omega))\|+\left|\lambda_{1}\right| I^{\beta}\|x(t, \omega)\| \\
& \leq \frac{1}{|\Omega|}\left[( | \Omega _ { 4 } | + \frac { ( \operatorname { l o g } t ) ^ { \beta } } { \Gamma ( \beta + 1 ) } | \Omega _ { 3 } | ) \left(\sum _ { j = 1 } ^ { n } | \phi _ { j } | \left[I^{\alpha+\beta+\gamma_{j}} \gamma_{1}(\omega)\left(\left\|x\left(\xi_{j}, \omega\right)\right\|+\left\|y\left(\xi_{j}, \omega\right)\right\|\right)\right.\right.\right. \\
& \left.+\left|\lambda_{1}\right| I^{\beta+\gamma_{j}}\left\|x\left(\xi_{j}, \omega\right)\right\|\right] \\
& \left.\left.+\sum_{i=1}^{m}\left|\theta_{i}\right|\left[I^{\alpha+\beta+\mu_{i}} \gamma_{1}(\omega)\left(\left\|x\left(\eta_{i}, \omega\right)\right\|+\left\|y\left(\eta_{i}, \omega\right)\right\|\right)+\left|\lambda_{1}\right| I^{\beta+\mu_{i}}\left\|x\left(\eta_{i}, \omega\right)\right\|\right]\right)\right] \\
& +\left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)}\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right)\left(\sum _ { l = 1 } ^ { q } | v _ { l } | \left[I^{\alpha+\beta+\tau_{l}} \gamma_{1}(\omega)\left(\left\|x\left(\varphi_{l}, \omega\right)\right\|+\left\|y\left(\varphi_{l}, \omega\right)\right\|\right)\right.\right. \\
& \left.+\left|\lambda_{1}\right| I^{\beta+\tau_{l}}\left\|x\left(\varphi_{l}, \omega\right)\right\|\right] \\
& \left.\left.+\sum_{k=1}^{p}\left|\varepsilon_{k}\right|\left[I^{\alpha+\beta+\varsigma_{k}} \gamma_{1}(\omega)\left(\left\|x\left(\psi_{k}, \omega\right)\right\|+\left\|y\left(\psi_{k}, \omega\right)\right\|\right)+\left|\lambda_{1}\right| I^{\beta+\varsigma_{k}}\left\|x\left(\psi_{k}, \omega\right)\right\|\right]\right)\right] \\
& +I^{\alpha+\beta} \gamma_{1}(\omega)(\|x(t, \omega)\|+\|y(t, \omega)\|)+\left|\lambda_{1}\right| I^{\beta}\|x(t, \omega)\| \text {. }
\end{aligned}
$$

Then

$$
|x(t, \omega)| \leq \gamma_{1}(\omega)\left(\|x(\cdot, \omega)\|_{\infty}+\|y(\cdot, \omega)\|_{\infty}+1\right) \Lambda_{1}(\alpha)+\left|\lambda_{1}\right| \Lambda_{1}(0)\left(\|x(\cdot, \omega)\|_{\infty}+\|y(\cdot, \omega)\|_{\infty}\right)
$$

We have also

$$
|y(t, \omega)| \leq \gamma_{2}(\omega)\left(\|x(\cdot, \omega)\|_{\infty}+\|y(\cdot, \omega)\|_{\infty}+1\right) \Lambda_{2}(\gamma)+\left|\lambda_{2}\right| \Lambda_{2}(0)\left(\|x(\cdot, \omega)\|_{\infty}+\|y(\cdot, \omega)\|_{\infty}\right)
$$

Therefore

$$
|x(t, \omega)|+|y(t, \omega)| \leq C+K\left(\|x(\cdot, \omega)\|_{\infty}+\|y(\cdot, \omega)\|_{\infty}\right)
$$

where

$$
C=\gamma_{1}^{*}(\omega)+\gamma_{2}^{*}(\omega), K=\Lambda_{1}(\alpha) \gamma_{1}(\omega)+\Lambda_{2}(\gamma) \gamma_{2}(\omega)+\left|\lambda_{1}\right| \Lambda_{1}(0)+\left|\lambda_{2}\right| \Lambda_{2}(0)
$$

Hence, from (4.10), we get

$$
\|x(\cdot, \omega)\|_{\infty}+\|y(\cdot, \omega)\|_{\infty} \leq \frac{\gamma_{1}^{*}(\omega)+\gamma_{2}^{*}(\omega)}{1-K}:=K_{*}
$$

Consequently $\|x\| \leq K_{*}$ and $\|y\| \leq K_{*}$
This shows that $\mathcal{A}(\omega)$ is bounded. As a consequence of Theorem 3.3 .3 we deduce that $N$ has a random fixed point $\omega \rightarrow(x(\cdot, \omega), y(\cdot, \omega))$ which is a solution to the problem 4.1).

## Step 5.

Compactness of the solution set.

Let $\left\{\left(x_{n}, y_{n}\right)\right\}_{n \in \mathbb{N}} \subset S$ be a sequence. For every $n \in \mathbb{N}$ and for fixe $\omega \in \Omega$, we get

$$
\begin{aligned}
x_{n}(t, \omega)= & \frac{1}{\Omega}\left[\left(\Omega_{4}-\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{3}\right)\right. \\
& \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, x_{n}\left(\xi_{j}, \omega\right), y_{n}\left(\xi_{j}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\gamma_{j}} x_{n}\left(\xi_{j}, \omega\right)\right]\right. \\
- & \left.\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, x_{n}\left(\eta_{i}, \omega\right), y_{n}\left(\eta_{i}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\mu_{i}} x_{n}\left(\eta_{i}, \omega\right)\right]\right) \\
+ & \left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right) \\
& \left(\sum_{l=1}^{q} v_{l}\left[I^{\alpha+\beta+\tau_{l}} f\left(\varphi_{l}, x_{n}\left(\varphi_{l}, \omega\right), y_{n}\left(\varphi_{l}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\tau_{l}} x_{n}\left(\varphi_{l}, \omega\right)\right]\right. \\
- & \left.\left.\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} f\left(\psi_{k}, x_{n}\left(\psi_{k}, \omega\right), y_{n}\left(\psi_{k}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\varsigma_{k}} x_{n}\left(\psi_{k}, \omega\right)\right]\right)\right] \\
+ & I^{\alpha+\beta} f\left(t, x_{n}(t, \omega), y_{n}(t, \omega), \omega\right)-\lambda_{1} I^{\beta} x_{n}(t, \omega)
\end{aligned}
$$

and

$$
\begin{aligned}
y_{n}(t, \omega)= & \frac{1}{\bar{\Omega}}\left[\left(\overline{\Omega_{4}}-\frac{(\log t)^{\sigma}}{\Gamma(\sigma+1)} \overline{\Omega_{3}}\right)\right. \\
& \left(\sum_{j=1}^{n} \overline{\phi_{j}}\left[I^{\gamma+\sigma+\overline{\gamma_{j}}} g\left(\overline{\xi_{j}}, x_{n}\left(\overline{\xi_{j}}, \omega\right), y_{n}\left(\overline{\xi_{j}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\gamma_{j}}} y_{n}\left(\overline{\xi_{j}}, \omega\right)\right]\right. \\
- & \left.\sum_{i=1}^{m} \overline{\theta_{i}}\left[I^{\gamma+\sigma+\overline{\mu_{i}}} g\left(\overline{\eta_{i}}, x_{n}\left(\overline{\eta_{i}}, \omega\right), y_{n}\left(\overline{\eta_{i}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\mu_{i}}} y_{n}\left(\overline{\eta_{i}}, \omega\right)\right]\right) \\
+ & \left(\frac{(\log t)^{\sigma}}{\Gamma(\sigma+1)} \overline{\Omega_{1}}-\overline{\Omega_{2}}\right) \\
& \left(\sum_{l=1}^{q} \overline{v_{l}}\left[I^{\gamma+\sigma+\overline{\tau_{l}}} g\left(\overline{\varphi_{l}}, x_{n}\left(\overline{\varphi_{l}}, \omega\right), y_{n}\left(\overline{\varphi_{l}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\tau_{l}}} y_{n}\left(\overline{\varphi_{l}}, \omega\right)\right]\right) \\
- & \left.\left.\sum_{k=1}^{p} \overline{\varepsilon_{k}}\left[I^{\gamma+\sigma+\overline{\varsigma_{k}}} g\left(\overline{\psi_{k}}, x_{n}\left(\overline{\psi_{k}}, \omega\right), y_{n}\left(\overline{\psi_{k}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\zeta_{k}}} y_{n}\left(\overline{\psi_{k}}, \omega\right)\right]\right)\right] \\
+ & I^{\gamma+\sigma} g\left(t, x_{n}(t, \omega), y_{n}(t, \omega), \omega\right)-\lambda_{2} I^{\sigma} y_{n}(t, \omega)
\end{aligned}
$$

As in Steps 3, 4, we can prove that subsequence $\left\{\left(x_{n k}, y_{n k}\right)\right\}_{k \in \mathbb{N}}$ of $\left\{\left(x_{n}, y_{n}\right)\right\}_{n \in \mathbb{N}}$ converge to some $(x(\cdot, \omega), y(\cdot, \omega)) \in C\left([1, e], \mathbb{R}^{m}\right) \times C\left([1, e], \mathbb{R}^{m}\right)$, such that

$$
\omega \rightarrow x(t, \omega), \quad \omega \rightarrow y(\cdot, \omega)
$$

are measurable functions. Since $f(\cdot, \cdot, \cdot, \omega)$ and $g(\cdot, \cdot, \cdot, \omega)$ are continuous functions, then

$$
\begin{aligned}
x(t, \omega)= & \frac{1}{\Omega}\left[\left(\Omega_{4}-\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{3}\right)\right. \\
& \left(\sum_{j=1}^{n} \phi_{j}\left[I^{\alpha+\beta+\gamma_{j}} f\left(\xi_{j}, x\left(\xi_{j}, \omega\right), y\left(\xi_{j}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\gamma_{j}} x\left(\xi_{j}, \omega\right)\right]\right. \\
- & \left.\sum_{i=1}^{m} \theta_{i}\left[I^{\alpha+\beta+\mu_{i}} f\left(\eta_{i}, x\left(\eta_{i}, \omega\right), y\left(\eta_{i}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\mu_{i}} x\left(\eta_{i}, \omega\right)\right]\right) \\
+ & \left(\frac{(\log t)^{\beta}}{\Gamma(\beta+1)} \Omega_{1}-\Omega_{2}\right) \\
& \left(\sum_{l=1}^{q} v_{l}\left[I^{\alpha+\beta+\tau_{l}} f\left(\varphi_{l}, x\left(\varphi_{l}, \omega\right), y\left(\varphi_{l}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\tau_{l}} x\left(\varphi_{l}, \omega\right)\right]\right. \\
- & \left.\left.\sum_{k=1}^{p} \varepsilon_{k}\left[I^{\alpha+\beta+\varsigma_{k}} f\left(\psi_{k}, x\left(\psi_{k}, \omega\right), y\left(\psi_{k}, \omega\right), \omega\right)-\lambda_{1} I^{\beta+\varsigma_{k}} x\left(\psi_{k}, \omega\right)\right]\right)\right] \\
+ & I^{\alpha+\beta} f(t, x(t, \omega), y(t, \omega), \omega)-\lambda_{1} I^{\beta} x(t, \omega)
\end{aligned}
$$

and

$$
\begin{aligned}
y(t, \omega)= & \frac{1}{\bar{\Omega}}\left[\left(\overline{\Omega_{4}}-\frac{(\log t)^{\sigma}}{\Gamma(\sigma+1)} \overline{\Omega_{3}}\right)\right. \\
& \left(\sum_{j=1}^{n} \overline{\phi_{j}}\left[I^{\gamma+\sigma+\overline{\gamma_{j}}} g\left(\overline{\xi_{j}}, x\left(\overline{\xi_{j}}, \omega\right), y\left(\overline{\xi_{j}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\gamma_{j}}} y\left(\overline{\xi_{j}}, \omega\right)\right]\right. \\
- & \left.\sum_{i=1}^{m} \overline{\theta_{i}}\left[I^{\gamma+\sigma+\overline{\mu_{i}}} g\left(\overline{\eta_{i}}, x\left(\overline{\eta_{i}}, \omega\right), y\left(\overline{\eta_{i}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\mu_{i}}} y\left(\overline{\eta_{i}}, \omega\right)\right]\right) \\
+ & \left(\frac{(\log t)^{\sigma}}{\Gamma(\sigma+1)} \overline{\Omega_{1}}-\overline{\Omega_{2}}\right) \\
& \left(\sum_{l=1}^{q} \overline{v_{l}}\left[I^{\gamma+\sigma+\overline{\tau_{l}}} g\left(\overline{\varphi_{l}}, x\left(\overline{\varphi_{l}}, \omega\right), y\left(\overline{\varphi_{l}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\gamma_{l}}} y\left(\overline{\varphi_{l}}, \omega\right)\right]\right) \\
- & \left.\left.\sum_{k=1}^{p} \overline{\varepsilon_{k}}\left[I^{\gamma+\sigma+\overline{\varsigma_{k}}} g\left(\overline{\psi_{k}}, x\left(\overline{\psi_{k}}, \omega\right), y\left(\overline{\psi_{k}}, \omega\right), \omega\right)-\lambda_{2} I^{\sigma+\overline{\zeta_{k}}} y\left(\overline{\psi_{k}}, \omega\right)\right]\right)\right] \\
+ & I^{\gamma+\sigma} g(t, x(t, \omega), y(t, \omega), \omega)-\lambda_{2} I^{\sigma} y(t, \omega) .
\end{aligned}
$$

So $S$ is compact.

### 4.3 Examples

In this section we consider two examples for illustrate our main results.

## Example 4.3.1.

Consider the following system of fractional differential equation:

$$
\left\{\begin{array}{c}
D^{\frac{1}{2}}\left(D^{\frac{2}{3}}+\lambda_{1}\right) x(t, \omega)=f(t, x(t, \omega), y(t, \omega), \omega)  \tag{4.11}\\
D^{\frac{2}{3}}\left(D^{\frac{2}{5}}+\lambda_{2}\right) y(t, \omega)=g(t, x(t, \omega), y(t, \omega), \omega) \\
4 I^{\frac{2}{3}} x\left(\frac{2 e}{3}, \omega\right)+I^{\frac{3}{5}} x\left(\frac{e+1}{3}, \omega\right)=\frac{2}{5} I^{\frac{2}{3}} x\left(\frac{e+2}{3}, \omega\right) \\
\frac{2}{3} I^{\frac{1}{5}} x\left(\frac{e}{2}, \omega\right)=I^{\frac{2}{5}} x\left(\frac{2 e}{5}, \omega\right)+3 I^{\frac{1}{4}} x\left(\frac{4 e}{5}, \omega\right) \\
\frac{2}{5} I^{\frac{2}{3}} y\left(\frac{e+2}{4}, \omega\right)+\frac{1}{2} I^{\frac{1}{2}} y\left(\frac{e+3}{4}, \omega\right)+\frac{4}{5} I^{\frac{3}{2}} y\left(\frac{e+4}{4}, \omega\right)=4 I^{\frac{2}{3}} y\left(\frac{3 e}{4}, \omega\right) \\
\frac{5}{7} I^{\frac{1}{2}} y\left(\frac{3 e}{5}, \omega\right)=\frac{1}{5} I^{\frac{3}{4}} y\left(\frac{4 e}{5}, \omega\right)
\end{array}\right.
$$

where $\alpha=\frac{1}{2}, \beta=\frac{2}{3}, \quad \gamma=\frac{2}{3}, \sigma=\frac{2}{5}, \quad \lambda_{1}=\frac{1}{6 \Lambda_{1}(0)}, \quad \lambda_{2}=\frac{1}{6 \Lambda_{2}(0)}, \mathcal{B}(\mathbb{R})$ denote the Borel
$\sigma$-algebra, $f, g:[1, e] \times \mathbb{R} \times \mathbb{R} \times \mathcal{B}(\mathbb{R}) \rightarrow \mathbb{R}$ defined by

$$
f(t, x, y, \omega)=\frac{\cos (x+y)}{6 \Lambda_{1}(\alpha)}+\omega t, \quad g(t, x, y, \omega)=\frac{|x+y|}{6 \Lambda_{2}(\gamma)}+\frac{\log t}{t}+\omega^{2},
$$

where

$$
\Lambda_{1}(\alpha) \approx 101,544, \quad \Lambda_{1}(0) \approx 175,398
$$

and

$$
\Lambda_{2}(\gamma) \approx 6,598, \quad \Lambda_{2}(0) \approx 15,945
$$

We can easily show that

$$
|f(t, x, y, \omega)-f(t, x, y, \omega)| \leq \frac{1}{6 \Lambda_{1}(\alpha)}(|x-\bar{x}|+|y-\bar{y}|), \quad \forall x, \bar{x}, y, \bar{y} \in \mathbb{R}, t \in[1, e]
$$

and

$$
|g(t, x, y, \omega)-g(t, x, y, \omega)| \leq \frac{1}{6 \Lambda_{2}(\alpha)}(|x-\bar{x}|+|y-\bar{y}|), \quad \forall x, \bar{x}, y, \bar{y} \in \mathbb{R}, t \in[1, e]
$$

Hence

$$
\widetilde{M}(\omega)=\left(\begin{array}{cc}
\frac{1}{3} & \frac{1}{6} \\
\frac{1}{6} & \frac{1}{3}
\end{array}\right), \quad \operatorname{det}(M-\lambda I)=\left(\lambda-\frac{1}{2}\right)\left(\lambda-\frac{1}{6}\right) .
$$

We observe that

$$
|\rho(M(\omega))|=\frac{1}{2}<1,
$$

then

$$
M(\omega), \text { converge to } 0 .
$$

Therefore, all the conditions of theorem 4.2.1 are satisfied. Hence the problem 4.11) has a unique random solution.

## Example 4.3.2.

Consider the following system of fractional differential equation:

$$
\left\{\begin{array}{c}
D^{\frac{1}{2}}\left(D^{\frac{2}{3}}+\lambda_{1}\right) x(t, \omega)=f(t, x(t, \omega), y(t, \omega), \omega)  \tag{4.12}\\
D^{\frac{2}{3}}\left(D^{\frac{2}{5}}+\lambda_{2}\right) y(t, \omega)=g(t, x(t, \omega), y(t, \omega), \omega) \\
4 I^{\frac{2}{3}} x\left(\frac{2 e}{3}, \omega\right)+I^{\frac{3}{5}} x\left(\frac{e+1}{3}, \omega\right)=\frac{2}{5} I^{\frac{2}{3}} x\left(\frac{e+2}{3}, \omega\right) \\
\frac{2}{3} I^{\frac{1}{5}} x\left(\frac{e}{2}, \omega\right)=I^{\frac{2}{5}} x\left(\frac{2 e}{5}, \omega\right)+3 I^{\frac{1}{4}} x\left(\frac{4 e}{5}, \omega\right) \\
\frac{2}{5} I^{\frac{2}{3}} y\left(\frac{e+2}{4}, \omega\right)+\frac{1}{2} I^{\frac{1}{2}} y\left(\frac{e+3}{4}, \omega\right)+\frac{4}{5} I^{\frac{3}{2}} y\left(\frac{e+4}{4}, \omega\right)=4 I^{\frac{2}{3}} y\left(\frac{3 e}{4}, \omega\right) \\
\frac{5}{7} I^{\frac{1}{2}} y\left(\frac{3 e}{5}, \omega\right)=\frac{1}{5} I^{\frac{3}{4}} y\left(\frac{4 e}{5}, \omega\right)
\end{array}\right.
$$

where $\alpha=\frac{1}{2}, \beta=\frac{2}{3}, \gamma=\frac{2}{3}, \quad \sigma=\frac{2}{5}, \quad \lambda_{1}=\frac{1}{6 \Lambda_{1}(0)}, \quad \lambda_{2}=\frac{1}{6 \Lambda_{2}(0)}$,
Here

$$
f(t, x, y, \omega)=\frac{t \omega^{2} x^{2}}{2\left(1+\omega^{2}\right)\left(1+x^{2}+y^{2}\right)}+1
$$

and

$$
g(t, x, y, \omega)=\frac{t \omega^{2} y^{2}}{2\left(1+\omega^{2}\right)\left(1+x^{2}+y^{2}\right)}+1
$$

Clearly, the map $(t, \omega) \mapsto f(t, x, y, \omega)$ is jointly continuous for all $x, y \in \mathbb{R}$. Thus the functions $f$ and $g$ are Carathéodory on $[1, e] \times \mathbb{R} \times \mathbb{R} \times \mathcal{F}$. Firstly, we show that $f$ and $g$ are Lipschitz functions. then

$$
\left\lvert\, f(t, x, y, \omega) \leq \frac{\omega^{2}}{6 \Lambda_{1}(\alpha)\left(1+\omega^{2}\right)}\right., \quad \forall x, y \in \mathbb{R}
$$

and

$$
\left\lvert\, g(t, x, y, \omega) \leq \frac{\omega^{2}}{6 \Lambda_{2}(\gamma)\left(1+\omega^{2}\right)}\right., \quad \forall x, y \in \mathbb{R}
$$

Therefore, all the conditions of theorem 4.2.2 hold. Then the problem (4.12) has at least one random solution.

## Conclusion and Perspective

In this thesis, we have considered the following
(1) Langevin fractional differential inclusion

$$
\left\{\begin{aligned}
D^{\alpha}\left(D^{\beta}+\lambda\right) x(t) & \in F(t, x(t)) \\
\sum_{i=1}^{m} \theta_{i} I^{\mu_{i}} x\left(\eta_{i}\right) & =\sum_{j=1}^{n} \phi_{j} I^{\gamma_{j}} x\left(\xi_{j}\right) \\
\sum_{k=1}^{p} \varepsilon_{k} I^{\varsigma_{k}} x\left(\psi_{k}\right) & =\sum_{l=1}^{q} \Xi_{l} I^{\tau_{l}} x\left(\varphi_{l}\right)
\end{aligned}\right.
$$

where $D^{\rho}$ denotes the Hadamard Caputo-type fractional derivative of order $\rho \in$ $\{\alpha, \beta\}$ with $0<\alpha, \beta<1,1<\alpha+\beta<2, \lambda$ is a given constant, $I^{r}$ is the Hadamard fractional integral of order $r>0, r \in\left\{\mu_{i}, \gamma_{j}, \varsigma_{k}, \tau_{l}\right\}$ the constants $\eta_{i}, \xi_{j}, \psi_{k}, \varphi_{l} \in$ $(1, e)$ and $\theta_{i}, \phi_{j}, \varepsilon_{k}, \Xi_{l} \in \mathbb{R}$, for all $i=1,2, \ldots, m, j=1,2, \ldots, n$,
$k=1,2, \ldots, p, l=1,2, \ldots, q$ and $F:[1, e] \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$; where $F$ is a multifonction.
(2) System of boundary random fractional differential equations

$$
\left\{\begin{aligned}
D^{\alpha}\left(D^{\beta}+\lambda_{1}\right) x(t, \omega) & =f(t, x(t, \omega), y(t, \omega), \omega) \\
D^{\gamma}\left(D^{\sigma}+\lambda_{2}\right) y(t, \omega) & =g(t, x(t, \omega), y(t, \omega), \omega) \\
\sum_{i=1}^{m} \theta_{i} I^{\mu_{i}} x\left(\eta_{i}, \omega\right) & =\sum_{j=1}^{n} \phi_{j} I^{\gamma_{j}} x\left(\xi_{j}, \omega\right) \\
\sum_{k=1}^{p} \varepsilon_{k} I^{\varsigma_{k}} x\left(\psi_{k}, \omega\right) & =\sum_{l=1}^{q} \nu_{l} I^{\tau_{l}} x\left(\varphi_{l}, \omega\right) \\
\sum_{i=1}^{m} \overline{\theta_{i}} I^{\overline{\mu_{i}}} y\left(\overline{\eta_{i}}, \omega\right) & =\sum_{j=1}^{n} \overline{\phi_{j}} I^{\overline{\gamma_{j}}} y\left(\overline{\xi_{j}}, \omega\right) \\
\sum_{k=1}^{p} \overline{\varepsilon_{k}} I^{\overline{\zeta_{k}}} y\left(\overline{\psi_{k}}, \omega\right) & =\sum_{l=1}^{q} \overline{\nu_{l}} I^{\overline{\tau_{l}}} y\left(\overline{\varphi_{l}}, \omega\right)
\end{aligned}\right.
$$

where $D^{\rho}$ denotes the Hadamard Caputo-type fractional derivative of order $\rho \in$
$\{\alpha, \beta, \gamma, \sigma\}$ with $0<\alpha, \beta, \gamma, \sigma<1,1<\alpha+\beta<2,1<\gamma+\sigma<2, \lambda_{1}, \lambda_{2}$
are given constants, $I^{r}$ is the Hadamard fractional integral of order $r>0, r \in$
$\left\{\mu_{i}, \gamma_{j}, \varsigma_{k}, \tau_{l}, \overline{\mu_{i}}, \overline{\gamma_{j}}, \overline{\varsigma_{k}}, \overline{\tau_{l}}\right\}$ the constants $\eta_{i}, \xi_{j}, \psi_{k}, \varphi_{l}, \overline{\eta_{i}}, \overline{\xi_{j}}, \overline{\psi_{k}}, \overline{\varphi_{l}} \in(1, e)$ and
$\theta_{i}, \phi_{j}, \varepsilon_{k}, \nu_{l}, \overline{\theta_{i}}, \overline{\phi_{j}}, \overline{\varepsilon_{k}}, \overline{\nu_{l}} \in \mathbb{R}$, for all $i=1,2, \ldots, m, j=1,2, \ldots, n, k=1,2, \ldots, p$,
$l=1,2, \ldots, q$ and $f, g:[1, e] \times \mathbb{R}^{m} \times \mathbb{R}^{m} \times \Omega \rightarrow \mathbb{R}^{m},(\Omega, \mathcal{A})$ is a measurable space.

In the futur, we plan to study the qualitative aspect of the solutions for the above mentioned problems, in particular, we will look for the stability and controllability of the above cited problems.
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