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Introduction and thesis overview

Since the technology is being developed continuously day by day, the need to access and
share information at any location by the human beings have become frequent, whereas

the wired networks are not suitable to afford such a possibility, hence the development of a
new technology which does not require any of infrastructure or wires have taken place those
last centuries, those technologies includes the Wireless Sensor Networks (WSN), which are
equipment with the ability to operate without infrastructure setting up.

The Wireless Sensor Network refers to a set of multiple sensor node relying to each other
through a wireless link, that has the ability to record and store physical conditions of a certain
environment and communicate it to a base station. As the WSN have become an enabling
technologies for the scientific researchers, and are used for several purposes, those technolo-
gies have been divided into multiple categories, according to their scope of use and their
deployment environment, we can cite : the Terrestrial WSN, used only for terrestrial context
as for security measurement (monitoring or military context), medical applying (exploring the
human body), environmental (natural disaster or event), or even home automation (Household
devices), Underground WSN which are used for earthquake prevention in most of time, WSN
Multimedia, sensors that can store, processed and retrieves multimedia data such as: (video,
image, sound), Mobile WSN, sensors with the ability to move in a certain environment and
can be used for many applications such as vehicular sensor networks, and the Underwater
WSN : sensors or vehicles deployed in a marine environment that are frequently used for sea
monitoring, aqueous environment exploration, and disaster prevention.

Despite the numerous benefits that the Underwater Wireless Sensor Network (UWSN)
are providing to the scientific community in different application field, those technologies
are confronted to several challenges that can significantly affect their performances due to
the unpredictable conditions of the marine environment, the limitations of UWSN are mainly
their insufficient bandwidth and energy constraints, their high signal absorption due to the
use of the acoustic support, and their frequent change of position, hence numerous studies
and researches have been evaluated and established included the routing protocol that have
for purpose to guarantee the communication and the achievement of information to the right
destination, in UWSN technologies, once an information is recording by a sensor node it has to
be sent to a certain source, named SINK, meanwhile the other sensors located between the two
stations and collaboratively communicating this information to the sink through multi-hop
communication model, those types of routing protocol are limited for the reason that the
path over the next sensor node is not defined, sensors have only the ability to discover other
sensors that are relying to it one hop previous and one hop next neighbors, besides that the
interruption of a link between two sensors due to their mobility or their energy depletion, can
harshly affect the network performance.

The main goal of this thesis is to enhance the well-known protocol (Vector Based For-
warding routing protocol VBF) which is designed for Underwater communication, since VBF
presents certain limits and challenges. Our main contribution is aimed to improve the protocol
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in a cross-layer manner, a technique that consist the operation of the two layer of the TCP/IP
model, Network layer and the Medium Access Control layer (MAC).

Motivation and contribution
Our studies were been focused on future link failure or interruption between two communi-
cated sensor nodes for multiple reasons that will be described and illustrated latterly.

In our first contribution, we have proposed a new mechanism for an earlier link interruption
detection and preemption, using the Lagrange Interpolation formula, for a future link quality
estimation through the MAC layer, the main purpose of this study was to avoid unnecessary
packet transmission due to weak link quality caused by the mobility of sensors during data
relaying process, and rediscover another potential sensor with which the link quality is quite
effective, the method is aimed to detect and prevent from failures, and thereafter recover the
information to the upper layer in order to disclaim the communication with the concerned
node and launch a rediscovering process.

In our second contribution, the problem of a future link interruption caused by nodes mo-
bility and energy depletion are the main issue, where the prediction of future link corrosion is
estimated using Newton Interpolation formula, the sensors uses the link efficiency estimation
before any transmission process, if the sensor is receiving a weak signal from it previous sensor,
this latter will not participates in the data forwarding process, this study was implemented in
a cross-layer fashion in order to retrieve more information that the MAC layer can afford to the
Network layer during the data packet routing.

The third proposed study was conducted to analyze the network performance of the
proposed contributions over the protocol VBF, in order to prove and evaluate the reliability
of the proposed mechanisms using different network parameters, the main purpose of the
comparison performance was to demonstrate the efficiency of the implemented methods, and
the addition advantages that it has brings to the protocol VBF, furthermore, to clarify which is
the best mechanism for the future interruption prevention is the more efficient to adopts for
the underwater acoustic communications.

Thesis structure
This thesis is organized as follow :

• The first chapter presents an overview about the wireless sensor network technology,
thereafter, the chapter introduce a bright explanation about the Underwater Wireless
Sensor Network, by describing more details on their applications, architecture, commu-
nication support, their challenges and limitations, and their routing schemes.

• In the second chapter, different localization scheme using in the routing protocol that are
based on the location information of sensors are outlined, following by a presentation of
some of the routing protocol based on the localization of sensors, then the cross-layer de-
sign is introduced along with some of the realized routing protocol based on this method,
thereafter, the acoustic link quality and the impact of their weaknesses and failures are
initiated, then the routing protocol Vector Based Forwarding protocol (VBF) is described,
and finally the implementation environment used to evaluate the proposed contributions
is explained and detailed.

• The third chapter illustrates the major issues discussed in the presented contribution,
where some of the related works are cited and explained, then the proposed mechanisms
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conducted to overcome the addressed issues is widely detailed with the obtained results
and their discussions.

• The fourth chapter introduces another major issues related to the underwater acoustic
communication, where some of the proposed works are cited and briefly explained, in
addition the implemented mechanism that provides an enhancement of the basic routing
protocol VBF is mainly detailed and described, the obtained results are represented and
discussed.

• The fifth chapter provides a comparison study of the network performance of both imple-
mented techniques, where different parameters are used, the obtained results are sum-
marized, discussed and explained.

At the end, a conclusion of our work is presented besides some of the future works and per-
spectives as well.
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Chapter 1. Underwater Wireless Sensor Network

Introduction

The wireless sensor networks have become a wide research area in those last recent years, for
the large application coverage that it has provided to the research community and human be-
ings [Hussein, 2014], those technologies was motivated by several application, such as military
surveillance, seismic prevention, tracking and event monitoring [Swetha et al., 2018]. Since
more than 66 % of the earth is covered by water, principally oceans, it become crucial for
humans to explore the oceans for a future development purpose [Nazareth et Chandavarkar,
2020], however their explorations presents a great challenges for the scientific researchers due
to the greatness of the oceans, the presence of a high water pressure, and predatory fish, which
makes the task difficult to manage, hence the underwater wireless sensor networks have bring
a large interest to the scientific community, for the various applications that it can brings for
different fields, such as oceans surveillance, disaster prevention, assisted navigation, mine de-
tection and oceanographic data collection [Hussein, 2014].

Whereas the underwater wireless sensors are confronted to multiple water issues, since the
underwater devices communication are using acoustic link communication, however it presents
some weaknesses as the large propagation delays, limited bandwidth and battery power, the
presence of a significant noise and interference, and high bit error rates, hence several studies
have been conducted recently in order to support the acoustic communication and overcome
the present issues in the marine environment [Rahman, 2017], while the technologies are still
confronted to many challenges.

In this chapter, a basic concepts of the wireless sensor network is presented, then the under-
water wireless sensor networks are detailed and depicted with their different application, their
used architecture, communication support and their challenges, in addition, although the most
implemented routing and medium access layer protocols used for the wireless networks are
not suitable and appropriate for the underwater environment, several algorithms have been
suggested and designed for the acoustic communication, hence this chapter include as well
the different technique and classification used for the MAC protocols and routing protocols
along with the issues and challenges which represents the routing in the underwater acoustic
communication.

1.1 Wireless Sensor Network

A wireless sensor network are composed of multiple devices that are equipped with a proces-
sor, a radio transceiver including antenna, an analog-to-digital converter, sensors, memory, and
a power supply [Rawat et al., 2014], those sensor nodes are dispersed and spatially distributes
in a certain environment in a random way and are connected to each other over a wireless con-
nection, forming a network topology [De Gante et al., 2014] using radio communication waves
according to the Figure 1.1. WSN are able to sense and record event such as physical conditions
from the environment where they are deployed, organize and transmit the event sensed in the
form of a data packet from a source sensor to a destination sensor [Gupta et Sinha, 2014]. The
collected data is relaying through multiple sensors, and collaboratively communicated to a sta-
tion called Sink [Rawat et al., 2014], thereafter the information is sent by the sink to a gateway
sensor, where the gateway has the ability to communicate this information to the outside en-
vironment that can includes (Internet, Users...etc). Wireless sensor network became one of the
common promising technologies and are being deployed for diverse applications, and offering
supplies advantages over the conventional networking solutions as lower costs, scalability and
reliability, flexibility, and their ease deployment that allow their utilization in a large range of
different application [Rawat et al., 2014].
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Figure 1.1 – Wireless Sensor Network [Jaiswal et Anand, 2020].

1.1.1 WSN Application

WSN technologies have been use for military context (surveillance and monitoring) in the past,
but since, their applications have been extended for multiple purposes and uses [Singh et al.,
2016].

• Disaster prevention : WSN are used for natural disaster prevention, according to the
area where they are placed, they are enable to sense and measure the earth’s physical
conditions, and anticipating a future natural disaster (earthquakes, landslides, air pollu-
tion...etc) [Benkhelifa et al., 2014].

• Medical : for medical use, WSN are called bio-sensors which are used for healthcare,
they can be placed inside a human body, they are aimed to collect information from the
body, as to prevent from cardiovascular decease, cancer detection, glucose level and blood
pressure monitoring [Neves et al., 2008].

• Military environment : where the mobile nodes can be soldiers, tanks, or fighter planes.
For military applications, the wireless sensors can be used to monitor the movement of
the enemy in a given geographic area, or to collect data in a dangerous area [Naimi, 2015]

• Vehicular Network : where individuals are presented in vehicular form containing wire-
less devices used for road security purpose, where they are connected to each other and
able to collect, process and communicates information with other vehicles, or devices
[Paul et al., 2012].

• Smart home : in these last decade, many household equipment can contain a wireless
devices, for a light control applications [Mohamaddoust et al., 2011], window, door open
and close, fire detection, video doorbell and many others, a smart home system pro-
vides safety and secure living [Ransing et Rajput, 2015], a human can control his house
equipment through smart phone application, for a smart home.
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1.1.2 WSN types

The WSN technology have become an important subject in researches area and have been
successfully increased in the scientific communities, their application have been extended to
multiple purposes according to the environment deployment.

• Terrestrial WSN : a set of wireless sensors deployed and placed in a geographical area,
those sensors are used for multiple purposes, as security measurement for a military
context or protected area monitoring, those have the ability to prevent a base station
from dangerous event, moreover it can be used for environmental context as to prevent
from natural disaster (earthquakes), as they can be used by household devices for home
automation [Rawat et al., 2014].

• Underground WSN : a set of wireless sensors placed in caves or underground used
for earthquake prevention in most of time, as they can be used for the measurement of
underground conditions as soil composition and soil moisture, the collected events are
transmitted to a base stations located in a terrestrial area [Rawat et al., 2014].

• Multimedia WSN : a set of wireless sensors setting up at different environment with
the ability to collect, processed and retrieve a multimedia data such as: (video, image,
sound..etc) through cameras and microphones equipment, they are used for multiple
surveillance and tracking contexts [Rawat et al., 2014].

• Mobile WSN : the wireless mobile sensors have the ability to move in a certain environ-
ment where they are placed and communicates with other sensors or a base station, they
can be used for many applications such as vehicular sensor networks [Rawat et al., 2014].

• Underwater WSN : underwater sensors are placed in water environment, where they can
be autonomous vehicles (sensors with the ability to move) or fixed at a certain depth,
they are frequently used for many contexts, as water conditions monitoring, and disaster
prevention (tsunami prediction) [Rawat et al., 2014].

1.1.3 WSN limitations

As the many advantages that can the WSN brings to the scientific researchers, those technolo-
gies are confronted to multiple limitations and constraints :

• Limited energy : due to the frequent operation of the WSN during their sensing process
and the information relaying, high amount of energy can be consumed, and their battery
level can be easily exhausted which are not easy to replace or recharge [Singh et al., 2016].

• Limited storage : as the WSN are sensitive to network attack, they require high security
mechanism to ensure the data authenticity that claims a good quite size of memory, the
limitation of the sensor storage could make the security mechanism implementation hard
[Singh et al., 2016].

• Security limitation : since the wireless technology is more sensitive to attack, and al-
though the use of the Radio waves by the WSN can allow the attackers easily intercepting
or injecting messages [Kavitha et Sridharan, 2010].

• Connectivity loss : the network topology can be harshly affected by the sensor nodes
mobility, due to their frequent position change, the connectivity between sensors can be
interrupted at any time that makes the network performance worsening, although sensor
node can easily die due to it limited energy [Rajendra Prasad et al., 2020].
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• Radio Frequency interference : Interference, and data packet collision are more prone to
occur due to the use of RF medium, WSN suffer from hidden sensor node phenomenon,
where the neighbors are using the communication support simultaneously [Watteyne
et al., 2007].

1.2 Underwater Wireless Sensor Network (UWSN)

UWSN are a set of wireless sensor devices deployed and spatially dispersed, at different depth
in a marine environment [Bhambri et Swaroop, 2014], they are related to each other over a
wireless communication support forming a wireless network, those devices are supporting
wireless acoustic communication and are equipped with antennas that have the ability to sense
and measure several water characteristics [Jouhari et al., 2019], the sensed event are processed
and recorded by the sensor and communicated to the other sensors. UW sensors are applying
and widely use for various underwater monitoring and exploration applications, [Goyal et al.,
2019]. UWSN is a newly emerging wireless sensor that is used to provide methods and mech-
anism to discover aqueous environment, where humans are unable to directly explore [Khalid
et al., 2017], those are receiving a lot of attention and interests recently due to their advanced
abilities within the ocean monitoring and surveillance, and underwater targets detecting and
diverse range of application [Fattah et al., 2020].

The Figure 1.2 presents an overview of the Underwater Wireless Sensor Network design.

Figure 1.2 – Underwater Wireless Sensor Network Design [Bouk et al., 2016].

1.2.1 UWSN Operation

According to the figure 1.3 Underwater devices are related and connected to each other, in
order to communicate and exchange the sensed event by a source node, the data is relaying
through multiple sensors, till it achieve the right destination. The source node is generally
located at the sea bed [Jouhari et al., 2019], the destination node named as sink node is located
above the water surface, and the rest of the sensors are randomly dispersed. When the source
node has a data to send to the sink it will flood the processed data to it sensor neighbors,
the other underwater sensors collaboratively communicate the information, in a multi hop
communication model [Rawat et al., 2014]. Once the data reaches the sink, this one has the
ability to convert the signal from acoustic to radio in order to communicate the information to
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a basic station located at the earth, a satellite, or another station laid in a surface buoy [Khalid
et al., 2017], UWSN are adapted to provide different services and transferring data wirelessly
to the users [Fattah et al., 2020]. the Figure demonstrates the explanation above.

Figure 1.3 – Underwater Wireless Sensor Network Operation [Fattah et al., 2020].

1.2.2 UWSN Internal architecture

Underwater sensor is composed of a main controller CPU, acoustic modem, sensor interface
circuitry, power supply and a memory. The controller is related to the sensor interface circuitry,
that receives data from the sensor, stores it within the memory, process it and send it to other
sensors, by controlling the acoustic model. The components are generally protected by bottom-
mounted instrument frames, from oceans disturbance, UW sensor can measure many water
conditions such as temperature, acidity, salinity, chemical products, oxygen and hydrogen, and
turbidity [Hussein, 2014]. The Figure 1.4 depicts the internal architecture of the Underwater
sensor.

Figure 1.4 – UWSN Internal architecture [Hussein, 2014].

1.2.3 UWSN Elements

• Static Sensor node : depending on the dimensional space, in 2 Dimensional communica-
tion, static sensors are employable in deep water at the sea bed, and communicate with
the sink node over multi-hop communication model, within a forming group of other
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sensors called cluster, while in 3 Dimensional communication, sensors are deployed ac-
cording to different height, anchored at the sea bed with a wire that can be adjusted
[Fattah et al., 2020]. The Figure 1.5 shows an underwater static sensor.

Figure 1.5 – Static Sensor node [Vasilescu et al., 2005].

• Mobile Sensor node : as it is shown on the Figure 1.6, the mobile sensor consists of
remotely operative underwater vehicles (ROVs), or autonomous underwater vehicles
(AUVs), sensors with the ability to move through the sea, owning two transceivers an-
tenna to achieve a maximum data gathering [Fattah et al., 2020].

Figure 1.6 – Mobile Sensor node [Witman, 2017].

• Hybrid Sensor node : the hybrid sensor combines between mobile and static sensors, to
extend the ability of the sensor in order to accomplish some operations, those sensors can
be either router or controller [Fattah et al., 2020].

• Surface buoy node : the sensors communicate the gathered information to a surface
station named sink [Zidi, 2018], which is equipped with a buoy, that can be anchored
(stationary) at the sea bottom, or allowed to drift, (see Figure 1.7). The surface station
owns two different types of antennas, the first one is an acoustic antenna located at the
surface station bottom, that can support acoustic communication with sensors placed in
the water, the second antenna support radio communication, used to transmit the received
data from under water to other terrestrial station [Na et al., 2011].
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Figure 1.7 – Surface buoy station.

1.2.4 UWSN Architecture

The way in which the sensors are deployed in a certain area is called topology or network
design it plays a crucial role in determining the energy consumption, and the reliability of a
network. Developing a network with a set of sensors have to be based on an architecture to ob-
tain a trusted network [Bhambri et Swaroop, 2014]. According to the Figure 1.8 the architecture
of the underwater wireless network is classified as follow :

• One-dimensional Architecture 1D : The 1D architecture refers to a network where sensor
nodes are processing in autonomous way, depending to them selves, the sensor can be an
autonomous vehicle (AUV), that have the ability to sense, operate and moving towards
the sink station to transmits the information [Felemban et al., 2015].

• Two-dimensional Architecture 2D : In 2D the sensors are forming multiple groups,
which are called cluster, each cluster contains sensors that are anchored to the sea bed,
and has one member called the cluster head, that has for purpose to collect the informa-
tion sensed and gathered by the other members, the cluster head which is an anchor node
uses an horizontal communication link to communicate with the sensors that belongs to
it cluster, while using a vertical communication link to communicate the information to
the surface station [Pompili et al., 2009].

• Three-dimensional Architecture 3D : Since the sensors can be deployed at different
depth, the 2D architecture can no longer be suitable, a 3D architecture has been setting to
support inter-cluster communication between sensors with different heights, intra-cluster
communication, a sensor node with a cluster head, and anchor-buoy communication
[Pompili et al., 2009, Akyildiz et al., 2004].

• Four-dimensional Architecture 4D : The 4D architecture combines between 3D archi-
tecture and different types of UWSN (fixed and mobile), those mobile sensors can be
presented as autonomous underwater vehicles, with the ability to collect the data from
the anchor node and relay it to a surface station [Felemban et al., 2015].

1.2.5 UWSN Communication

The communication in wireless sensor network means the transmission of information through
different techniques, the main difference between underwater WSN and terrestrial WSN is the
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Figure 1.8 – Underwater Wireless Sensor Network Architecture [Felemban et al.,
2015].

communication medium supported by sensors to send and transmit information. Radio signal
can be used in UWSN, however the problem is that this signal propagates at long distances
through sea water only at extra low frequencies between 30 Hz and 300 Hz and it requires
long antenna and high transmission power which is costly. Thereafter, Optical signal can be
designed as the most suitable medium but this type of signal is easily absorbs by water. In
other way Acoustic signal attenuates less and travels further. Acoustic signals are the most
preferred medium for UWSN. Underwater wireless sensor network communicate using an
acoustic signal, when the surface station receives data from underwater sensors it will transfer
it to the onshore sink or surface sink with a radio signal (RF) [Han et al., 2012, Akyildiz et al.,
2005].

• Acoustic waves : the used of the acoustic communication waves are very common in
UWSN technology and the most desirableness way to communicate in the marine envi-
ronment, for the reason that the acoustic signal is less prone to be attenuate and absorbs
by water unlike the Optical and RF waves, and can achieve a high distance that can cover
a maximum area. Despite it advantages, acoustic waves is limited at certain points, first,
as the size of the bandwidth is restricted at maximum 1 KHz, the transmission data rate
is low and does not support a large size of data exchange. Second, acoustic waves suffers
from high propagation delay, for the reason that the speed of the sound in water is 1500

m/s, moreover the transceivers antenna used for acoustic communication are very cost
and consumes energy [El-Rabaie et al., 2015, Zeng, 2015].

• Electromagnetic waves : the Radio frequency electromagnetic (RF-EM) is a communica-
tion that performs at higher bandwidth and frequency that can allows a high transmission
data rate, but for the fact that this signal is much more absorbed and attenuated in a ma-
rine environment, and has not the capacity to achieve a maximum range, moreover the
signal is propagated at low frequencies (30-300Hz), besides the large antennas required
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Table 1.1 – UWSN communication [Kamapantula, 2011].

Acoustic Electromagnetic Optical
Speed (m/s) 1500 3.108 3.108

Bandwidth 1 kHz 1 MHz 10 - 150 MHz
Range 1 km 10 m 10 - 100 m
Power loss >0.1 db/m/HZ 28 db/1km/100MHZ Depends on turbidity

for it that are very cost, the RF-EM are not used for UWSN technology [El-Rabaie et al.,
2015, Zeng, 2015].

• Optic waves : despite the advantage that an Optical communication can afford for UWSN,
the High-speed transmission of the signal and the high data rate transmission, unfortu-
nately optical signals suffers from high water absorption and scattering problem, which
makes the signal not achieving a large distance, hence the Optic waves are not suitable
for underwater communication [El-Rabaie et al., 2015, Zeng, 2015].

The table 1.1 resumes the capacities and the boundaries of the different communication
types.

1.2.6 UWSN Application

• Environmental monitoring : underwater sensor networks are used for the water envi-
ronmental physical conditions studies, as chemical pollution, measure some water condi-
tions as marine current, wind monitoring, water quality and salinity, it can be applied for
weather prediction and climate changes purposes [Benabdallah et Hammad, 2013].

• Natural disaster prevention : UWSN can be used for a natural disaster prediction, as
the ocean are encountering many landslides movement, those sensors have the ability to
measure seismic activities remotely and this provides tsunami warnings for coastal areas,
and study the effects of sea-quakes as well [Soreide et al., 2001].

• Military : as the submarines are exploiting the deep oceans, they use underwater sensors
to help in the ocean monitoring and surveillance for security purpose and hidden mines
detection [Felemban et al., 2015].

• Assisted navigation : those sensors can be used to identify dangers on the water bottom,
locate dangerous rocks and submerged wrecks (parts of ships destroyed as a result of an
accident) [Basit et Kumar, 2015].

• Sports : UWSN can be applied for a sport category, in previous work [Le Sage et al., 2011],
the authors presented a wireless network sensor used to monitor the performance of a
swimmer or multiple swimmers. where performance is communicated simultaneously to
the coach and other swimmers.

1.2.7 UWSN Challenges

As WSN have multiple limitations, and since the UWSN are deployed in a wide environment,
they raise numerous challenges as well including [Awan et al., 2019] :

• The cost : for the reason that the UWSN are not easy to find in the commercial company
besides the high quality of the devices with which they are made has to be robust against
water factors, they became costly, moreover their deployment in the water environment
is difficult and expensive, they requires a high maintenance and tracking regularly, which
made them very costly [Akyildiz et al., 2006].
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• Battery power : as the UWSN are depending on a limited battery that made them op-
erational and which can not be recharged easily or replace because of their costs, and
due to the frequent data collection, and sensing process by sensors, that consumes a high
amount of energy, it battery power can turns off at any time, causing loss of connectivity
with other sensors [Akyildiz et al., 2006].

• Localization : the marine current can shift the devices from their position, and affects the
network topology, precisely the location of sensors which caused the inaccurate localiza-
tion process, particularly if the sensors are mobile, the localization can became a great
challenge for sensors [Beniwal et Singh, 2014].

• Bandwidth : the bandwidths in underwater sensor are limited, and depending on the
frequencies using during transmission, and for the reason that acoustic signal are more
prone to be absorbs in the water and it is performing under 30 KHz, bandwidths are
restricted [Beniwal et Singh, 2014, Giantsis et Economides, 2011].

• Connectivity loss : in the marine environment sensors are more sensitive to loss the con-
nectivity with other sensors within or outside cluster, the mobility can be the major factor
of this problem from where the sensors can moves a change their position frequently,
moreover the presence of interference, and the energy depletion that weaken the received
signal can be the causes as well [El-Rabaie et al., 2015].

• Propagation delay : because of the presence of many water factors as temperature and
salinity the acoustic signal tends to a high delay, this is the main reason of the high
propagation delay in underwater, that is much more high than in Radio Frequency of
terrestrial channels till five times slower that the propagation of electromagnetic waves
[Bouk et al., 2016].

• Noise and interference : the acoustic channel can be confronted to many ambient noises,
which can be marine animals, human activities and natural events, the water current
can affect the acoustic communication as well, in addition the presence of some animals,
vehicles, rocks, or boats can interfere the transmitted signal between sensors [Bouk et al.,
2016, Luo et al., 2018].

• Shadow zone : UWSN suffers from shadow zone problem, which are zones from the
network where the acoustic signal is not reachable, or it power is weak, in other studies,
shadow zone are called void hole and are defined by non-existent routes to the sink [Bouk
et al., 2016].

1.2.8 UWSN and TWSN differences

Due to different support transmission media and the environment deployment, the underwater
sensors presents some differences from the terrestrial wireless sensor [Ayaz et al., 2011, Li et al.,
2016], the following table 1.2 presents the main characteristics of both the Terrestrial WSN and
Underwater WSN :

1.3 UWSN Medium Access Layer

The Medium Access Layer (MAC) of the TCP/IP model, provides a common channel access
medium by multiple devices, while sharing the available bandwidth in an efficient way. (MAC)
layer is aimed to ensure the reliability and the efficiency in WSN technology, by controlling the
scheduling, manage the allocation of channel resources in efficient manner, and error control
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Table 1.2 – UWSN and TWSN differences

Terrestrial WSN Underwater WSN

Low propagation delay due to the high speed
of the RF waves in air (200 000 faster than
acoustic waves under water).

High propagation delay due to low speed of the
acoustic waves under water (changing salinity,
temperature and depth can affect the
propagation speed of the acoustic waves).

Low energy consumption.
High energy is needed by the acoustic
transceivers to transmit in longer distances.

High data rate due to the large frequency
range normally in the order of MHz.

The acoustic waves works under water at a low
frequencies from Hz to tens of KHz and due to
the high acoustic waves absorption, the
transmission rate can hardly exceed 100 Kbps.

Less presence of noise and interference in
terrestrial environment.

Noise and interference in under water are more
serious due to the presence of water current,
ships, animals and reflections.

Most of the network architecture employs
stationary nodes that can not move around
frequently which ensures the stability of
the network.

The network topology is unstable under water,
due to water current sensor nodes may drift and
move continuously.

Two Dimensional deployment (2D). Three Dimensional deployment (3D).
Battery power can easily be recharged or
replace.

Battery power are more difficult to be recharged
or replace.

It requires dense deployment in most of time.
Sparse deployment is preferred in order cover
and attempt large monitored areas.

Sensors are less error prone and can work for
a longer time.

Sensors are more prone to die due to
the corrosion or leave the working areas.

Less attenuation of the RF signal in air.
High attenuation and signal loss in
communication due to the acoustic waves
absorption in under water.

[Rahman, 2017]. Since the UWSN are suffering from additional limits, as limited bandwidth,
high propagation delay, energy consumption, and dynamic topology, beside the use of the
acoustic communication medium, the terrestrial MAC protocol can not adapt well for UWSN.
Many last researches for MAC layer have been proposed and implemented that ensures an
efficient communication for underwater wireless technology [Wei et al., 2018].

1.3.1 UWSN MAC challenges

• Hidden and Exposed Node : the hidden node is a problem that occurs when a station or a
node can not initiates a data packet transmission for the reason that, another station using
the same channel is currently sending, while the exposed node is a problem that occurs
when two stations from different transmission range sends data to the same destination.
The hidden and exposed node are the common issue of the contention-based collision
avoidance MAC [Chen et al., 2014].

• High Delay : due to the control messages exchanging between stations or node manage
the channel access before any data transmission, energy and time are wasting, control
messages takes the most of the communication time, the high delay problem is a hand-
shaking based MAC protocols [Chen et al., 2014].

• Energy Consumption in Collision : the major MAC protocols are tend to avoid collision,
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where two station are transmitting at same time, or two data are receiving at same time
(Hidden node problem), this provides a waste of power energy [Chen et al., 2014].

• Near-Far effect : when the received signal by a near station is powerful than the received
signal by a far station, a near-far effect problem occurs, multiple MAC protocols are aimed
to adjust the transmitted signal power by a transmitter node to make the far station receive
a quite enough signal [Chen et al., 2014].

1.3.2 UWSN MAC Classification

The UWSN MAC protocols have been classified into three categories as it is shown on the
Figure 1.9, according to the access method or techniques :

Figure 1.9 – Classification of MAC protocol

Contention-free MAC

The sensors use multiple techniques, depending on the method using by the MAC protocols to
access the channel support, this category is subdivided based on three classes according to the
access technique used

• Frequency Division Multiple Access (FDMA) : in this category the frequency is divided
into sub frequency, where each section is allocated to one user, the channel is considered
as occupied until the user liberate the support. Underwater Orthogonl FDMA MAC (UW-
OFDMAC), is a MAC protocol proposed for FDMA access method, that has integrated a
self-assignment algorithm to define the optimal transmission power sub-carrier spacing
and guard interval duration [Chen et al., 2014, Hussein, 2014]

• Time Division Multiple Access (TDMA) : where the method divides a time interval
into many sub times, called slots times, and allocates it to one user. A Dynamic Slot
Scheduling Strategy (DSSS) has been proposed, the protocol is aimed to improve the
channel utilization and prevent from collision by using four strategies, grouping, ordering
decision, scheduling, and shifting [Chen et al., 2014, Hussein, 2014].
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• Code Division Multiple Access (CDMA) : the channel users can operate concurrently
over the frequency band, where the different signals are distinguished through a pseudo-
noise code (PN), used to broadcast messages. A Path Oriented Code Assignment CDMA-
based MAC protocol (POCA-CDMAMAC) has been proposed to allow the sink the recep-
tion of multiple packets from the neighbors, where sensors modulate their packet with a
spreading sequence

Contention-based MAC

The method is designed for a random access, where many sensor nodes can use the same
channel and initiate their transmissions at same time

• Random Access based : where data packet are transmitted in a random way, it means
if a sensor node has a data to deliver it simply transmit the packet without taking any
parameters into consideration, the receiver sensor can successfully receives a data packet
if no other packets are arrived at this time. ALOHA protocols, are a set of MAC protocols,
where a sensor has a ready data packet to transmit to a certain target sensor, it will simply
send it, however collision can occurs if two sensors transmit at same time, ALOHA-CS
and ALOHA-AN are some of the ALOHA protocol groups [Rahman, 2017]. Another rep-
resentative class of MAC protocols called CSMA (Carrier Sense Multiple Access), where
sensor has to sense the channel a certain time interval before initiating a transmission,
T-Lohi and UWAN-MAC are a CSMA based MAC protocol [Chen et al., 2014].

• Handshaking based : handshaking is a group of reservation-based protocol, where a
sender has to capture the channel before any transmission. Handshaking protocol are
classified into two categories :

1. Single channel : where only one channel is applied, before a sensor can transmit
it will issue a Handshaking message to capture channel, Slotted Floor Acquisition
Multiple Access (Slotted FAMA) has been proposed for single channel class [Rah-
man, 2017].

2. Multiple channel : multiple channels are applied and used, where one channel is
reserved for a control purpose, and multiple channels are reserved for data trans-
mission, Request To Send (RTS) and Clear To Send (CTS) control messages are ex-
changed between sensor nodes, to manage the channel access and transmissions. A
Reservation Channel Acoustic Media Access Protocol (RCAMAC) has been proposed
for multiple channel class [Rahman, 2017].

Hybrid MAC

The hybrid is a groups of MAC protocols that combines different access technique to obtain
better performance. Hybrid protocols have become an attractive research domain, many MAC
protocols exist in this category, (HSR-TDMA), (H-MAC), (P-MAC), (UW-MAC), (PLAN) [Chen
et al., 2014].

1.4 Routing in UWSN

The routing process plays a critical role in the WSN technology by enabling the communication
between sensors, the main objective of routing is to select the more suitable path for the data
to travel from source to destination [Shabbir et Hassan, 2017], taken into account the distance,
the energy, and the availability of sensors. In this process many sensor nodes collaborates with
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each other to transmit data packets to its intended destination in a multi-hop model [Cheng et
Li, 2017], it means that a transmission of packet from a source to a target will involves many
sensors along the path in data relaying. The routing are challenging many water issues, due
to the mobility of sensor nodes, the large scale of marine environment, and the limited battery
charge lifetime. Many protocols have been implemented to ensure a long propagation delay,
low bandwidth consumption, dynamic topology and energy efficiency [Awan et al., 2019].

1.4.1 UWSN Routing issues

• Node’s mobility : as some of the wireless sensors have the ability to move within the
area where they are placed, their localization might change frequently. Mobile UWSN are
classified as mobile sensor node, that can moves through the ocean, besides the sensors
that are anchored at the sea bed which can adjust their height, the position of a sensor
can change continuously, making the routing process a great challenge [Fattah et al., 2020,
Khan et al., 2018].

• Energy consumption : the underwater wireless devices are equipped with limited battery
power, difficult to be replaced or recharged, since the operation of sensors can consume
a high energy amount for their sensing process, data collection, routing process, and
moving, energy might be easily exhausted. Battery depletion is a very common issue
in the underwater wireless technology, given that it can affect the whole network, hence
most of routing protocols are aimed to setting up an efficient method, meanwhile saving
the network’s overall energy [Li et al., 2016, Khan et al., 2018].

• Channel condition : channel conditions are presented by the communication link state,
collision, ambient noises, since the UWSN suffers from connectivity loss problem ac-
cording to the nodes mobility and water current factor, noises and interference from the
marine environment, many routing protocol aims to select the more suitable path taken
into consideration the best condition of the transmission channel [Li et al., 2016, Khan
et al., 2018]..

• Void region : the ocean is designed as wide and large scale operating in a 3 Dimensional
pattern, as the most of the sensors have the ability to move towards other regions, the
density of the network might be affected, the lack of sensors presents within the network
could not achieve a destination node, for the reason that the acoustic signal does not at-
tempt a long distance over it limit, void region are areas where the signal is not reachable
by sensor, in other meaning void region is a region where route to destination does not
exist [Bouk et al., 2016, Hafeez et al., 2016].

1.4.2 UWSN Routing protocol classification

The routing protocols that are designed for UWSN can be classified according to different
criterion’s, as it is described on the Figure 1.10 :

Network Architecture based

• Localization-based : in this category, routing protocols depends on the sensor node’s
position coordination during the transmission process, to identify their location according
to the source node, or destination node, or other sensors [Khan et al., 2018].

• Localization-free : in this class, the routing is regardless to sensors coordination, where
the routing process does not require any position information of the sensors, except their
depth or pressure [Khan et al., 2018].
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Figure 1.10 – Classification of routing protocol

Data Forwarding based

• Single-path : those protocols are aimed to establishes one path between two commu-
nicated nodes, by the estimation of the link quality, single-path protocols are aimed to
provide the reliability [Macit et al., 2014, Blaise-Patrick, 2017].

• Multi-path : where protocols compute and use different alternative and redundant path,
before sending data packets, the method allow more probabilities for that a packet can
attempts the destination, and a recovery process for link failures cases [Macit et al., 2014,
Blaise-Patrick, 2017].

• Hierarchical : where sensors are organized in cluster forms, where each cluster contains
a cluster head that is responsible to gather information from the other sensor within it
cluster, and communicate the data to another cluster through a gateway node, in hierar-
chical mechanisms, cluster can be setting up according to different level from the bottom
to the surface [Misra, 1999].

Protocol Operation based

• Source-initiated : since the UWSN are placed in a large-scale, many routes and paths can
exist between the initial sender and the target node, source-initiated protocols are aimed
to find the shortest path between a source and destination node, by overcoming some
link failure and breakage that might exist throughout the path, the protocols ensure the
reliability of an end-to-end communication [Mao et Zhu, 2013].

• Table driven : in table driven routing protocols, sensors can owns many routing tables
with routing information of the other sensors within the network, those tables are peri-

19



Chapter 1. Underwater Wireless Sensor Network

odically updated according to some networks shifting. The sensors use the distributed
updated messages to construct and maintains their routing tables [Misra, 1999].

• Data aggregation : where routing protocol tend to regroup between many data packets,
reduce their sizes and remove the redundant data, the method help to reduce the energy
consumption by the overall network, and the bandwidth utilization [Ardakani, 2017].

Conclusion

This chapter has introduced the Underwater Wireless Sensor Network technology that is com-
monly explored by the scientific community in those last decade, for the numerous application
and benefit that it can bring to the researcher and human beings as well, we provide an il-
lustrated explanation about the underwater sensor functionalities and application deployment
along with their physical architecture and components, besides their communication support
medium that differs from the terrestrial wireless sensor, hence despite the many advantages
that those technologies can bring, several challenges are encountered during their existence.

Since the underwater environment is considered as a large and harsh scheme,the researchers
are rushing day by day to conceive a reliable and efficient model to enhance the wireless
communication in the marine environment, and most of them are targeted the routing protocols
to achieve a better performances and operation inside a given underwater wireless network,
while the other are focused on the medium access layer (MAC) or even the physical layer, to
attempt and improve the communication reliability between sensors, those models are classified
according to some criterion and needed.

In the following chapter, we will focus on some routing protocol category, which is the
localization based routing protocol, the first section contains some of the existing localization
algorithm along with their challenges, the cross-layer design is introduced and some of the
protocols based on it are cited and briefly explained, the following chapter includes as well a
description of the well-known protocol for the UWSN ’Vector Based Forwarding’, with a bright
explanation of the used simulation environment, platform and tools.
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Introduction

Since the oceans are considered as a wide and great area covering more than half of the earth
planet[Nazareth et Chandavarkar, 2020], the exploration of such an environment presents a
critical challenges, as the use of the underwater wireless technologies enable to the scientific
community to explore the oceans in an efficient way, numerous challenges are raising in the
sensor node’s positioning due to the complexity of the underwater environment [Guo et al.,
2020]. Whereas the localization in the underwater networks is to determine the position of
an undetermined sensor node according to a certain technique, moreover the sensor position
information is required and important for some proposed routing protocols that emphases
the locations of sensors as well, where the localization assumption can significantly affect the
routing performances [Ahmed et al., 2017].

This chapter introduce different categories and techniques used in the localization of the
acoustic sensors, where some of the proposed routing protocol that are based on localization
are briefly described, in addition a new concept is introduced which is the the cross layer proto-
cols, a category of protocols that coordinate and operate through different layer of the TCP/IP
model, moreover, the underwater acoustic link quality is described along with their measure-
ment technique and the problem of their frequent failures, the chapter include as well the well-
known protocol for the underwater technologies, the Vector Based Forwarding, it description,
functionality, advantages and limitations are explained, finally the simulation environment and
tools used to evaluate the proposed work for this thesis are demonstrated and well explained.

2.1 Localization Algorithm

In UWSN the localization process is a critical application, due to the greatness of the ocean
and marine environment, communication between sensors can be harsh to attempt during
the data transmission, for that many localization schemes have been setting up to ease the
communication in underwater environment. Since the underwater sensors are divided into two
categories, first the static nodes, where sensors are fixed and their position are pre-configured,
second, the mobile nodes where the coordination information of the sensors is unknown due to
their frequent change of location, a Global Positioning System (GPS) can be used to localize the
sensor nodes position in somehow [Luo et al., 2018], furthermore the GPS at 1.5 GHz band does
not propagate due to the high attenuation and absorption of radio frequency in underwater
[Khan et al., 2020]. Many algorithms have been proposed to identify node’s positioning.

2.1.1 Classification of localization technique

UWSN consists of two nodes category which are the reference node and the ordinary node.

• Reference node : the reference node is a node that has already been localized and knows
it position, it can be mobile anchor or a sensor node, the reference node that is attached
to the surface buoy is equipped with GPS and it can obtain it coordinate information, in
addiction it can obtain it depth information by using an Underwater Positioning Sensor
(UPS). The reference node periodically send it current position information and the or-
dinary node can locate themselves using the received position information message [Su
et al., 2020, Luo et al., 2020].

• Ordinary node : the ordinary nodes are the sensor nodes that their coordinate infor-
mation are unknowns, they can locate themselves using the periodic receiving messages
from the reference nodes, they can become the new reference node only if they have a
high confidence value [Luo et al., 2020].
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Since several methods have been elaborate and proposed for the localization process, the lo-
calization algorithms have been classified into five categories, (see Figure 2.1), according to the
localization technique used by sensors.

Figure 2.1 – Classification of localization technique [Luo et al., 2018]

• Computation Algorithm This category is divided into two classes depending where the
location information are computed :

1. Centralized Technique : where the position information of a sensor is computed at
the sink node, where sensors does not know their locations in advance. A Reverse
Localization Scheme (RLS) has been proposed for the centralized technique, where
a 3D localization system is transferred into 2D localization, the mobile sensor nodes
send the event to the surface as soon as they detect it. The localization is processed
at the sink. The simulation results confirmed that the proposed scheme improves
the energy efficiency and significantly reduces the localization response time with
an appropriate level of accuracy in terms of water current mobility [Moradi et al.,
2012].

2. Distributed Technique : localization is processed in distributed way, where node’s
position are computed individually, and each sensor has to compute some related
information as distance to it neighbors, anchor nodes, and angle information to
process the localization [Luo et al., 2018]. Large Scale Localization (LSL) has been
proposed by [Zhou et al., 2010], where the authors considerate only the location of
ordinary node, while the surface buoy use a GPS for it localization. The ordinary
nodes collect localization messages broadcasts by the anchor nodes which contains
their coordination, in addition of some exchanged beacons by sensors, after collect-
ing enough localization and beacon messages the ordinary node can estimates it
location [Erol-Kantarci et al., 2011].
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• Spatial Coverage : the spatial coverage is depending on which architecture is used for
localization process, 2 Dimensional or 3 Dimensional architecture.

1. 2D Network : a method for 2 Dimensional network named Drift Dependent Un-
derwater Tracking (DD-UT) has been proposed, where the anchor node which their
positions are advanced known, reports their drift velocity using acoustic communi-
cation, the DD-UT has been setting up in 2D communication where the ocean current
effect and sound-speed uncertainties are taken into consideration [Luo et al., 2018]
the methid is based on Unscented Kalman Filter (UKF) and Extended Kalman Filter
(EKF) , the two methods are a modification, of Kalman Filter (KF). UKF uses a sam-
pling of points to approximate the probability density, this method is more efficient
thant EKF in a case of a large amount of data to estimate error [Diamant et al., 2014].

2. 3D Network : an Orthogonal Regression Based Multi-hop localization algorithm
(ORML) is proposed, due to the uncertainties of anchor node position’s, the authors
analyses the multi-hop distance estimation error, by applying an orthogonal regres-
sion method in order to solve the problem of node’s localization in the case of error
anchor position [Ren et al., 2014, Luo et al., 2018].

• Range Measurement : this technique is divided into two classes according to the range
measurement and bearing information

1. Range-based : the schemes that are range-based need the Time of Arrival (TOA),
Time Difference of Arrival (TDOA), Angle of Arrival (AOA) and Received Signal
Strength Indicator (RSSI), to estimate the distance and convert it into coordination
information [Luo et al., 2018]. A Dual-Hydrophone Localization method (DHL) is
proposed in [Zhu et al., 2016] that convert the localization problem into half-plane
intersection by adopting the (TDOA) measurement, the method is aimed to reduce
the impact of some water disturbances,time-synchronized requirement. The DHL
method tend to re-transmits only one bit binary information in case of poor link
quality.

2. Range-free : on the contrary of the range-based scheme, the range-free scheme are
not depending on the range measurement information between, the locations of
the surrounding anchor nodes are used to measure and estimate the positions [Luo
et al., 2018], hence the nodes position information are not accurate compared to the
range-based scheme. [Zandi et al., 2016] have proposed a Distributed Estimation of
Sensor Position (DESP), that employs an AUV vehicle that will periodically transmits
a messages block through four directional beams, that contains the current location
of the AUV and a directional dependent marker that identify the respective beam of
the message, with the estimation of the AUV’s location information at two different
time through two successive obtained messages beams a node coordination can be
derived.

• The State of the nodes : in this category the localization schemes are classified depending
on the state of the node

1. Stationary : the network topology employs fixed node at a certain position with
no ability to move, in [Beniwal et al., 2016] the authors have proposed a Time Syn-
chronization Free Localization scheme (TSL), that consists of two steps, the first one,
where the node measure it distances from three mobile beacons, through two re-
ceived messages from that mobile beacon, where the second step consists to form a
nonlinear equation system via the distance measurements obtained in the first step,
to determine the coordination of the concerned node.
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2. Mobile : the mobile network employs mobile node that can be free or controlled
[Luo et al., 2018]. A Joint Time Synchronization and Localization Design for Mobile
node (JTSL) is proposed in [Liu et al., 2015], the authors had combined between
the time synchronization process and the localization to improve the accuracy of
the two process jointly, where the scheme is divided into four steps, first the data
collection step where node can estimate the reference time as well as the position
information, to process than in the second step the synchronization, the third step
consist to perform the localization, an iteration process is realized in the fourth step
to update the positions.

3. Hybrid : the hybrid network combines and employs both mobile and stationary
node, in [Lee et Kim, 2010] the authors have improved the method of [Ssu et al., 2005]
which consist to estimate the location of a sensor by referring to the intersection point
of two perpendicular bisectors of the chords, that is obtained by points called beacon
points, since the method of the chord selection requires frequent communication
between the mobile beacon and the other nodes, a Localization with a Mobile Beacon
(LMB) has been proposed by [Lee et Kim, 2010] that estimates two selected node for
the location of a sensor node’s purpose by using geometry to determine the right
location of the two elected node.

• Communication between nodes : where the schemes are divided depending on the
communication process between an ordinary and reference nodes

1. Single-Stage scheme : in this scheme category the ordinary node are localized ac-
cording to the directly exchanges messages with the reference node, but once they
are localized they stay passive and can not become new reference node [Tan et al.,
2011]. A Wide Coverage Positioning System (WPS) for localization process has been
proposed by [Tan et al., 2010], the method is aimed to improve the Underwater Pres-
sure Sensor (UPS) that can not guarantee a unique localization with four reference
node, for that the authors introduce a (UPS) that use five reference node rather than
four, where the four reference node are already localized. The (WPS) is based on
an infrastructure with five reference nodes but use only the beaconing from the fifth
reference node.

2. Multi-Stage scheme : unlike the single-stage scheme, the ordinary nodes does not
communicate directly with the reference node, once they localized they became new
reference node and may help to localize other ordinary node [Tan et al., 2011]. A Lo-
calization and Routing Framework (LRF) is proposed by [Erol et Oktug, 2008] where
localization and routing are processed into two consecutive rounds, furthermore, a
mobile beacons are used for locations servers and sink (MBS), their movement en-
able GPS driven coordinates. Once a node is localized it can helps for localization
of other nodes by distributing self coordinate, the routing process starts after the
localization round. When node has a data to send, it chooses an MBS and forward it
data towards it, both position and relative motion of the MBS are used to select the
best relay node.

2.1.2 Localization challenges

1. Node’s deployment : as the underwater sensor network is deployed in a hugeness envi-
ronment with 3 dimensional space, the deployment of sensors at deep water can become
a critical challenge [Beniwal et Singh, 2014].

2. Node’s mobility : the sensor network is generally composed with fixed and mobile sen-
sors, since the mobile sensors can be controlled or free, their frequent movement can
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affect the localization process, hence the estimated position of a sensor can not be accu-
rate [Beniwal et Singh, 2014].

3. Signal strength : many routing protocol consider the strength of the signal in their local-
ization process, but since the power of the signal can be affected by several sea factor as
the attenuation, interference, and multi-path communication, the performance of those
protocols can be seriously affected [Beniwal et Singh, 2014].

4. Time synchronization : due to the long underwater propagation delay and the varying
sound speed the synchronization become more difficult to be achieved [Beniwal et Singh,
2014].

5. Variation in Sound Speed : the sound speed can be affected by the variation of some
sea factors as the salinity, the temperature and the pressure of water that leads to an
inaccuracy of the distance estimation by localization schemes that are depending on the
sound speed parameter [Beniwal et Singh, 2014].

2.1.3 Localization-based routing protocols

Localization-based routing protocols are a sort of protocols that depends on the network
information in the transmission process, where localization algorithm are used to identify the
geographical information of the nodes and sink location before sending data, specifically a two
or three dimensional coordinates of the sensor nodes are required for determining the routes
from the bottom to the water surface as well as distances between sensors [Khalid et al., 2017].

As the node’s position may change periodically due to their mobility or some ocean factor
as water current, coordination information must be updated dynamically, hence more energy
is consumed and wasted [Khalid et al., 2017] [Khan et al., 2018]. localization-based routing
protocol are aimed to reduce the blindness of the routing discovery, however the expensive
underwater GPS devices and the complexity of the localization algorithm may affect the rout-
ing performance, hence, the localization-based protocols are intended to find the most simple
approach to find the location information [Li et al., 2016].

A Novel Efficient Forwarding Protocol for 3-D (NEFP) : [Qingwen et al., 2016] have proposed
an approach to improve transmission efficiency with avoiding unnecessary transmission, bal-
ance the energy consumption and collisions. In (NEFP) the packets transmission from a source
to an intended destination is performed as follow: At first nodes must knows their locations
and carries in their packets localization information of the source, forwarding nodes and des-
tination nodes, upon a packet is received by a node it first calculates its transmission area and
checks if it is within this area, in order to avoid unnecessary transmission, after that a retention
time interval is computed to balance the energy consumption and reduce the collisions in the
neighborhood.
The probability of transmission is modeling by Markov Chain in order to solve the problem of
inaccurate transfer caused by the frequent change of the network topology. The transmission
zone method and the probability of transmission with the Markov Chain adopted by NEFP
enables the node to be closer with the destination. The simulation results have shown that
the NEFP outperforms in term of avoiding unnecessary forwarding, reducing the packet col-
lision, and balancing the energy consumption. Whereas in a sparse conditions the forwarders
becomes less to find which decrease the performance of the protocol [Khan et al., 2018]. The
Figure 2.2 represents the network model of the proposed protocol.
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Figure 2.2 – A Novel Efficient Forwarding Protocol for 3-D (NEFP) [Qingwen
et al., 2016]

Energy Efficient Multi-path Routing Protocol (EEMR) :

The most of the proposed routing protocol based on the flooding phenomenon, where the mes-
sages are sending multiple times without any efficient manner, are consuming and wasting a
high amount of energy that affect the network performances, to overcome this strategy problem
a novel routing scheme has been proposed by [Khalid et al., 2019], the approach is aimed to
avoid flooding and multiple message copies and to enhance the energy consumption by nodes
as well as the packet holding time.

The approach employs multiple sink that are operating at the water surface, as it is depicted
on the Figure 2.3, at first, a set-up phase is processing where the nodes send request packet to
their neighborhood that includes the following information : residual energy, depth informa-
tion, node ID and distance from sender node, the receiver node will reply with a REPLY-HELLO
packet. A table is creating at each node depending on the information including on the HELLO
packet. The nodes with a lower depth than the sender node are retain in a small priority table
that contains the priority value (VP) of each selected node with a defined formula, the higher
VP value of a node is more its chance to be selected as forwarder is, once the node is selected
its status is verified with the Ready To Send and Clear To Send mechanism to check if it is
available to send or not, otherwise another node is selected.

Mobile Energy Efficient Square Routing Protocol (MEES) :

In order to balance the energy consumption and covering a maximum area of the network
[Walayat et al., 2017] have proposed a new approach that is aimed to balance the load on the
nodes and reduce the distance between a source and destination node, the authors had placed
only two mobile sinks for collecting data sensing by multiple sensor nodes rather than a multi
hopping communication, and both of them moves into a clockwise directions. First sensor
nodes are randomly deployed in a square form, this one is divided into ten square regions and
each regions is divided into multiple sub regions the one of the mobile sink covers the first part
of the square, while the other one covers the second part, as it is shown on the Figure 2.4.

At the beginning, sensor nodes have to discover the mobile sinks by sending a hello message
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Figure 2.3 – Energy Efficient Multi-path Routing Protocol (EEMR) [Khalid et al.,
2019]

to the mobile sink which should reply with an ACK message containing its location informa-
tion. The sensor node is eligible to transmit data to the mobile sink if only the transmission
range is greater than the distance between node and the sink and its residual energy is greater
than the transmission energy. MEES has reached the coverage of a maximum network field
and has extended the network life time as well, but suffers from packets drop and loss beside
that the network performance decreases in a sparse conditions [Khan et al., 2018].

Figure 2.4 – Mobile Energy Efficient Square Routing Protocol (MEES) [Walayat
et al., 2017]
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2.2 Cross-Layer design

The communication between devices involves many complex functions that are organized and
piled up into different layers, and each layer use the service provided by it lower layer, the
communication between layers is ensured by a set of network rules defined by the TCP/IP
model that provides the facility of the communication between the interconnected network
devices. The TCP/IP model is organized in four layers as follow : the link layer, the network
layer, the transport layer, and the application layer [Mao, 2010]. The cross-layer design is a
method that allows the different layer communicate and share information with each other in
an efficient way, (see Figure 2.5) in such a way to explore every advantage that a layer can bring.

The layered structure is not neglected by the cross-layer method, but rather, it weakens
the bounds between the layers. The design has been implemented to enhance the network
performance and provide a better QoS services for networks, by increasing the information
sharing while reducing the communication cost [Li et al., 2016].

Figure 2.5 – The cross-layer design [Li et al., 2016]

2.2.1 Cross-Layer routing protocol

A routing protocol must be designed to optimize and provide a better performance for a net-
work communication by taken into account various aspect designs and requirements, while the
existing routing protocols can bring a good performance for an overall network performance
while some of aspects may not be very effective. The necessity of developing a protocol based
on a cross-layer design which merge between the protocol layer functionalities for the purpose
to deliver the sensed data using the best available paths [Atto, 2016]. The cross-layer routing
protocol are mainly classified into two categories depending on the network architecture, as
follow :

Localization-based

The cross-layer protocol based on the localization use the underwater GPS for the position
location process of the sensor nodes, those protocols are more effective than the localization-
free [Li et al., 2016].

1. Novel Cross-Layer Routing Protocol based on network coding (NCRP) : [Wang et al.,
2017] have proposed a new approach that use the network coding and the cross layer
design to efficiently forward data packet in a greedy manner. NCRP combines between
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the transport and the network layer, as the Transfer Control Protocol (TCP) is not suit-
able for the underwater environment, the method uses the network coding based hybrid
ARQ protocol (NCHARQ) a transport protocol that regroup the original data packets into
several encoded blocks, then the data are sent block by block.

The approach is mainly divided into two steps : initial routing construction where the
initial routing path are constructed the purpose is not to find only an effective path but
including auxiliary nodes that will assist the data transmission and the route mainte-
nance, beside that the destination node is responsible for sending beacon messages to all
the nodes, for the purpose that the reachable node can find the path with the destination
node, the nodes close to this path are included to the auxiliary nodes list. The second
step consist of route maintenance where the method delete the nodes with an inefficient
transmission and without updating neighborhood information. NCRP reduces the packet
collision, avoid the route breakdown, decreases the energy consumption and provide a
more efficient data transmission.

2. Cross-layer Protocol Stack Development (CLSD) : a three-dimensional cluster-based
routing protocol for underwater acoustic sensor has been proposed by [Dhongdi et al.,
2017], where the network is organized as a group of many cluster deployed at different
depth from the bottom to the sea surface, the approach combines between the physical
layer, data link layer, and the network layer protocols.

CLSD explore the physical layer to choose the optimal power level, while at the MAC
layer the protocol adopts the sleep-wake mechanism along with a predefined time slots
for the transmission and reception process to route the data packet with data aggregation,
meanwhile, the network layer makes use a forward link to transfer the control information
packet and a reverse link for data collection from the cluster head CH to a special node
located at the water surface called BS, the routing process is done through a backbone
link formed by the initial deployment of nodes and the CH selected. CLSD has provided
a good data reliability, however the fact that the protocol use different routing path to
route packet, leads to a high energy consumption [Khan et al., 2020].

Localization-free

The cross-layer protocol with no locations information needed are called localization-free, in
which the routing process is regardless to the position information [Li et al., 2016].

• Network Aware Adaptive Routing Protocol(NADIR) : a self-distributed and adaptive
cross-layer protocol has been proposed by [Petroccia et al., 2018], the approach can work
with both static and mobile devices and use the link quality and the energy consumption
obtained from the physical layer as a key parameters to determine how the data packets
can be routed. The protocol is mainly composed of two phases, where the first one
consist to obtain some nodes information such as : number of hops from the neighbor to
the concerned destination, the supported communication schemes, the presence of mobile
nodes, and the link quality obtained from the physical layer in a cross-layer manner and
provided in the form of Packet Error Rate (PER), the required energy to transmit the
information to the neighbors.

While in the second phase the packet is routed and meanwhile the control messages are
exchanged between nodes if any changes occurs during transmission process. (NADIR)
has provided a good performance in term of number of delivered packet, and energy
consumption with an unreliable acoustic channel, whereas it has provided a less efficiency
in term of the average time taken for data packets to be delivered since there is no re-
transmission of packet loss
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• An AUV-Aided Cross-Layer Mobile Data gathering (CLMD) : in this approach, pro-
posed by [Alfouzan et al., 2020], the nodes are organized in cluster, which every cluster
has it cluster head (CH), the CH nodes are selected based on their priority, closeness to the
sink, and their residual energy, meanwhile, an Autonomous Underwater Vehicle (AUV)
is used to periodically collect data from the CH node. At the end of each operational
phase the CH node are replaced with other candidate node in order to maximize the
network lifetime. (CLMD) is a cross-layer mechanism that integrate the routing and the
MAC layer, the method is operating according to four steps : the first step is the neighbor
discovery phase where control packet are exchanged to establish the neighboring table,
while in the second step a distributed clustering is processed by selecting the most de-
sirable cluster head (CH) with a high priority value that depends on the node degrees
(one-hop neighboring degrees), the distance to the sink, and the node energy.

AUV discovery phase, while the AUV travels throughout the network it broadcast a small
beacon messages, and the nearest CH will reply to the AUV with small beacon messages
to be added in the AUV’s list. A normal operational phase that is composed of two steps,
the first step consist to gather data from the CH nodes by the AUV that will upload
the gathered data to the sink, while the second step is an intra-cluster communication,
in which the sensors are exchanging frames within certain time slots. The protocol has
provided a good performance in term of energy optimization, and has extended the
network life time.

2.3 Acoustic link quality in UWSN

With the continuously advancements in wireless technologies over the past few decades, the ap-
plication of underwater wireless sensors is recommended to collect sensed phenomenon from
the marine environment as the oceans [Nazareth et Chandavarkar, 2020]. However The Un-
derwater acoustic network environment are frequently confronted to several constraints, as the
limited bandwidth, lower speed and high propagation delay [Khasawneh et al., 2020], which
can significantly affect the network performances. The link quality is one of the most important
factors, as the underwater wireless sensors presents some limits as the limited bandwidth and
battery power, intermittent topology due to the mobility or water current, the link quality of
the wireless communication may deteriorate which has an impact on the delivery data packet,
the delay time and the energy consumption. The link quality is varied and dynamic depending
on the distance between sensors, their depth information, and other underwater characteristics
[Nazareth et Chandavarkar, 2020].

2.3.1 Acoustic link quality measurement

The link quality measurement is defined by the signal to noise ratio (SNR), where the link qual-
ity is measured depending on the signal and noise ratio, and depends on multiple parameters
as the source level, transmission loss and noises. Moreover a high value of SNR indicates a low
chance of an error in a transmitted packet [Nazareth et Chandavarkar, 2020, Domingo, 2008].
SNR is defined with the following formula :

SNR = SL− TL− N + DI (2.1)

where SL represents the source level, TL is the transmission loss which is depending on the
temperature and salinity of the water, distances and depth of the sensor node, N is the noise
level, and DI is the directivity index.
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Channel noise

UWSN technology are facing multiple noise sources, those noises can be provide by human
beings due to their machinery activities, fishing, and military activity, as it can be induced by
other reasons as turbulence, shipping, waves and thermal noise [Awan et al., 2019]. However
each noise sources have there Power Spectral Density (PSD) and are represented as Ntr, Nsh,
Nwv and Nth respectively [Qadar et al., 2018]. Hence the (PSD) of total noise N in dB is given
with following formula :

N = Ntr + Nsh + Nwv + Nth (2.2)

Where Ntr, Nsh, Nwv and Nth are defined as :

10logNtr( f ) = 17− 30log( f ), (2.3)

10logNsh( f ) = 40 + 20(s− 0.5) + 26log( f )− 60log( f ) + 0.03, (2.4)

10logNwv( f ) = 50 + 7.5w(
1
2
) + 20log( f )− 40log( f + 0.4), (2.5)

10logNth( f ) = −15 + 20log( f ). (2.6)

where f represents the frequency in KHz, w represents the speed of the wind (m/s) and s
defines the movement factor of shipping [Qadar et al., 2018]. All the noise sources affects the
signal quality as they are added to the desired signal power [Stojanovic, 2007].

The acoustic signal attenuation

The UWSN technology are using the acoustic wave communication systems as a physical
medium for the transmission of information, for the reason that the acoustic waves presents
a better performances compared to the other types of waves [Benabdallah et Hammad, 2013],
since the Radio Frequency and the Optical signal are not suitable for marine environment [Luo
et al., 2018], Aqua-Sim has been introduced to support such a communication type.

As any other communication support, the acoustic signal tend to be reduced during it
transmission, due to several aquatic interference and noises, the reduction of the signal is
called attenuation, hence the attenuation of the acoustic signal attenuation is calculated based
on the spreading loss of the signal, along with the signal absorption loss, at a certain given
frequency f [Khasawneh et al., 2018] the attenuation formula is given by [Stojanovic, 2007] The
absorption loss α(f) is expressed by the following formula :

10log(A(l, f )) = k× 10logl + l × 10log(α( f )) (2.7)

Where l defines the distance between two sensors, k is the spreading coefficient, and
10log(α( f )) is defined by :

10log(α( f )) =


0.11 f 2

1+ f 2 + 44 f 2

(4100+ f ) + 2.75× 104 f 2 + 0.003, f ≥ 0.4

0.002 + 0.11( f
1+ f ) + 0.011 f , wheref<0.4

(2.8)

where α( f ) is measured in Decibel (dB) and the frequency f in Kilo Hertz (kHz). The
absorption loss value α is derived as α = 10α( f )/10 .

The received acoustic signal strength of a given node is calculated as :
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RSSA =
Trpower

A(d(A, S), f )
(2.9)

Where Trpower is the initial transmitted signal power.

The link quality of the acoustic communication has to be evaluated and considering by the
routing protocols in the next sensor node selection by taking into consideration the signal to
noise ratio (SNR), and the received signal attenuation as well, some of the proposed works

2.3.2 Acoustic link failures

Failures and interruption of wireless link are a common problem within the wireless network
due to numerous reasons, since the underwater sensors are deployed in a large environment,
link and nodes failures are frequent, for several reasons as the sensors are equipped with a
limited battery, nodes are more prone to fail, in other hand the frequent change of nodes
position due to it mobility or water current affect the received signal strength which may result
in a a poor link quality, in addition the presence of interference, and noises affect severally the
received signal. Inefficient link quality may generates link interruption between sensors. The
major problems that induces to failures are explained as follow :

• Energy constraints : as the underwater sensors are equipped with a limited battery that
is not easy to recharge or replace, a sensor can easily consume it stored energy due to the
frequent required computation algorithm, when a sensor has no more remain energy, it
causes its death [Shaikh et Sayed, 2015], the sensor become no longer operating, and it is
called node failure, which result in the lost of the connectivity [Goyal et al., 2018].

• Interference and noises : when a signal is issued from a device with a certain transmitting
power, it can be confronted with many underwater environment interference as other
wireless sensors, enormous rock and boat, and marine animal, that makes the signal
attenuates more and more and reduce it received strength. Moreover, noises occurred
due to different sources which affect the transmitted signal as : wind, shipping, thermal,
and the turbulence [Awan et al., 2019].

• Node’s mobility : since the mobile sensor nodes are frequently moving towards random
direction, a mobile node can quit the transmission range of it sender during the transmis-
sion process, which result in a weak received signal, and communication failure [Li et al.,
2016].

Several effects can be induced by the nodes or link failures of the acoustic communication :

1. Localization : due to the marine current in a major time the underwater devices can be
drifted from their actual position, some of them have the ability to move towards different
region which may severally affects the network topology, precisely the location of sensors
that caused the inaccuracy of their localization [Beniwal et Singh, 2014], since that some
of the existing routing protocol are localization based, which requires the position coor-
dination information to establish routing path and transmit data packet [Khalid et al.,
2017], hence the movement of sensors affects the localization of the underwater sensors.

2. Void regions : due to the frequent movement of sensors, the wireless devices can move
towards region in which the acoustic signal is not well received for the reason that the
acoustic waves is considered as a low propagated signal and can not attempt a long
distance over it limit, this region are called void regions, moreover the presence of few
sensors within a network could not make a data achieve it intended destination, hence
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the void regions or holes are areas where route to destination does not exist [Bouk et al.,
2016, Hafeez et al., 2016].

3. Intermittent topology : link failures have another disadvantage and impact on the route
creation and their maintains, which causes the topology changes dynamically [Gao et al.,
2016]. The continuous change of network topology may results in energy consumption,
where sensors are required to recreate new path as well, moreover the rate of the suc-
cessful delivered data is several impacted, due to the many loss of packet during network
topology change [Gao et al., 2016, Ahmed et al., 2017]. Routing protocol that provide
immediately route recovery should be designed for the underwater technology.

4. Connectivity loss : during a transmission and exchanging messages between sensors, a
wireless device could easily drift away from it sender’s range, while the sender is sending
a data packet, hence the wireless link quality become unreliable, the signal is weak for the
packet to be received, the link is considered as fail or interrupt. The wireless connection
and the quality of the link has to be measured and evaluated before that a sender issues
a data packet [Li et al., 2016].

2.3.3 Acoustic link and node failures prediction

Due to the continuous link and node failures issues, it is useful to predict future link inter-
ruption in order to recover data packet which may be lost and enhance the performance of
routing protocols, several methods and mechanism have been proposed to evaluate and esti-
mate the possibility of the node failure that can affect the network topology, detect the mobility
and predict link interruption[Lu et al., 2013, Zonouz et al., 2014, Bao et al., 2018, Agarwal et
Rakesh, 2017, Raj Priyadarshini et Sivakumar, 2020]. In this thesis, our main focuses are to
predict failures due to the mentioned reasons and prevent from such an event in earlier time,
for that, we have exploited the advantages of the Polynomial Interpolation that can bring for
the estimations in different context.

Polynomial Interpolation

In mathematics, considering a data point x, the estimation of the value or function f(x) according
to known values of the function is called interpolation as it is depicted in the Figure 2.6. Given
(x0..xn) with their respective functions (f(x0)..f(xn)), if x0 < .. < xn and y0 = f(x0),. . . , yn = f(xn)
are already known, and if x0 < x < xn, the estimated value of f(x) is an interpolation, else if
x < x0 or x > xn, then the estimated value of f(x) is an extrapolation [Britannica, 2016]. There
are many such functions for the interpolation as Newton Interpolation, Lagrange Interpolation,
Hermite Interpolation, Spline ..ect, hence in this thesis, the Newton and Lagrange Interpolation
are used and exploited in order to evaluate the link efficiency, where the Lagrange and Newton
polynomials are the most commonly used methods for interpolation [Shyu et Ytreberg, 2011]
where the x values are considering as the received time of the acoustic signal, and the f(x)
values are their respective signal strength, to measure the predicted signal at t time.

2.4 Vector-Based Forwarding Routing Protocol VBF

VBF is a routing protocol for underwater wireless sensor network (UWSN), proposed and
implemented by [Xie et al., 2006] based on the localization and the position information of
sensors to forward the data packet, while the nodes are deployed at different depth, the source
node is located at the sea bed, and the destination (SINK) is deployed at the water surface,
VBF protocol employs a technique based on a vector, which means that there is virtual routing
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Figure 2.6 – Polynomial Interpolation.

vector formed by the source and destination node, the nodes located near the vector at a certain
predefined value are eligible to forward the packet coming from the source to the destination
node in a hop by hop communication, those nodes are forming a virtual routing pipeline as
a cylinder shape around the vector, nodes which does not belongs to this pipeline are simply
ignoring the forwarding process.

Figure 2.7 – Vector Based Forwarding routing protocol Packet [Xie et al., 2006].

During the transmission, each node carries in the position field of its packet the coordination
of the source node OP, the destination node (target) TP and the forwarder node FP, beside that
each packet contains a RANGE field used by the target to flood the received packet through an
area controlled by this value. Another field is carrying by the packet which is RADIUS field, a
predefined threshold value used by sensor to determine if they are closed to the vector. Once
a packet is received by a node it will computes it distance with the vector if it is less than the
mentioned RADIUS value, the node will then put it own position coordination in the packet
and forwards it, otherwise the node will discards the packet.

As it is shown on the Figure 2.8 the routing vector is formed by
−−→
S1S0, the RADIUS of the

generated routing pipeline is denoted by W, all the nodes located near the vector, inside the
pipeline are forwarding the packet.

2.4.1 Packet types of VBF

In VBF, events prevention and area location information are made through multiple query
packets :

1. INTEREST : when the sink node is interested to know the location or events of a specific
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Figure 2.8 – Overview of Vector-Based Forwarding Routing Protocol [Xie et al.,
2006].

area, it will broadcast an INTEREST query packet, the node that has the data which the
sink is interested on will reply.

2. DATA READY : this packet type is sending from the source node when it senses some
events and want to inform the sink.

3. SOURCE DENY : when a source node is moving out the area which the sink is interested
on it, the sink will then send a SOURCE DENY query packet to inform the source to stop
sending the data.

2.4.2 Query process in VBF

There is two types of queries sending messages in VBF, query forwarding and source initiated
query, the first query is processing by the sink node, while the second query is initiated by the
source node.

Query Forwarding

In the query forwarding, there is two different types, the location-dependent query, where the
position information are needed to query packet, and the location-independent query where
the position information are not necessary.

1. Location-dependent query : when the sink node is interested to know the location of a
specific area it will broadcast an INTEREST query packet, this packet will contains the
position coordination of the sink and the target, when a node receive the packet it will
determine if it is close enough to the routing vector using the threshold value denoted by
the RADIUS field, if it is so, the node will update the FP field, setting it own coordinate
and forwards it, till the packet is received by the source node which is the target.

2. Location-independent query : when the sink wants to know some underwater infor-
mation, as temperature, pressure or other else regardless of its location, it will send an
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INTEREST query packet, in this case when a node receives such a packet it will check
up if it has the information sought by the sink, if it is so, it will first computes it be-
longing to the routing pipeline, and then put it own location information, generates the
concerned data packet and sending it to the sink node, however if the node does not have
the concerned data it will update the FP field of the INTEREST packet and forwards it.

Source initiated Query

When the source node senses some particular events and wants to inform the sink node, for that
it will initiates a DATA READY packet query, the nodes throughout the pipeline will defines
first if they belongs to the pipeline to forward such a data packet, once the sink node receives
this packet it will decides if it is interested by this events issued by the source, if it is so, it will
initiate an INTEREST packet to the area where the source is located.

2.4.3 Sink-assisted approach

A source node can keep moving and get far from it initial location, the problem is when the
sink node is initiated the INTEREST packet to prevent the source that it is interested in some
events, the location of the source will not be accurate, that can affect the routing of this packet,
for that a sink-assisted approach is proposed by [Xie et al., 2006] to solve this problem, when
the sink received multiple packet by the source node it will determine if the source is moving
out the scope as follow : Assuming that the position of the sink is Pc = (xc, yc, zc) based
on the source coordination that is Psource = (xsource, ysource, zsource) and the real position of the
sink is P = (x, y, z). The sink computes it position according to the source coordination,
as (δx, δy, δz) = (xc − xsource, yc − ysource, zc − zsource), then the real position of the source is
computed as : P′source = (δx + x, δy + y, δz + z)
Now the sink node compares between P′source and Psource and can determine if the source is
moving out the range, if it is so, the sink will send a SOURCE DENY query packet to prevent
the source to stop sending data.

2.4.4 The Self-Adaptation Algorithm

The VBF protocol allows only the sensor nodes close to the routing vector located within the
virtual pipeline to transmit and forward data packet, hence when the network is densely de-
ployed, the virtual pipeline can contains a lot of sensor nodes involved in the forwarding
process, that can generates a high energy consumption, for that [Xie et al., 2006] have proposed
a self-adaptation algorithm based on the node density that will adjust the forwarding policy, in
such a manner that each node will first estimates the density of it neighborhood before holding
the packet a certain time according to it desirableness factor value, this value determines the
suitableness of the node to forward the packet

Desirableness Factor

With the Figure 2.9 given below, assuming that the routing vector is given by
−−→
S1S0, where

the source is S1 and the target is S0, the node A will first computes it desirableness factor
to measure it convenience to forward the packet, which it is defined and calculated by the
following formula

α =
P
W

+
R− d ∗ cosΘ

R
(2.10)

Where P is the projection of the node A to the routing vector
−−→
S1S0, W is the radius of

the virtual pipeline, R is the transmission range, d is the distance between the node A and
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the routing vector
−−→
S1S0, θ is the angle between the vector

−→
FS0 and

−→
FS1. By measuring the

desirableness factor value of the node, it can determine if it is in the best position to forward or
not, if the desirableness factor is large, it means that even the projection of this node to routing
vector is large, the node is not in an optimal position and it is not desirable for it to forward.
After that a node has received a data packet it has to determine if it is close to the routing
vector, if it is so, it has to estimate it suitableness to forward, then the node hold and delay
the packet a certain time interval according to it desirableness factor value, this time interval is
defined as :

Tadaptation =
√

α ∗ Tdelay +
R− d

v0
(2.11)

Figure 2.9 – VBF Desirableness Factor [Xie et al., 2006]

Where α is the desirableness factor, Tdelay is predefined maximum delay, d is the distance
between the node A and the forwarder F, v0 is the propagation speed of the acoustic signal in
the water (1500 m/s). When the desirableness factor value is small, the time to wait is less and
vice versa.
The first term of the formula is the waiting time according to the desirableness factor of the
node A, while the second term is the additional time to wait for that all the nodes in the
transmission range of the forwarder F to receive the acoustic signal from the forwarder.

1. Duplication packet : while the node is delayed it packet before it can forward it, multiple
duplicated packet can be received from other node, for that the receiver has to compute
it desirableness factor according to these nodes and the original forwarder of the packet,
then the minimum value is compared with a predefined initial value αc as follow :
min (α0, α1, ...αn) < αc/2n, where αc is defined as 0 ≤ αc ≤ 3. If the condition is verified
then this node can continue forwarding the packet, otherwise it has to discards it.

2. The revaluation of the desirableness factor : the self-adaptation algorithm allow the
most desirable node to forward the packet, and allow the less desirable node to re-valuate
it suitableness among it neighbors. During the re-valuation of the importance of node, if
there exist many more desirable nodes than the less desirable, the algorithm reduce the
probability of the node to forward the packet, in order to balance the energy consumed.
In other hand if the less desirable node is delayed it packet forwarding after re-valuating
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it importance among it neighbors, and has received more than two duplicated packet,
this node will not forward the packet no matter what the initial value αc is, there exist
more desirable qualified node.

By referring to the Figure 2.10, the routing vector is formed by
−−→
S1S0, the actual forwarder

is the node F, and the nodes, A, D are receiving the packet forwarded by the node F, the
self-adaptation algorithm gives the priority to the most desirable node, in this case the
node A will first send the packet, for the reason that it desirableness is the smaller one,
it projection value is 0, so it is considered as the optimal node, thereafter the node B is
within the transmission range of the node A and it is considered as a less desirable node
beside the node A, so it has to re-valuate it importance and decides if it has to forward
the packet or not, meanwhile the node D is not within the transmission range of the node
A so it can forward the packet.

Figure 2.10 – VBF Self-adaptation Algorithm [Xie et al., 2006]

2.4.5 The implementation of MAC protocol

Since the UWSN are suffering from additional limits, as limited bandwidth, high propagation
delay, energy consumption, and dynamic topology, beside the use of the acoustic communi-
cation medium, The existing MAC protocol for the Ad Hoc networks such as the terrestrial
wireless network are not suitable for the Underwater wireless network technology, hence sev-
eral MAC protocol such as (Broadcast MAC Aloha, Tu-MAC and R-MAC) have been designed
and derived from a common class, where the most public interfaces used by the MAC protocols
are defined [Xie et al., 2009].

• Broadcast MAC : this MAC protocol is based on the CSMA that has to sense the channel
before any transmission. In this MAC protocol before that a node sends a packet it has
first to check if the channel is busy or free, for that it sense the channel, if the channel is
free the node broadcast it packets, otherwise if the channel is busy the node makes use
a back-off algorithm before sending packet, the maximum number of back-offs has been
limited at 4, since the algorithm has no mechanism to detect collision, no exchange of con-
trol messages (RTS/CTS), and no acknowledgment packet, the MAC protocol limits the
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sending rate of messages at 2 per second in order to avoid packet interference [Xie et al.,
2006], the Broadcast MAC takes the advantage of the acoustic communication broadcast
and it is appropriate for the geo routing protocol such as VBF [Xie et al., 2009].

2.4.6 The robustness of VBF

The evaluation and the experimentation of VBF has proven the efficiency and the scalability of
the protocol since it is a localization-based that addresses the node’s mobility in an efficient way
where the position information of a node is computed locally and does not requires a global
synchronization. The mobility of the node is used as a parameter to help for the selection of
other forwarder nodes during the forwarding process [Khan et al., 2018]

• VBF does not requires a stable forward path, since many other forwarder can be involves
in the forwarding process along the pipeline.

• The routing does not need any state information for all the nodes.

• Only nodes close to the routing vector are eligible to forward data, the nodes outside the
pipeline stay in an idle state till they moves close to the vector, thus helps to save the
network energy.

• Since the self-adaptation algorithm select the more desirable node to forward, more en-
ergy is saved.

• VBF requires at least on available path inside the virtual pipeline, for that the packet can
successfully transmitted.

• The computation appropriate for routing on each node are on demand only.

2.4.7 VBF Limitations

Even if VBF is robust against node failure, and it have the advantage to reduce the energy
consumption by selecting the most desirable nodes, except that the protocol presents some
weaknesses that can affect the reliability of the routing :

• VBF does not have the functionality to re-transmit the packet, if the sensor node does not
receives it due to weak received signal strength, or collision problem [Abbas et al., 2019].

• Due to the limited stored battery power of the devices, the sensor nodes that are fre-
quently qualified to forward data packet can be easily exhausted and failed [Nicolaou
et al., 2007].

• The number of forwarding node are limited due to the routing pipeline radius, and more
efficient path can exists outside the pipeline that leads to the sink node, hence the routing
performance can be severally affected [Nicolaou et al., 2007].

• VBF suffers from void holes as the sensor nodes are deployed in a large environment, the
void holes are the sensor nodes with no path leading to the next destination or forwarder
node, that causes an important loss of data packet [Yu et al., 2015].

• When the sensor nodes forward their data packets, they does not takes into account
the efficiency and quality of link with the next hop nodes, that generates at some point
unnecessary transmission [Ali et al., 2014].
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2.5 Network Simulator 2 (NS-2)

NS-2 is an event-driven network simulation tool and a development platform that is the most
widely used by the research community since it brings an efficient methods to configure a
network. NS-2 is aimed to study the dynamic nature of network communication whether it is
a wired or wireless communication, and provide multiple network functions and protocol as
the routing algorithms, TCP or UDP [Issariyakul et Hossain, 2009, Xie et al., 2009].

2.5.1 The basic architecture of NS-2

NS-2 consist of two languages, mainly the C++ language and the Object-oriented Tool Com-
mand Language (OTcl). The C++ defines the internal mechanism of the simulation (Protocols
and algorithms), while the OTcl assembles and configures the object and schedules events to set
up the simulation. The variables in OTcl domain are referred to handles that acts as an interface
which interacts between users and other OTcl objects. C++ and OTcl are related with a Tool
Command Language (TCLcl) file that contains a set of commands intended for the simulation
scenario [Issariyakul et Hossain, 2009].

Figure 2.11 – The basic architecture of NS-2 [Issariyakul et Hossain, 2009]

After that the NS-2 shell executes the simulation objects according to the input script file
TCLcl (see Figure 2.11), the output will be resulting as a trace file that consist of all simulation
traffic including routing and MAC information, nodes positioning, simulation time, sending
and receiving state, loss or a receive packet. To interprets the simulation results graphically a
Network Animator tool (NAM) is used. In order to evaluate and process the trace file, a Java
language file or AWK file is used to extract only the necessary information for the performance
evaluation. Once the information are retrieved there is several tool that allows a better and
efficient interpretation of the result mainly as XGraph, Microsoft Excel or GNUplot [AOUIZ,
2020] used to plot the retrieved information using curves for a better analysis [Issariyakul et
Hossain, 2009].

2.5.2 Aqua-Simulator

The NS-2 is a simulator tool that supports only the terrestrial wired and wireless network,
hence it is not suitable for the underwater wireless network simulation, since the platform
does not support the acoustic signal which is commonly used for underwater environment. The
acoustic signal is very different from the radio signal and has a slow propagation speed about
1500 m/s, besides that the underwater sensor network are a three-dimensional space, while the
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basic NS-2 support a deployment of a two-dimensional [Xie et al., 2009] have proposed a new
simulator called Aqua-Sim that support the underwater environment. The aqua simulator has
been implemented using the NS-2 as development platform.

Aqua-Sim Implementation

As the existed simulation package in NS-2 can not operates with the underwater network
environment, as the acoustic signal provide a long propagation delay and a high attenuation,
moreover the three-dimensional space is not supported by the CMU wireless package of NS-
2, while the protocols of different layers are not suitable to support the underwater sensor
network. To overcome this problems cited above, [Xie et al., 2009] have created a new simulation
package named Aqua-Sim regardless to the existing package instead of patching on the existing
CMU wireless package.

Figure 2.12 – Aqua-Sim and CMU wireless package [Xie et al., 2009].

The Figure 2.12 shows that the Aqua-Sim is independent from the CMU wireless package
any change in the package will not affect the other package, since they operates separately.

Aqua-Sim Design

The Figure 2.13 represents the diagram of the Aqua-Sim where different functionalities of the
simulator including some objects and classes that are designed according to the network simu-
lator operating.

1. UnderwaterNode : is an object that consist of many useful information regarding the the
underwater sensor node including mainly it position, and mobility speed. The Underwa-
terNode object is available to access by all the objects of Aqua-Sim.

2. UnderwaterChannel : this object represents the underwater acoustic channel, where all
the packets before being sent are queued at this object, moreover the "UnderwaterChan-
nel" offers a public interface to the upper layers such as the routing layer.

3. UnderwaterPhy : the underwater node physical layer is represented by the "Underwa-
terPhy" that offers interfaces to the upper layer that can power on and off the transmitter
and adjust the transmitted power level, while updating the remaining power level of a
node, moreover this object provides an energy consumption computation.

4. UnderwaterMAC : this class provides the same interface to the MAC layer entities such
as MAC protocols (TMAC, RMAC, Broadcast MAC, Aloha MAC). It is not necessary for
an object to know the detailed of the MAC layer implementation if this object want to
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Figure 2.13 – Aqua-Sim Diagram [Xie et al., 2009].

send a packet to the MAC layer, the object makes uses the common “Recv” interface, that
is defined in “UnderwaterMac”.

5. Underwater Network Layer : the routing protocols for underwater network such as (VBF,
DBR, VBVA, OELAR) follows the basic structure of the existing routing protocols in NS-2,
hence to support the underwater communication, the protocols parameters are structured
through a TCL script to make sure that the protocols support the features of the under-
water environment, the Aqua-Sim tool offers interfaces to all the network layer, for the
reasons that the routing protocols based on the localization can obtains the position in-
formation from the "UnderwaterNode".

Conclusion

This chapter have been focused on the routing protocols based on the localization scheme, we
have presented and illustrated all the localization technique used in the major Geo-routing pro-
tocols that are based on the nodes position, beside the frequent challenges recently encountered
by the localization schemes. We have introduced then, the cross-layer concept which is a design
that interact between different layers which provides a new mechanism that achieves a good
network performance, thereafter, some of cross-layer routing protocols that are free and based
on the localization scheme are cited and explained.

The following section initiate the acoustic link quality, along with the main factors that
generates failures and interruption within an underwater sensor network, and their impact
over the network performances, then a detail explanation of all the features and functionalities
related to the well-known routing protocol Vector-Based Forward (VBF) designed for the un-
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derwater sensor network, the protocol has proven it robustness mainly by avoiding collision,
and saving the energy consumption, hence VBF represents some drawbacks that can severally
and significantly affect the network performance, The sections contains the presentation of the
simulation environment used in our studies, which is the widely used network simulator NS-2
that includes a new package named Aqua-Sim that support the underwater communication
environment.

In the following chapter, the first contribution is introduced, that is aimed to prevent from
inefficient wireless communication due to the sensors mobility and their frequent movement,
the chapter include as well some of the proposed studies related to the major discussed prob-
lem, and presents a depicted explanation of the proposed mechanism.

44



3CONTRIBUTION I: A Cross-Layer

Predictive and Preemptive Routing

Protocol for UWSN using the

Lagrange Interpolation

Contents

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.1 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.2 Proposed approach for detection and prevention from link interruption

and failure problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2.1 The Predictive Threshold Zone PZTH . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2.2 Problem description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.3 Proposed solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3 Simulation and performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . 58

3.3.1 Simulation environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.3.2 Performance metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.3.3 Result discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.3.4 Performance comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

45



Chapter 3. CONTRIBUTION I: A Cross-Layer Predictive and Preemptive Routing Protocol for UWSN
using the Lagrange Interpolation

Introduction

The underwater wireless sensor network technologies are confronted and facing several chal-
lenges due to the unpredictable conditions of water environment that may creates serious con-
straints in their design and deployment [Felemban et al., 2015], such as the cost of their deploy-
ment, the limited battery of the devices, the low propagation delay, the attenuation problem,
and sensors localization [Awan et al., 2019] where the conception of efficient and optimal pro-
tocols that operates at different layers are required to maintain a better network functioning.

Whereas the UWSN technology frequently confronts failures and interruptions which are
the common issues encountered inside a network that contains mobile devices, when a sensor
is establishing a communication link with another sensor and try to join it, in some moments
the node try to move in another direction that will makes the communication link stand inef-
ficient that leads to a link failure or intermittent acoustic connectivity [Kamal et al., 2014], the
performance of the network can be severally affected in those cases, particularly if the failure
link is the optimal link to transmit data packet.
Several reasons can generates a link deficiency, the main cause discussed in our contribution is
described as follow :

1. The Movement of Underwater Sensor Nodes : the underwater network is mainly com-
posed of static and mobile devices, the static sensors can be fixed or anchored at a certain
position, while the mobile devices have the ability to move towards random and different
regions, and it can be controlled or free, the frequent movement of the mobile sensors can
have a harsh impact on the overall network performances, which means that when a sen-
sor is continuously moving, the network topology became unsteady due to the inaccuracy
of the sensor position. Precisely, a mobile sensor can easily leave the range of it sender
during a data transmission, which will make the received signal attenuates promptly,
then the sensor became unreachable for it sender, in this case the routing is easily broken,
and a mechanism to recover and rebuild the paths is necessary, hence more energy is
consumed, and the wireless link quality is impacted [Li et al., 2016].

In this chapter, some of the proposed and implemented works related to the targeted problem
are briefly explained, the chapter include as well an illustration of the addressed problem along
with the proposed solution and algorithm to prevent from failures caused by node’s movement
and mobility, then a simulation and performance evaluation of the implemented algorithm
using the Vector-Based Forwarding protocol is described with the simulation results discussion
and performance comparison.

3.1 State of the art

In this section, we presents some of the proposed researches that are aimed to overcome the
problem of the link deficiency and failure which can be caused by poor link quality due to
the continuous movement of the underwater sensor which results a position inaccuracy, a loss
of connectivity and unreliable network, the following approaches are intended to detect and
prevent from such problem cited above.

• Communication Void Avoidance Algorithm (CVA) : the authors [Sani et Mohamad,
2020] have proposed a mechanism to avoid void node within the network, due to the
water current, mobile sensor node can easily drift away from their current location, by
considering the position changing information of a sensor, a node can determines if it
neighbor is void or not, the proposed method has been divided into three stages, which
is first, the information collection stage, where the underwater sensor are exchanging
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hello messages to identify their neighbors, the information of the neighbor is stored in
a Table of Neighbor Information (TNI) which includes their depth information, ID, and
residual energy, if a node is concerned by a void region it will broadcast a void alert mes-
sage, the nodes that receives this message alert drop immediately this sensor from their
(TNI).

The second part of the method is the void avoidance stage, where the strategy employed
to avoid void node makes use an Inertia Measurement Unit (IMU) to estimate the position
changing, while the nodes located at the right and left the edge of the network may easily
drift away from the network area, the communication void avoidance strategy maintains
those nodes in a table and verify their (IMU) periodically, if any changes is detected then
the node is considered as void node, sensor nodes located at the middle of the network
verify by themselves their table every certain time if there is a node with no neighbor in
it (TNI), then the node is considered as void and has to issue a void alert message, finally
the data packet forwarding stage is processed where the residual energy of the node and
it hop count of the next forwarder are taking into consideration besides the void free
node to select the next forwarder. The proposed algorithm achieves an energy utilization
balances and avoid void nodes as well.

• A Localization Based Routing Protocol for Dynamic (LBDR) : as the node float mo-
bility is considered as the basic challenge for the UWSN, where the underwater sensor
are frequently changing their current location, [Han et al., 2016] have proposed a rout-
ing protocol that combines between both aspects the localization process and routing as
well, (LBDR) is mainly divided into two phases, mainly the localization stage, where the
network is divided into different layers from the deep water to the surface according to
water depth, and sensor nodes are categorized depending on their location, the sensor
that are lying at the water surface are called original beacon nodes, those sensors can
get their location using a GPS device and broadcast it in periodically manner, when the
sensors lying at the first layer receives signals from the original beacons, they can locate
themselves according to it, those sensors are called promoted beacon nodes, when their
localization is finished, the nodes lying at the lower layers can locate themselves using
the received signal from original or promoted beacon sensor nodes, the method is called
hierarchical spreading localization.

Then the routing process will begin, noted that the approach is based on the VBF routing
protocol that makes use a virtual pipeline based on a vector which only sensors inside the
pipe and close to the vector are allowed to forward, the authors consider that this criterion
is tight for forwarder node, and includes the localization error ε in the forwarder selection
decision, where the distance between a node and it forwarder by taking into account ε has
to be lower than the radius of the pipeline W. Hence more node will become candidate
forwarder and achieving a high throughput, whereas the data load become high on the
nodes within the pipe if there is no new nodes that are bring to the pipe [Khan et al.,
2018].

• Node mobility issue : during a packet transmission process the mobile nodes can fre-
quently change their location, which results in improper communication, the approach
proposed by [Agarwal et Rakesh, 2017] has been aimed, so that even if the nodes are
changing their location, the communication in the network between the nodes can take
place, for that, the area where sensor nodes are located is called sensing zone that is
mapped into two dimensional space that is divided into four quadrants respectively the
upper left (UL), upper right (UR), lower left (LL), and lower right (LR), the division is
established for configuring and handling the mobility of the node during a packet trans-
mission.
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When a node wants to transmit a data packet through a certain path toward the desti-
nation, it has to sense the nearest intermediary node in another quadrant by computing
the Euclidean distance, this intermediary node is considering as an alternative node that
keeps the history of the sender node and the routing table that contains all the required
information to root packet, the intermediary node has to be located in another quadrant
other than the sender quadrant. The communication is always done in a cross quadrants
not within the same quadrant. The approach has provided a new method that has ad-
dressed the mobility issue and defeats the temporary loss of wireless communication, by
exploiting alternative paths.

• The Fault Resilient based on (MFO) scheme : due to the underwater environment inter-
ference, random deployment and mobility of sensors, [Kumari et al., 2020] have proposed
a new mechanism called fault resilient routing based on moth flame optimization (MFO)
scheme that is aimed to overcome the problem of disjoint path, link failure and data
overloaded produced by the harsh marine challenges, the main purpose of this approach
is to select the best forwarder sensor node to transfer the data packets to the nearest
Autonomous Underwater Vehicles (AUV), that will moves the packets toward the based
station, instead of using the cluster head (CH).

Firstly, the approach virtually divides each underwater level into number of grids that
represents the half of the node transmission range, and then apply other mobile nodes
at the center of not covered grids, thereafter the technique consist to select the optimal
sensor node to forward the packet using a novel fitness function introduced with the
MFO scheme, the function makes use the link quality between the sensor nodes and the
AUV with the help of the packet error rate (PER) and packet reception ratio (PRR), the
residual energy of the concerned node, and the number of the connected nodes with the
sensor, located within it transmission range.

The fault resilient protocol distinguish two different routing technique based on the MFO
scheme, where the first one consist to transfer the packet directly to the AUV if the
autonomous device is inside it range, otherwise if the AUVs are not inside the node’s
range, the packet is sent through neighbor, the process makes use the list of the neighbor
nodes and choose the best node according to it highest fitness value, then the selected
node will transfer the packet toward it nearest AUV. The approach avoid the overburden
data and the re- clustering issue, that provide a high convergence rate, a fast delivery, and
energy saving.

• Towards Robust Routing in 3-D UWSN (RRP) : due to the uncertain node and link
failure problem that leads to link breakage, [Xu et al., 2013] have proposed a new robust
routing protocol (RRP) that allows sensor nodes to rebuild backup links to repair the
failed links, as well as a node has the ability to enlarge it coverage area in order to build
new links when the concerned path is not reachable through the created backup links.

The (RRP) mechanism is divided into two phases, the first phase is route discovery pro-
cess where each packet contains the positions of the source node, the target node, and
the relay node that has transmitted the packet, when a node receives the packet it has
to compute a gravity value of its neighbor nodes, and then it chooses the neighbor node
with the maximal gravity value as the next relay node to forward the data packet, for that
the source node will select the next relay node as per the gravity value computation and
add this route to it routing table meanwhile the according backup link is constructed, the
operation is iterated till the packet achieve the target node, at this point a routing path
that can process the future link and node failure is setting up.

The second phase is the route maintenance, when a sensor node transmit a HELLO
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packet, it has to receive the replay from the relay node as ACK packet, if the ACK is not
received the link is considered as broken and the route maintenance process is evoked,
however the source will first retrieves a relay node at the head of the path and forward
the packet to it, the process will continue with the receiving node that will in turn retrieve
a node at the head of it routing path if the current does not receive any reply from it relay
node, it will consider that the link is broken, a backup link with another relay node is
then constructed, this new relay node consider that the previous node with which the link
was broken is not in it routing table, so the node enlarges it coverage area to attempt this
node and add it to it routing table, the new selecting relay node will continue forwarding
the recover data packet. (RRP) reduces the link and node failure in efficient manner in
terms of minimum network delay, successful delivery packet, and energy consumption
[Tuna, 2018].

3.2 Proposed approach for detection and prevention from link inter-
ruption and failure problem

In this section, we describe the problem discussed for our contribution, by determining the
main issue addressed in this scope, we propose then our solution that is aimed to overcome
the targeted problem and provide an enhancement to recover from the addressed issue.

3.2.1 The Predictive Threshold Zone PZTH

In our contribution, according to the VBF functionalities, before that a sensor node can be
selected as the new forwarder and continue it forwarding process inside the pipeline, the link
with the concerned sensor node has to be evaluated to ensure if the link will be maintained
during the transmission process, for that, the main purpose is to compute an interpolate
predicted signal value received at the concerned sensor node P(tpt) and by comparing this
measured value to a predefined received signal strength threshold RSSTH , in order to ensure
the link reliability between the sender and the receiver node. To minimize the interpolation
computation, we defined a certain virtual area inside any transmission range of a sender, called
PZTH to make sure that only nodes laying within this area will evaluate their link quality with
the previous sender. Before that a node can be selected as forwarder, it predict signal value
P(tPT) has to be computed according to three input parameters.

Those parameters have to be retrieved from data frames information (Receiving power sig-
nal strength RSSi and their according Time Ti), and compared to RSSTH. In order to reduce the
computation process of PtPT we defined an area within the transmission range of the sender
node called predictive threshold zone PZTH as it is shown on Figure 3.1 , the goal is that to
ensure that only nodes inside this zone has to compute it predict signal value and compared to
the RSSTH, to make sure if a link interruption can occur or not, by measuring the link efficiency.
The calculation of the PZTH is described as follow :

Following the basic VBF, the valid range of the routing pipeline is [0; Trdistance] where
Trdistance represents the pipeline diameter[Nicolaou et al., 2007] moreover the valid range of
a node is same as the pipeline, where it transmission range value R is [0; Trdistance/2] The PZTH
is defined in such a way to allow the reception of three consecutive data frames at the re-
ceiver node x where PZTH = α hence the allowed valid range for a node is [0; DTH ], where
DTH = Trdistance − 2 ∗ PZTH, and it transmission range RN is [0; RN ], where RN = R− PZTH.
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3.2.2 Problem description

Since the UWSN are widely and randomly deployed and dispersed in a three dimensional
space (X,Y,Z)[Hossain et al., 2016] due to the greatness of the oceans and marine environment,
the Underwater sensors are facing several challenges and limits [Zenia et al., 2016], among the
multiple issues encountering by the underwater acoustic sensors, we have been interested on
the link failure and interruption issue caused by the mobility and movement of sensors in a
major time, as the sensors can frequently change their positions due to their frequent mobility
affecting the network topology and performance. However, during a data packet transmission a
node may drift away from it sender or forwarder range which results in a link breakage between
the sensors, meanwhile numerous data packet are lost, in addition the mobility promotes the
creation of void region, where there is not path leading to the attended destination. Numerous
problems can arise and submerged due to the node’s movement, according to the Figure 3.1,
S is the source node or forwarder, the nodes A and B are the receiver and next forwarder,
considering the following problem statements :

• The node A is the receiver of the node S and can be elected as the next forwarder, however
according to the Figure 3.1 the node is probably moving far from the node S, which makes
the received signal strength decreasing generated a high amount of packet loss and large
delay time, a future probability of link breakage is considered.

• Meanwhile the node A could simply move inside the range and regain it previous location
position, pursuing data packet forwarding.

• Both nodes A and B could move far leaving the transmission range of the sender S quite
empty, this is called a void regions, hence the node S may probably lost energy while
sending packet in a void zone.

As among the weaknesses of VBF, the protocol does not takes into consideration the link
reliability with it receiver before sending it data, the data packet that have been lost due to
interruption are not re-transmitted by the protocol. In order to provide a mechanism that is
aimed to detect probability of future interruption and to distinguish between both situations,
either the node A quit the range of S or remain inside, we have proposed a new method that is
aimed to clarify the current situation of the concerned node. The proposed approach defines a
predictive zone called PZTH as it is shown on the Figure 3.1, which indicates that the sensor A
may have a probability for a future movement outside the range, moreover the proposed study
recover the lost file, by selecting a new forwarder candidate node to replace the concerned node
where the range of the sender S could contains no node (void region).

Based on the Lagrange Interpolation polynomial, the formula is used to computes the re-
ceived predict signal value at t time according to n input parameters, to evaluate the link
efficiency before that a node is selected as forwarder. By considering the source node S, and
the next forwarder node A and from the Figure 3.1 We defined the following notations :

• d(A, S) is the distance between S and A.

• Trdistance is the transmission range for VBF.

• PZTH is the predefined threshold zone.

• DTH is the allowed transmission range for the approach.

•
−→
TS the vector of the routing pipeline.

• P is the projection of the node A to the routing vector
−→
TS.
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Figure 3.1 – Problem description

• RSSA is the received acoustic signals strength at node A according to l = d(A, S) calcu-
lated as follow :

RSSA =
Trpower

A(d(A, S), f )
(3.1)

Where Trpower is the initial transmitted signal power.

• P(tPT
is the predicted acoustic signal strength value according to RSSA(i) calculated with

Lagrange Interpolation polynomial at tPT

• tpt is the predict time.

• RSSTH is the received acoustic signal strength threshold (the required amount of signal
to receive a data packet), according to PZTH, computed with the Equation (3.1).

In our method we compute the predicted signal value P(tpt) at tPT for a node x using the
Lagrange Interpolation calculation formula according to three consecutive receiving signal
strength RSS of packets from the same sender node with their respectively receiving times.
As the Figure 3.2. Shows, once the node A is located at the PZTH, where DTH ≤ d(A, S) ≤ R
the predicted signal value P(tpt) is calculated at the prediction phase. A link failure between A
and S is detected if P(tpt) at the node A is less than RSSTH, otherwise the node can continue it
forwarding process.

3.2.3 Proposed solution

As VBF does not takes into account the link reliability between sender and receiver before any
transmission, the sender node can keeps sending to a node that could probably fail soon. In this
section we have proposed an enhancement of VBF in a cross-layer mechanism, an interaction
between the Medium Access Layer (MAC) and the Network Layer, to evaluate the link quality
at a receiver node x and prevent from link problems that may occurs due to the frequent
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change of sensor’s position. The method verify the effectiveness of the link once a data frame
is received at the MAC layer, and clarify if the sensor is moving outside and get far from the
source, or it can simply regain to it last position or near the sender, this information will be sent
to the upper layer, in such a way that before any node may be elected as the next forwarder,
the information sent by the MAC layer is taken into consideration for the forwarder selection
process.

Moreover, we know previously that in VBF there is no re-transmission for packet loss, in our
method once the node is regarded as unreachable node, and at this time there is no sensors in its
neighborhood that could be elected as forwarder, we brought a new mechanism to rediscover
a new forwarder node able to forward the lost data packets, causes by the previous one. Our
approach is mainly divided into three phases, the determination phase, the prediction phase
and the rediscovery phase. The notations used in the proposed approach are described in the
following table :

Table 3.1 – Notation used in the proposed algorithm

Notation Meaning
Pkt Packet

Transtime Transmission time of the packet, where i ∈ [1;3]
Recvtime Receive time of the packet, where i ∈ [1;3]

RSSi Receive signal of the packet, where i ∈ [1;3]
Node_ID ID of the concerned node

Sender_ID ID of the sender node
LI Lagrange Interpolation polynomial

AID ID of the node A (MAC layer)
S_ID The source of the concerned node (MAC layer)

SRC_ID ID of the source of the packet (Network layer)
FDID ID of the forwarder of the packet (Network layer)

Nb_Neighbors(S) Number of neighbors sending same packet
FDIS FORWARDER DISCOVERY packet

SF_DIS Sender of the FORWARDER DISCOVERY packet
New_FD New selected forwarder node
Tadaptation The delay time of the Self-adaptation algorithm

SDATA_REQ The source of the DATA REQUEST packet

1. Determination phase : first of all, when a node receives a data frame it has to determine
if it belongs to the routing pipeline, for that, it will computes it orthogonal projection
distance with the vector d(A,

−→
TS), where T is the target and S is the original source, by

given the coordinates of A ( xA, yA, zA), T ( xT, yT, zT), and S ( xS, yS, zS) and
−→
TA the

vector formed by the target and the node A .
The orthogonal projection of

−→
TA to the vector

−→
TS is determined as follow :

−→
TA−→TS =

−→
TA
−→
TS

‖−→TS‖2

−→
TS (3.2)

Where

−→
TS =


xS − xT

yS − yT

zS − zT

−→
TA =


xA − xT

yA − yT

zA − zT

−→
TA′ =


xA′ − xA

yA′ − yA

zA′ − zA

(3.3)

52



Chapter 3. CONTRIBUTION I: A Cross-Layer Predictive and Preemptive Routing Protocol for UWSN
using the Lagrange Interpolation

After the computation of the A projection, the coordinates of A’ are : A’(xA′ , yA′ , zA′),
notice that A’ belongs to

−→
TS the distance d(A, A′) is then defined with the Euclidean

formula distance as follow:

d(A, A′) =
√
(xA′ − xA)2 + (yA′ − yA)2 + (zA′ − zA)2 (3.4)

The distance d(A,
−→
TS) is compared with the using radius ’W’ value of the pipeline if d

≤ W, the node belongs to the routing pipeline, then it distance with the source node
d(A,F) is calculated using the Euclidean distance described above and compared with
DTH. If d(A, F) is high than DTH and less than the transmission distance range as follow
: DTH ≤ d(A, F) ≤Trdistance, then the node A is within the Prediction Zone A ∈PZTH a
probability of a future link failure is expected. Once the node A is located at the PZTH,
there is a probability of a future link failure the link quality has to be evaluated, in this
case the prediction phase is processed. Else if d(A,S) is less than DTH : d(A,S) ≤DTH , the
node will simply continue it forwarding process.

Algorithm 1 Determination phase

1: Step 1 : Node A receives Pkti from S or F;
2: Step 2 : Calculate Projection(A);
3: Step 3 : Get the coordinate (x, y, z)A′ after Projection(A);
4: Step 4 : Calculate d(A,A’);
5: if d(A, A′) ≤W then
6: Calculate d(A, S)
7: if D_TH ≤ d(A, S)&d(A, S) ≤ Trdistance then
8: Get(Transtime(1),RSS1)
9: i := number_received_pkt

10: while i ≤ 3 do
11: ResetTransStatus(S)
12: Get (Transtime(i) ,RSSi)

13: Recvtime(i) := Transtime(i) +
d(A,S)

v0
14: end while
15: Delete(Pkti)
16: end if
17: Initiate Prediction phase
18: end if

2. Prediction phase : when the node A is located at the PZTH, at this time there is a proba-
bility that the link between A and S may interrupt, the node A is moving out the sender
range, or the node can simply regains it old position or become near the sender, to clar-
ify those situations, three consecutive received data frame information (Received Power
Signal Strength RSS and their according received Time) from the same source S to the
node A are take into consideration. As VBF has limited 2 received packets per a second,
hence, if the number of data frame received by node A from sender S is 2, the first and the
second received signal strength by the node A are collected according to their respective
times, in this case the sender S will reset it transmission status and resend again a copy
of the last data frame after a certain time defined as follow :

Ttime3 = Currenttime3 + Delay (3.5)
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to avoid any collision problem. The data frame is now received by node A the third
received signal strength according to it time is collected. In other case, if the received
data frame from S to A was limited at 1, the sender S will reset it transmission status and
resend 2 copy of the last data frame separated by a certain time of period.

Ttime2 = Currenttime2 + Delay (3.6)

Ttime3 = Currenttime3 + Delay× 2 (3.7)

Since VBF has limited two received packets per a second, hence the approach creates
a third copy of the last frame and resend it to the concerned destination, in order to
gather three consecutive information packets, within a certain time interval T[t1; t3], the
RSSi and their received Times Ti are retrieved where I ∈ [1;3]. The additives packets will
be obviously dropped once the RSS and the time T are retains, to avoid any collisions
problems. The received data Frame time is calculated as follow :

Ti = Transtimei +
d(A, S)

v0
/i ∈ [1; 3], v0 = 1500m/s (3.8)

Lagrange Interpolation Polynomial : the Interpolation polynomial gives an estimation
according to ‘n’ input parameters at x value, the general equation is given by :

Pn =
n

∑
k=0

lk(x) f (xk) (3.9)

Where lk are polynomials of degree n that form a basis of Pn.

lk(x) =
n

∏
i=0,i 6=k

x− xi

xk − xi
(3.10)

In our study, the estimation or predict value is given according to three received signal
strength, hence a polynomial defined explicitly of a degree n=3, where xi = ti and f(xk) =
RSSi, x is the predict time :

P(x) =
(x− t2)(x− t3)

(t1 − t2)(t1 − t3)
RSS1 +

(x− t1)(x− t3)

(t2 − t1)(t2 − t3)
RSS2

+
(x− t1)(x− t2)

(t3 − t1)(t3 − t2)
RSS3 (3.11)

where the predict time tpt = t3 + Mt , and Mt is the average value of the measure-
ment[Boukli-Hacene et al., 2014] calculated as follow :

Mt = t3 −
t1 + t2 + t3

3
(3.12)

Once the interpolate value P(tpt) is computed it has to be compared with a Threshold
Receiving Signal Strength RSSTH given in the Equation (5) previously cited, if (P(tpt) <
RSSTH) and the first received signal strength is high than the second, and the second is
high than the third as follow : (RSS1 > RSS2andRSS2 > RSS3) the node A is moving out
the range and the received signal by A is too weak to be attempt, a high possibility of a
link failure is predicted, in this case the node A can not be elected as forwarder for node
S. We use the same variable as the approach of detection using Newton Interpolation an
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"xmit reason" variable to prevent the network layer about the link efficiency, this variable
will take a value of "XMIT REASON LOW RSS", in a case where the received signal is
low, indicating the "Node ID" concerned and it "Sender ID" to the upper layer. Otherwise
"xmit reason" will take a value of "XMIT REASON HIGH RSS", which means that the
receiving signal is good enough and the node A can continue it forwarding process and
no link failure is taking place.

Algorithm 2 Prediction phase

1: Step 1 : Calculate LI(Recvtime(i),RSSi);
2: if LI ≤ RSS_TH&RSS1 > RSS2&RSS2 > RSS3 then
3: xmit_reason := XMIT_REASON_LOW_RSS
4: Node_ID := AID
5: Sender_ID := SID
6: else
7: xmit_reason := XMIT_REASON_HIGH_RSS
8: end if

3. Rediscovering phase : in the basic VBF, when a node receives a packet pkt, it will de-
termine if it is close to the routing vector and within the pipeline, if so the node will
forward the data packet carrying it coordinates in the FP field, after a certain time in-
terval Tadaptation based on it desirableness factor. In this proposed protocol the forwarder
selection policy is redefined in such a way that, when a node receives a packet it has to
check if it is eligible to forward and in addition it "xmit reason" value. If the variable
has taken the value of "XMIT REASON HIGH RSS" , the node will simply continue it
forwarding process. Otherwise if the variable has taken the value of "XMIT REASON
LOW RSS", the node check if it is the concerned node , according to the previous sending
node "Sender ID" that has sent pkt, this process permit to distinguish from other pkt that
has been received from other nodes.

Once this condition is verified, the sender of this concerned node check if the number
of all neighbors to which it sends the pkt including node A is more than 1, if so than
many nodes can be elected as forwarder, otherwise if the number is equal to 1, it means
that A was the only available node before the interruption of the link, in this case, the
sender S will broadcast a "FORWARDER DISCOVERY" packet to request another poten-
tial available forwarder in it range, in order to prevent from data packets lost, if there is
any node except node A inside it range and close to the vector it will reply by a "DATA
REQ" packet, the sender S can now re-transmit the DATA packet to this new forwarder.

• FORWARDER DISCOVERY : once a node receives the "F DIS" packet it will deter-
mines the following information :
- If it is close to the routing vector ProjNodeID ≤W and inside the pipeline.
- If the available node is not inside the PZTH zone.
- If it is not the concerned node by the prediction phase.

• DATA REQ : when the above conditions are satisfied then the node will reply with
"DATA REQ" to the sending source node of "FORWARDER DISCOVERY" requesting
data packets DATA. Once the source node receive the "DATA REQ" it will reply with
a data packet "DATA" to the sender of "DATA REQ" node that will be selected as
the new forwarder node, and continue the forwarding process with the receiving
data. Notes that each cited sending packets are transmitted in a certain time delay
calculated by the Tadaptation.
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Algorithm 3 Rediscovering phase

1: Step 1 : Get DATA Pkt
2: Step 2 : Check if A is close to the Routing Vector
3: if Close(A) then
4: if xmit_reason = XMIT_REASON_LOW_RSS then
5: if Node_ID = A & Sender_ID = SRC_ID or Sender_ID = FD_ID then
6: Get Nb_Neighbors(S);
7: if Nb_Neighbors(S) = 1 then
8: Prepare F_DIS Pkt
9: Calculate Desirableness(S)

10: Calculate Delay Tadaptation
11: Broadcast F_DIS Pkt
12: else
13: Free DATA Pkt
14: end if
15: else
16: Calculate Desirableness(A)
17: Calculate Delay Tadaptation
18: Relay (Pkt)
19: end if
20: else
21: Free DATA Pkt
22: end if
23: end if
24: Step 3 : Get F_DIS Pkt
25: if (Node_ID 6= A & Close(Node_ID) & d(Node_ID,SF_DIS) ≤ DTH) then
26: New_FD := Node_ID
27: Prepare DATA_REQ Pkt
28: Calculate Desirableness(New_FD)
29: Calculate Delay Tadaptation
30: Send DATA_REQ Pkt
31: else
32: Free F_DIS
33: end if
34: Step 4 : Get DATA_REQ Pkt
35: if Node_ID = S_ID & SDATA_REQ_ID = New_FD then
36: Prepare DATA Pkt
37: Calculate Desirableness(S_ID)
38: Calculate Delay Tadaptation
39: Send DATA Pkt to New_FD
40: else
41: Free DATA_REQ;
42: end if
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The Figure 3.2 and Figure 3.3 illustrates the proposed algorithm for CLPP-VBF.

Figure 3.2 – Process of the Determination and Prediction phase
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Figure 3.3 – Process of the Rediscovering phase

3.3 Simulation and performance evaluation

In this section, we presents the set of the simulation parameters used for the evaluation of our
approaches, then we give an extensive explanation about the evaluated results according to the
metrics addressed for this work. We used the notation CLPP-VBF for our contribution.

3.3.1 Simulation environment

The used simulation environment is represented in the following table : We use a three-
dimensional space (1000 mx 1000 m x1000 m), the Source S and the target T are fixed at
(1000,0,0) (0,1000,1000) respectively, the nodes are randomly deployed, the Radius of the
pipeline is varied W = 100,200, The Range = 100 meters, we varied number of nodes from
(100 to 500) , the maximum speed of node is varied S= 3m/s,6m/s their initial energy E0 is
10000 j, the packet size is 50 Bytes, the number of received packets is 2 per second,
the transmission of acoustic signal power is set at 0.2818 Hertz, the frequency is 25 Khz the
simulation time is 200 seconds, the MAC layer bit rate is set at 10 Kbps.
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Table 3.2 – Simulation parameter used for CLPP-VBF

Simulation Parameter Value for CLPP-VBF
Deployment area (1000 m x 1000 m x 1000 m)

Network topology Random grid
Number of nodes (100,200,300,400,500)
Routing protocol VBF, CLPP-VBF

Radius 100 m , 200 m
Range 100 m

Node speed 3 m/s, 6 m/s
Initial energy 10000 j

Packet size 50 Bytes
Number of packet 2 Packet / sec

Frequency 25 Khz
MAC protocol UnderwaterMAC

MAC layer bit rate 10 Kbps
Communication medium Acoustic waves

Speed of sound 1500 m /s

3.3.2 Performance metrics

We evaluate the performance of our proposed approach against the basic VBF using the fol-
lowing metrics: The Packet Delivery Ratio, Average End to End Delay, Energy Consumption
and Energy Efficiency.

1. The Packet Delivery Ratio (PDR) : is a metric that gives the ratio of the number of the
delivered data packets at sink node, according to the number of sending data packets by
the source :

PDR =
∑ ReceivedPackets

∑ SendingPackets
× 100 (3.13)

2. The Average End to End Delay (AE2ED) : represents the average time needed to ensure
the data packets reach the destination (Sink).

AE2ED =
∑ Rtime(i) −∑ Ttime(i)

∑ ReceivedPackets
(3.14)

Where Ttime(i) is transmission time of the packets, and Rtime(i) is the received time.

3. The Energy Consumption (EC) : illustrates the total difference between the initial energy
E0 and the residual energy Er of sensor nodes

EC = ∑(E0 − Er) (3.15)

4. The Energy Efficiency (EE) : which is successful delivery of data at the sink node with
the amount of energy consumed in the network [Ketshabetswe et al., 2019]:

EE =
successrate× totalpacketsenttothesink

totalenergyconsumed
(3.16)
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3.3.3 Result discussion

The following result represents the detection and prevention approach based on the Lagrange
Interpolation in a cross-layer manner, we simulated with two different radius ’W’ value 100m
and 200m, and varied the speed of the node at 3m/s and 6m/s in order to clarify the impact of
the node speed, and discussed the simulation results according to the three respective metrics
Packet Delivery Ratio, Average End to End Delay and Energy Consumption.

1. Packet Delivery Ratio

Figure 3.4 – Packet Delivery Ratio W=100m

Figure 3.5 – Packet Delivery Ratio W=200m

The Figure 3.4 and Figure 3.5 shows the results of the comparison study between VBF
and CLPP-VBF in term of packet delivery ratio, and as we can observe from both figures,
as large as the network density is, the PDR increases, and this is due to the fact that
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more the density is, more there is nodes within pipeline that will forward data packets.
From both figures. The results of VBF over CLPP-VBF at speed = 0-6 m/s, shows a large
amount of PDR at scenario ‘100’ with at low density of nodes, as opposed to the ones
with speed = 0-3 m/s, this goes to the fact that when the speed is highest the chance to
create more paths all over the pipeline raises, nodes outside pipeline can move faster and
became near the vector.

In other hand, from Figure 3.5 At W=200 and speed=3m/s, the delivered ratio has at-
tempted a high amount of PDR compared to results shown on Figure 3.4, and this goes to
the fact when the radius pipeline became larger, the low speed of nodes does not affect,
for the reason that more there will be nodes involved in the forwarding process, more
the PDR increases, and in the case of smaller radius pipeline, the involved nodes inside
became less even if the network is dense. We conclude that the radius pipeline has a large
impact on PDR despite the low speed of nodes.

By comparing the both schemes we can see that the performance of the basic VBF has
been reduced with a high speed as it is shown on both figures, this can be explained
by the fact that more the node became faster, the probability of link failure raised, as it
was explained previously, although that VBF does not takes into account the link quality
before any forwarder selection, it performances have been decreased compared to scheme
with low speed. CLPP-VBF has provided a new mechanism to overcome the link failure
problems, by selecting forwarders with an effective link quality, and re-transmit data
packets to other neighborhood nodes, in case of link interruption with a receiver. We
conclude that CLPP-VBF outperforms the VBF in term of PDR, at different speed level
and radius measure.

2. Average End to End Delay

Figure 3.6 – Average End to End Delay W=100m

The Figure 3.6 and Figure 3.7, indicates the results of the comparison study between VBF
and CLPP-VBF in term of Average End to End Delay. From Figure 3.6 The scenario for
both scheme VBF and CLPP-VBF at speed = 3m/s, demonstrates a reduction of the end-
to-end delay when the network became larger, this goes back to the fact that the basic VBF
gives the priority to the most desirable node with a less desirableness factor value (near
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Figure 3.7 – Average End to End Delay W=200m

to the vector) to forward data packet, and a less time to wait, this can reduces the AE2ED,
and in another hand a node with high desirableness factor value (far from the vector) has
much time to wait, this generates a highest delay. When the network is densely deployed,
there could be more nodes inside pipeline, it means that there is more than one possible
path, hence the delay time decreased, meanwhile at a level speed = 6m/s the delay has
raised at some scenarios, we conclude that the mobility of nodes can affects the network
performance in term of AE2ED when the involved nodes are less (W=100), where the
nodes can moves easily outside pipeline and creates shadow zone (a node with no path
leading to the sink), this has raised the delay time, while some of them can returns inside
the pipeline and reduces the delay time.

Moreover, from the results represented in Figure 3.7 As we can see from the results, the
amount of AE2ED is increasing compared with the Figure 3.6, and this is for the reason
that when the radius became larger the distance between nodes and vector can be large,
this can generates a highest desirableness factor, that gives a long time to wait. From
both level speed we can observe that when the speed = 6m/s the time to wait became
less than the results at speed level = 3m/s, and this goes back to the fact that when nodes
are moving faster, they could get closer to the vector, and this will reduce the delay time
according to the self-adaptation algorithm policy. We can conclude that a large speed has
an impact over the AE2ED with a smaller radius pipeline, otherwise a large radius can
affect the delay time with a low speed level.

CLPP-VBF outperforms VBF in scenarios W = 100, S=3m/s and W=200, S=3m/s and
S=6m/s, for it purpose to avoid forwarder selection that can moves outside the range
generating a high average delay and switch to another available node, the scenario W=100,
S=6m/s shows a low demerit for the reason that the lowest involved nodes within pipeline
can move outside the pipe due to the highest level of speed, Despite that, CLPP-VBF has
provided a better performance in a large network.

3. Energy Consumption

The Figure 3.8 and Figure 3.9, indicates the results of the comparison study between
VBF and CLPP-VBF in term of Energy Consumption. As we can see in both figures,
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Figure 3.8 – Energy Consumption W=100m

Figure 3.9 – Energy Consumption W=200m

the consumed energy for the CLPP-VBF at speed =3m/s has slightly raised at scenario
‘300’, this is due to the additives sending packet at rediscovery phase to find and select
another available node which can be elected as forwarder in a case that if the concerned
node by the interruption is the only one at the sender’s range, but in another scenario
when the speed level = 6m/s we can observe that the consumed energy is high for the
VBF than CLPP-VBF, this goes back to the reason that when nodes are faster, they can
be easily moves inside and outside the pipeline, this will involves much better nodes
to the forwarding process generating an energy depletion, whereas in CLPP-VBF, our
mechanism avoid unnecessary forwarder selection that may moves out the range due to
their mobility, this has reduced the consumed energy despite the speed level.

The Figure 3.10 and Figure 3.11, illustrates the energy consumption results of the two

63



Chapter 3. CONTRIBUTION I: A Cross-Layer Predictive and Preemptive Routing Protocol for UWSN
using the Lagrange Interpolation

Figure 3.10 – Energy Consumption W=100m

Figure 3.11 – Energy Consumption W=200m

figures 3.8 and 3.9 respectively, for both scenarios with the radius W=100 and W=200, we
can conclude that the CLPP-VBF outperforms the VBF in term of energy consumption
metric at a high speed level 6m/s, the overall consumed energy at 3m/s for both routing
protocol are nearly the same.

4. Energy Efficiency

The energy efficiency metric is affected by the successful delivered data and the consumed
energy, where the metric bring good results where the success rate is more than the
consumed energy, where PDR is large as same as the EC the metric is affected, moreover
a low success rate with a large consumed energy bring a low energy efficiency as well.

As it is shown on the Figure 3.12 and Figure 3.13, the Energy Efficiency is presented
according to the nodes number at different speed value = 3 m/s and 6 m/s, VBF and
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CLPP-VBF are approximately in most of scenarios, CLPP-VBF has consumed a slightly
more energy for the reason that the protocol adopt a mechanism to select a new candidate
node if the previous node was concerned by the link failure, that may generates more
consumed energy, since a new forwarder is involved, that raise the successful achieved
data packet, however the energy efficiency is affected.

In some scenarios despite the density of the network the pipeline may contains void
regions as the sensor nodes are frequently moving out and inside the pipeline, which
may results in a low success rate with a medium energy consumed, hence the energy
efficiency is affected, in other hand, a large delivered data packet may not involved many
sensors, since the presents nodes inside pipeline that are forwarding packet are few this
may generates a good data rate with a low energy consumed, thus improves the energy
efficiency.

Figure 3.12 – Energy Efficiency, W = 100m
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Figure 3.13 – Energy Efficiency, W = 200m

3.3.4 Performance comparison

The table 3.3 summarizes the obtained and highlights the gain that the proposed approach has
achieved in different scenarios against VBF according to the cited metrics (PDR, AE2ED, EC,
EE).

Radius = 100 m
- As it is illustrated on the table 3.3, the successful delivered data is more with the scenario

at speed = 3 m/s than the scenario at speed = 6 m/s with 1.33 %, however, where the speed =
6m/s, we can observe that the average delay has been widely reduced, in addition, more energy
has been saved, and the energy efficiency has been improved, hence the proposed approach has
proven it efficiency against VBF and bring good performance results when the speed of sensors
is more than 3 m/s for the reason that the proposed study indicates and prevent from wireless
link that are prone to fail caused by the mobility of sensors, the method brings a mechanism
that replace the sensor concerned with the link failure or breakage by selecting a new forwarder
node, opposed to the VBF that does not consider the effectiveness of link before sending packet.

Radius = 200 m
- The results represented in the table 3.3 with radius W = 200 m, proves that CLPP-VBF

brings better network performance than VBF where speed = 6m/s, since the proposed work
achieves a large gain of the successful delivery data, energy saving and efficiency, with more
reduced average delay than the results represented at speed = 3m/s with 0.27 %, we can
conclude that CLPP-VBF performances in a dense network with a large speed level has been
proved, as the proposed work adopts the method of new candidate forwarder node, and recover
the packet loss, hence the successful data rate has been raised as the VBF does not re-transmit
lost data. Where the node speed increase (6 m/s), the wireless link are more prone to fail, since
sensors are frequently, otherwise when sensor speed decrease (3 m/s), the link failure are less
prone to fail, for the reason that sensors are not moving with a large distance, hence CLPP-VBF
proves it efficiency in a case where sensors are moving faster.

According to the table 3.3, The proposed CLPP-VBF has provided better results and im-
proves the basic VBF protocol in a dense network at a large speed level.
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Table 3.3 – Performance results comparison for CLPP-VBF

Radius W =100 m
Metric Packet Delivery Ratio Average End to End Delay Energy Consumption Energy Efficiency

Speed m/s 3 m/s 6 m/s 3 m/s 6 m/s 3 m/s 6 m/s 3 m/s 6 m/s
Gain % 6.98 % 5.65 % 5.52 % 14.41 % 3.03 % 25.39 % 1.2 % 4.12 %

Radius W =200 m
Metric Packet Delivery Ratio Average End to End Delay Energy Consumption Energy Efficiency

Speed m /s 3 m/s 6 m/s 3 m/s 6 m/s 3 m/s 6 m/s 3 m/s 6 m/s
Gain % 4.54 % 18.28 % 5.94 % 6.21 % 11.99 % 16.23 % 20.32 % 12.59 %

Conclusion

Among the numerous challenges that the UWSN technology are confronting, the issue of the
link failure and interruption between sensor nodes within a given network has been provided
and addressed in this chapter. We presented an overview about the main causes that conduct to
a link deficiency during a wireless communication, the reasons can be multiple, as the frequent
movement of the underwater sensors due to the water current or their mobility.

Our contribution has provided a new mechanism implemented in a cross-layer design that
weakens the bounds between the layers and enhance the information sharing. The proposed
method prevent from link deficiency and avoid unnecessary transmission.

In other part, the presented work was conducted to predict and prevent from link failure
problem using the Lagrange Interpolation polynomial to evaluate the link efficiency at first. the
forwarding selection process has been improved in such a way that the link reliability between
sender and receiver node is taken into account before any forwarder selection, in addition we
introduced a rediscovering phase that has allowed a sender node to find another available path,
to gain more delivered packets and reduce the delay time.

The presented protocols have been based and implemented on the Vector Based Forward-
ing routing protocol (VBF). From the presented results it has been shown that the CLPP-VBF
has provided good performance in term of delivery ratio, end-to-end delay, and the energy
consumption at a highest speed level.

The following chapter provide another major issue in addition of the mobility of sensors,
where the link quality is taken into consideration in the forwarder selection policy, the contri-
bution is implemented using a different interpolation polynomial method.
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Introduction

The Underwater sensor network are composed of numerous devices that can be fixed and
anchored at a certain position or can be mobile with the ability to move towards random
regions, despite the several benefits and advantages that could those devices brings to the
human and scientific community, the underwater sensor can faces numerous challenges, since
they are equipped with a limited battery which is difficult to recharge or replace, a sensor can
be easily exhausted while forwarding and transmitting packets frequently, and consumes it
stored energy, hence, during a transmission a sensor with a low remaining energy can affect
the received signal strength which make the delivered data packet unreliable, in other part,
the presence of some interference and noises can harshly affect the communication between
sensors within a network for the reasons that the received signal is attenuated through the
present interference and noises.

Evaluating the link quality before any transmission that can be measure through multiple
parameters is an important task for wireless sensors, since the communication link reliability
plays a critical role for data transmission. Several factors can generates a deficiency link or
a temporary loss of connectivity. In this work we have taken into consideration three major
problems that can be the main causes of those problems cited above, the limited energy of
sensors, noises and mobility of nodes.

• Limited energy power : despite the limitations of the underwater sensors is the energy
constraints, where the underwater devices have a limited battery power that is not eas-
ily recharged or replace, which results in a low received signal and unsteady network
topology.

• Noises : in the marine environment noises can be generated due to many different sources
as the wind, shipping, thermal, and the turbulence, which induces in a poor received
acoustic signal.

• Node’s movement and mobility : underwater sensors can be fixed or freely mobile, their
continuous movement affect significantly the routing performance, failures and interrup-
tion are generated.

This chapter provides a state of the art related to the main targeted problems, the proposed
approach has been conducted to overcome the link and node failures problems with a preven-
tion mechanism, the chapter include as well the simulation and performance evaluation of the
implemented algorithm using the Vector-Based Forwarding protocol, the obtained results are
discussed along with a performance comparison study.

4.1 State of the art

We present in the following part, some of the related work intended to evaluate the commu-
nication link efficiency between sensors within a network and addressed the problem of node
failure due to a low remaining battery power, or even weak communication link.

• The time-dependent link failure model : since the wireless sensors equipment are con-
fronting to several challenges the wireless links and sensors are prone to fail that might
result a loss of the shortest path between a sensor node and it target node, [Zonouz et al.,
2014] have introduced a time-dependent link failure model that includes the battery dis-
charge model of sensor, it energy consumption, and the reliability of channel. As the
offered energy of a battery and the value of it discharge capacity is depending on the
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battery characteristic and it condition loading, a technique that models a given discharge
battery is required, for that a resultant functions is used to model a discharge curve of a
battery power.

In addition the energy consumption of the sensor node is taken into account by the time-
dependent model that is evaluated with a given formula that consists of ’sleep and active
modes’ (duty cycle) of a node and it battery discharge value, besides the channel condi-
tions that is taken into consideration by the time-dependent model, it performance and
quality are determined by the signal to interference and noise ratio (SINR) which deter-
mines a successful communication, the SINR has to be higher than a certain predefined
threshold to ensure the reliability of the wireless communication, the SINR is computed
according to the desired signal power, and the interference and noise power, thereafter,
the total interference are computed based on a new proposed method by the authors
which is ’A lognormal shadowing propagation model’ that makes the path-loss model
more accurate.

The total generated model can defines if a link between sensors may exist or those nodes
can not directly communicate. The approach has been based on two routing algorithm to
find the shortest path between sensor nodes and the sink node, the first routing algorithm
use the Dijkstra method that is aimed to find the shortest path according to the reliability
of the link, while the second algorithm makes use the breadth-first search (BFS) method
that takes into account the minimum hop-count to find the shortest path. The approach
of the time-dependent model has provided a better performance for it time delay and
energy consumption reduction.

• Backup Path with Energy Prediction based on Spanning Tree : in this study, the net-
work topology is organized as a spanning tree to facilitate the data aggregation technique,
hence as the energy is severally consumed according to the Reconstruction of the span-
ning tree, [Lu et al., 2013] have proposed a mechanism that makes uses a back-up path
that occurs when a sensor node is failed, in order to avoid unnecessary global Reconstruc-
tion of the tree, the mechanism includes a prediction method to estimate the possibility
of node failure to overcome the problem of redundant path. During a data transmission
packet, several nodes within the network are prone to fail, the communication between
the alive nodes can be severally affected, for that the authors have provided a backup
path mechanism to rebuild the failed path between the intermediate nodes and their
descendant nodes to ensure the communication reliability.

Thereafter the backup path requires a certain energy, so if there is several number of nodes
that are building the back up path, a high overall energy consumption will take place, for
that a method is included a dynamic prediction method in order to localize the sensor
nodes with a high probability of failure. The predicted value of the energy consumption
for data aggregation Eec

k is computed based on the radio expands for transmitting m bits
of data according to the distance d, and the radio expands for the receiving data as well,
besides that a dynamic threshold Eth

k is computed according to the predicted value and
an additional residual energy for the spanning tree control. Once the actual energy of
the node is calculated by the predicted value it has to be compared with the predefined
threshold, if Eec

k < Eth
k then the backup paths have to be built.

The approach has provided the benefits to locate the nodes with less residual energy and
avoid the build of the redundant paths, moreover the threshold has improved the method,
for the reason that, when the network energy becomes it can adjust it value according to
the current energy of the overall network.

• Channel-Aware Routing Protocol (CARP) : in [Basagni et al., 2015] proposed new dis-
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tributed cross-layer routing protocol that takes into account the link quality and reliability
information by considering residual energy, buffer space and the power control for the
transmission of data, recent history of successful transmissions for the relay nodes se-
lection, and the hop count information for avoiding void of shadow zone and routing
around them. The protocol goes through two steps ,the first one is the network initializa-
tion and hop count settings where nodes have to know their hop distances from the sink
by exchanging ’hello’ packets.

The second step is the data forwarding, when a node x want to transmit a data it has
first to send a control packet named PING in order to find the best relay node among
it neighbors, upon receiving the PING packets, nodes will reply with a PONG packet
to the sender, and then the node will select the best relay by checking the number of
packets that thus nodes can get ,their residual energy, and either their link quality with
the node x , all those information are carried in the PONG packet. The link quality of a
sensor node is measured and estimated based on the success of transmission history with
it reachable sensors, where the weight of recent transmission are more prominent than
the past transmission.

Then a node x can start transmitting data as much as the selecting relay node can receives
on it buffer. CARP has proven it efficiency in delivering packets with a reasonable time
and low energy consumption for it robust relay selection mechanism.

• A Fault Detection and Recovery Technique (FDRT) : in this proposed approach the
underwater network is organized as cluster, where each cluster has a specific sensor that
is responsible for collecting data from the other member sensor of the cluster (CM), that
is called cluster head (CH). The problem that arises with cluster is when the (CH) fails
due to the battery power depletion or hardware errors that may affect and degrades the
performance of the network, [Goyal et al., 2018] have proposed a novel technique that is
aimed to select first a back up cluster head (BCH) beside the (CH) in a case that the CH
can not operates any more, the BCH is elected according to it node density, the remaining
energy, distance to the sink, and it link quality.

The main purposes of the (FDRT) is to detect the CM and CH failure and provide a quick
recovery, the failure are detected based on the low residual energy of the sensor or it
hardware status, when a CH is detected as failed the BCH is immediately selected as
the new CH, otherwise if the BCH is failed another sensor member of the cluster CM
will be selected as the new CH, meanwhile every CM node sends a reply message to it
according CH, if the reply message is not sending by a CM node within a certain period,
the communication with the concerned CM is considered as failed, in this case the BCH
is charged to collect data from the failed CM.

The fault of the CM node can be caused due a node or communication failure problem,
to distinguish between the two situations, (FDRT) provides a mechanism to evaluate the
source of the fault, first if the reply message is not received by the CH within a given
period the probability of the CM fault is due to communication failure, otherwise if the
reply message is not received by the BCH within a certain time interval the probability
of the CM fault is due to node failure. The (FDRT) has proven it robustness in term of
successful delivery data with low energy consumption, beside a small end to end delay
time.

• Link Failure Detection Algorithm (LFDA) : [Draz et al., 2019] have targeted the link
failure that can be caused by the energy power breakage, the method has for purpose
to detect accurately the location of the link failure or weaker link for a future link in-
terruption, beside that a recovery mechanism is proposed by creating a virtual route to
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transfer the data packet. Assuming that the network is organized as cluster under two-
dimensional deployment, where the network consist of sensors, actors and gateway, when
a source node has data packet to transmit it first issues a Route Request message RREQ
through the network, if any node does not reply with a Route Reply message RREP, then
a message is sent to the gateway that will inform the nearest actor node that will look for
the RREP which does not have been sent and detect then the link failure, this information
alert is sent to the sink node inside the cluster that will use an alternative path until the
breaking path will be recovered.

After that the link failure has been detected, the actor node will replace the previous
node that has not reply to the RREQ message, issues a RREP to the corresponding RREQ
using a virtual links, all link failures locations and the data of the corresponding nodes
are stored. The recovery process is repeated until the virtual links are replace with the
original links and the network became steady. The LFDA mechanism minimizes the
future link failure and avoid the traffic overload caused by link deficiency.

Data packets are transmitted only if transferring time is less than a predefined threshold
and it is depending also on the Euclidean distance between the nodes within the network,
since the basic VBF does not take into consideration the link quality, there is no an ac-
curate guarantee that data packets are all delivered, a directional flooding based routing
protocol has been proposed, the technique use a packet flooding by nodes which are con-
trolled, and the selected forwarder nodes decide to forward according to the quality of
the link.

4.2 Proposed Approach for detection and prevention from weak link

and failure problem

In this section, we illustrate our proposed approach, by giving an explanation about the prob-
lem discussed in this contribution, then the proposed solution aimed to avoid unreliable link
quality is presented and described.

4.2.1 The Predictive Threshold Zone PZTH

Before that a node can be selected as forwarder, it predict signal value P(tPT) has to be com-
puted according to three input parameters. Those parameters have to be retrieved from data
frames information (Receiving power signal strength RSSi and their according Time Ti), and
compared to RSSTH. In order to reduce the computation process of P(tPT) we defined an area
within the transmission range of the sender node called predictive threshold zone PZTH as it is
shown on Figure 4.1, the purpose is to ensure that only nodes located inside this area have to
compute it predict signal value and compared to the RSSTH, to make sure if a link interruption
can occur or not, by measuring the link efficiency. The calculation of the PZTH is described
as follow is same as previously described in Chapter 3., hence the allowed valid range for a
node in the proposed method (CPN-VBF) is [0;DNTH], where DNTH=Trdistance – 2*PZTH , and
it transmission range RN is [0;RN], where RN= R-PZTH.

4.2.2 Problem description

As the UWSNs are widely deployed and the marine environment is considered as a large
scheme [Zhou et al., 2009], many problems can be submerged, and due to the mobility of
nodes, in a major time, a sensor node can easily moves and change it current position, that can
affect the network topology, and became further compared to it sender’s transmission range,
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while still remaining within the pipeline. Or moving away from the vector, where it projection
to the vector became larger, generating a data packet loss, and a large delay time, at this time
the sensor can creates void zone (a node with no path leading to destination), and affect the
network performances, meanwhile it could simply regain it older position by returning inside
it sender’s range.

Although, as the underwater wireless sensor are equipped with limited battery power [Sa-
hana et al., 2018] that can be low to forward data constantly, the received signal became too
weak, the link quality between sender and receiver is not fairly good to receives a complete
data packet, a node cannot be elected as the next forwarder if one of those criterion cited above
are not verified. Since the basic VBF does not takes into account the link reliability before any
forwarder selection, our proposed method is aimed to review the issues explained above be-
fore any forwarder selection based on a prediction model during the transmission cycle of any
node. With the given Figure 4.1 below, where S is the original sender, F is the forwarder, and
A the receiver node considering the following problem statements :

• The node A can drift away the range of the forwarder F while still located inside the rout-
ing pipeline, the received signal strength becomes weak, for the reason that the acoustic
signal is attenuated which may results in a loss of data packet. Meanwhile the node A
can join the range of the forwarder F as the sensor nodes are considered as mobile nodes.

• The node B is located inside the allowed range of the forwarder F, but in the meantime the
received signal strength can be affected as well and poorly received, due to the presence
of some marine interference or the low remaining energy of the node B.

As the basic routing protocol VBF does not takes into consideration the efficiency of the com-
munication link between sensors before transmitting that can be affect by several reasons, we
have proposed a new method that is aimed to evaluate the efficiency of the link quality before
sending data and prevent from future link breakage or failure and isolate the considered sen-
sor until it became qualified and suitable to receive and transmit, we have defined a predictive
threshold zone PZTH where each sensors that moves inside the regions have to be evaluated to
determine if it has the probability to leave the range or not. Considering two sensor nodes F
and A, where S is the original sender, F is the forwarder, and A the receiver node

• d(A, S) The distance between A and S computed using the Euclidean distance described
in the Equation (3.4)

• Trdistance Transmission distance for VBF

• R the transmission range for VBF

• DNTH Transmission distance for the proposed method (CPN-VBF).

• RN The transmission range for the proposed method (CPN-VBF).

• PZTH The predictive Threshold Zone

•
−→
TS The vector of the routing pipeline

• P The projection of node to the vector
−→
TS computed using the Equation (3.2) and Equation

(3.3)

• RSSA The received acoustic signals strength at node A according to d(A,S) calculated as :

• RSSTH The received acoustic signal strength threshold (the required amount of signal to
receive a data packet), according to PZTH, where l = d(F, x) calculated with the Equation
(3.1).
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• P(tPT) The predicted acoustic signal strength value according to RSSA(i) calculated with
Newton Interpolation polynomial at tPT

• tPT The predict time.

Figure 4.1 – Problem description

From the Figure 4.1, the link reliability between node F and A is measured according to
the prediction model used to predict the received signal strength at tPT time, the purpose is to
evaluate the link in such a way that if P(tPT) is less than the predefined signal threshold RSSTH
, the probability that the node A can moves out the range is ensures, otherwise the node is
not moving outside the range it could regain a near location from the sender. In other case,
the received signal strength at node B (RSSB) is similarly compared with the predefined signal
threshold RSSTH , if it is less than RSSTH , it means that the node B has a low remaining energy
level that makes the received signal strength too weak to receive a successful data packet. Our
proposed predictive cross-layer mechanism to detect a weak link and prevent from unnecessary
forwarder selection issue is described.

4.2.3 Proposed solution

Our approach cooperates between the medium access layer MAC and the network layer in a
cross-layer mechanism. The determination and the prediction of a broken link are processed at
the MAC-layer using the received power signal strength. By applying the newton interpolation
polynomial a link can be evaluated if it can be failed or not. Before that a node can be selected
as the forwarder at the network layer, it has to ensure if it is concerned by the link failure or
not, for that we used a variable named "xmit reason" with the value "XMIT REASON HIGH
RSS" to indicate that the concerned node is reachable, otherwise the variable will take the value
"XMIT REASON LOW RSS" to indicate a link with low efficiency, depending on the xmit reason
variable the node will decide whether it can be elected as forwarder for this transmission or
not. The notations used in the proposed approach are described in the following table :

1. First of all, considering that the node A is receiving a data frame it has to determine first
if it belongs to the routing pipeline, for that, it will computes it orthogonal projection
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Table 4.1 – Notation used in the proposed algorithm

Notation Meaning
Pkt Packet

Transtime Transmission time, where i ∈ [1;3]
Ti Receive time, where i ∈ [1;3]

RSSi Receive signal, where i ∈ [1;3]
Node_ID ID of the concerned node

Sender_ID ID of the sender node
NI Newton Interpolation polynomial

AID ID of the node A
FID ID of the node F

SRC_ID ID of the source node
FD_ID ID of the forwarder node

Tadaptation The delay time of the Self-adaptation algorithm

distance with the vector (TS), where T is the target and S is the original source. By given
the coordinates of A(xA, yA, zA), T(xT, yT, zT), S(xS, yS, zS),and

−→
TA the vector formed by the

target and the node A. The projection PTA to vector
−→
TS is computed using the Equation

(3.2) and Equation (3.3). After the projection of A, the coordinates of A’ are as follow :
A’(xA′ , yA′ , zA′), notice that A’ belongs to

−→
TS , the distance d(A,A’) is then defined with

the Euclidean distance (see the Equation (3.4)) The distance d(A,
−→
TS) is compared with the

using radius ’W’ value of the pipeline if d ≤W, the node belongs to the routing pipeline,
then it distance with the source node d(A,F) is calculated using the Euclidean distance
(see the Equation (3.4)), then it is compared with DNTH, if d(A,F) is high than DNTH and
less than the transmission distance range as follow : DNTH ≤ d(A, F) ≤Trdistance, then the
node A is within the Prediction Zone (i.e A ∈PZTH ) a probability of a future link failure
is expected.

Otherwise if d(A,F) is less than DNTH : d(A,F) ≤DNTH, the node A is inside the allowed
transmission range. In other cases, if the sensor node is inside the allowed range of its
forwarder then if it received signal strength is lower than the the received threshold signal
as : RSSB ≤ RSSTH, the received signal is too weak according to the low residual energy
or the presence of interference that weakens the received signal, which may results in a
link failure, otherwise it can simply continue it forwarding process.

2. When the node A is located at the PZTH, at this time we can expect a probability of
a link interrupt between A and F, or it could regain the range field and become closer
to the source, to light up those both situations, three consecutive received data frame
information (Received Power Signal Strength RSS and their according received Time)
from the same source F to the node A are retrieved, for that, at first the source node F or
a forwarder broadcasts a data frame to it one next hop neighbors inside it range, when a
node A receives the frame it will computes it projection with the vector and distance with
the sender F, described previously.

If its distance with F indicates that it is located at the prediction zone, it predict signal
value for a future estimation has to be computed, for that as it was cited previously, VBF
has limited 2 received packets per a second, so if the number of data frame received by
node A from sender S is 2, the first and the second received signal strength by the node
A are collected according to their respective times, in this case the sender S will reset it
transmission status and resend again a copy of the last data frame after a certain time
computed with the Equation (3.5) to avoid any collision problem. The data frame is now
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received by node A the third received signal strength according to it time is collected. In
other case, if the received data frame from S to A was limited at 1, the sender S will reset
it transmission status and resend two copy of the last data frame after a certain time of
period defined by the Equation (3.6) and Equation (3.7).

Since VBF has limited two received packets per a second, hence the approach creates
a third copy of the last frame and resend it to the concerned destination, in order to
gather three consecutive information packets, within a certain time interval T[t1; t3], the
RSSi and their received Times Ti are retrieved where I ∈ [1;3]. The additives packets will
be obviously dropped once the RSS and the time T are retains, to avoid any collisions
problems. The time of the received data Frame is calculated with the Equation (3.8),
where Transtimei is the transmission time, and v0 is the propagation sound speed in the
water.

Newton Interpolation Polynomial : the Interpolation polynomial gives an estimation
according to ‘n’ input parameters at x value, the general equation is given by :

Pn(x) =
n

∑
k=1

f [x0...xk]
i=1

∏
k−1

(x− xi) (4.1)

In out study, the purpose is to obtain an estimation value of the received signal at t time
according to three received signal strength with to their respective times, to acquire a
certain accuracy about the predict signal value for a future estimation. P(tPT) is calculated
as :

P(tpt) = f [x1] + f [t1, t2](tpt − t1) + f [t1t2t3](tpt − t1)(tpt − t2) (4.2)

Where tPT is the predict time and (t1, t2, t3) are the respective times of the received pack-
ets, and

f [t1, t2, t3] =
f [t2t3]− f [t1t2]

t3t1

f [t1, t2] =
f [t2]− f [t1]

t2t1

f [t1] = P1, f [t2] = P2, f [t3] = P3

Where P1, P2, P3 are the respective received signal. the predict time is defined as :

the predict time is defined as :
t = t3 + Mt (4.3)

Where Mt is the average value of the measurement [Boukli-Hacene et al., 2014].

Mt = t3 −
t1 + t2 + t3

3
(4.4)

Once the interpolate signal value of the signal strength P(tPT) is calculated using the
Newton Interpolation polynomial, it is compared with RSS(TH) The predefined signal
strength threshold defined by the Equation (3.1) If (P(tPT)<RSS(TH)) and the first received
signal strength is high than the second, and the second is high than the third as follow
(RSS(1) > RSS(2) and RSS(2) > RSS(3)), it indicates that the node A is moving out the
scope and the received signal by A is too weak to be attempt, there is a high possibility of
a link failure. By the use of the "xmit reason" variable to prevent the network layer about
the link efficiency, this variable will take a value of "XMIT REASON LOW RSS", in a case
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where the received signal is low, indicating the "Node ID" concerned and it "sender ID"
to the upper layer.

Otherwise "xmit reason" will take a value of "XMIT REASON HIGH RSS", which means
that the receiving signal is good enough and the node A can continue it forwarding
process and no link failure is taking place. In other way, when a node B is inside the
allowed transmission range (d(B, F) < DN(TH)), if it received signal strength compared
with the RSS(TH) is too weak (RSS(B) < RSS(TH)), the "xmit reason" will indicates a LOW
RSS, in addition the "Node ID" concerned and the "Sender ID".

3. In VBF, a node is selected as forwarder according to it projection value that should be
less than RADIUS ’W’, in our approach, we brought a new method for the forwarding
selection policy, a node has to check if it is eligible to be the forwarder by computing
the it projection to the vector and and it "xmit reason" value. If the signal is low (i.e.
"xmit reason" == "XMIT REASON LOW RSS"), the node check if it is the concerned node,
according to the previous sending node with the value indicated by "Node ID", if so, the
node will simply discard the data packet, and not be selected as forwarder and has to be
isolated for the fact that : since the UWSN are 3 Dimensional patterns a node can moves
away from it sender’s range toward the sink while still remaining inside the pipe, this
fact will affect the received signal that have an impact on the delivered packet, in other
way the node can get far from in sender’s and the vector of the pipeline as well, this
will affect the received signal and the delay time, for the reason that a large projection
distance increases the desirableness value. Otherwise if the signal is good enough (i.e.
"xmit reason" == "XMIT REASON HIGH RSS") , the node will continue it forwarding
process and can be elected as the forwarder.
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Figure 4.2 – Process of the proposed mechanism
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Algorithm 4 Pseudocode of the proposed mechanism

1: Step 1 : Node A receives Pkti from F ;
2: Step 2 : Calculate Projection(A);
3: Step 3 : Get the coordinate (x, y, z)A′ after Projection(A);
4: Step 4 : Calculate d(A,A’);
5: if d(A, A′) ≤W then
6: Calculate d(A, F)
7: if DTH ≤ d(A, F)&d(A, F) ≤ Trdistance then
8: Get(Transtime(1), RSS1);
9: i := number_received_pkt;

10: while i ≤ 3 do
11: ResetTransStatus(F);
12: Get (RSSi);
13: Calculate the receiving time Ti;
14: end while
15: Get (RSSi);
16: Calculate NI (Ti, RSSi)
17: if NI ≤ RSSTH&RSS1 > RSS2&RSS2 > RSS3 then
18: xmit_reason := XMIT_REASON_LOW_RSS
19: Node_ID := AID
20: Sender_ID := FID
21: else
22: xmit_reason := XMIT_REASON_HIGH_RSS
23: end if
24: end if
25: if d(A, F) < DTH then
26: if RSSA < RSSTH then
27: xmit_reason := XMIT_REASON_LOW_RSS
28: Node_ID := AID
29: Sender_ID := FID
30: end if
31: end if
32: end if
33: Step 5 : Get DATA Pkt
34: Step 6 : Check if A is close to the Routing Vector
35: if Close(A) then
36: if xmit_reason = XMIT_REASON_LOW_RSS then
37: if Node_ID = AID & Source_ID = SRC_ID or Source_ID = FD_ID then
38: Free Pkt
39: end if
40: else
41: Calculate Desirableness(A)
42: Calculate Delay Tadaptation
43: Forward Pkt
44: end if
45: end if
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Figure 4.3 – Process of the proposed mechanism

4.3 Simulation and performance evaluation

In the previous section, some of the studies related to the link and node failure have been
cited and explained, in this section, our two proposed approaches intended for the detection
and prevention from future link or node failures are presented and illustrated firstly, the main
goals of this study is to improve the operation of the VBF routing protocol by exploring the
weaknesses that the protocol can have, we added a defined predictive zone to evaluate the link
efficiency between two sensor nodes, once the node is located at this area, and by using the two
well-known interpolation polynomial Lagrange and Newton in our two respectively proposed
approach, a future link interruption with a sensor node can be detected and prevented in a
cross-layer manner.

Thereafter the obtained results are discussed and explained, depicting our simulation en-
vironment used to evaluate and elaborate our results we used the open source Network Sim-
ulator 2 (NS-2) with an extension Aqua-Sim that support the acoustic signal communications
in UWSN and three-dimensional network deployment, providing a set of basic protocols [Xie
et al., 2009].

4.3.1 Simulation environment

The used simulation environment is represented in the following table 4.2 : We use a three-
dimensional space (1000 m x 1000 m x 1000 m), the Source S and the target T are fixed
at (1000,0,0) (0,1000,1000) respectively, the nodes are randomly deployed, the Radius of the
pipeline is varied W = [100,200,300] meters, The Range is fixed at 100 meters, we varied num-
ber of nodes from (100 to 500), the speed of node is varying between 2m/s, 4m/s, 6m/s, their
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initial energy E0 is 10000 joule, the packet size is set at 50 Bytes ,the number of received pack-
ets is 2 per second, the transmission of the acoustic signal power is set at 0.2818 Hertz, the
frequency is 25 Khz the simulation time is 200 seconds, the MAC layer bit rate is set at 10 Kbps.

Table 4.2 – Simulation parameter used for CPN-VBF

Simulation Parameter Value for CLPP-VBF
Deployment area (1000 m x 1000 m x 1000 m)

Network topology Random grid
Number of nodes (100,200,300,400,500)
Routing protocol VBF, CPN-VBF

Radius 100 m , 200 m, 300 m
Range 100 m

Node speed 2 m/s, 4 m/s, 6 m/s
Initial energy 10000 j

Packet size 50 Bytes
Number of packet 2 Packet / sec

Frequency 25 Khz
MAC protocol UnderwaterMAC

MAC layer bit rate 10 Kbps
Communication medium Acoustic waves

Speed of sound 1500 m /s

4.3.2 Performance metrics

We evaluate the performance of our proposed approach (CPN-VBF) against the basic VBF
using the following metrics: The Packet Delivery Ratio, Average End to End Delay, Energy
Consumption and Energy Efficiency.

1. The Packet Delivery Ratio (PDR) : is a metric that gives the ratio of the number of the
delivered data packets at sink node, according to the number of the sending data packets
by the source :

PDR =
∑ ReceivedPackets

∑ SendingPackets
× 100 (4.5)

2. The Average End to End Delay (AE2ED) : represents the average time needed to ensure
the data packets reach the destination (Sink).

AE2ED =
∑ Rtime(i) −∑ Ttime(i)

∑ ReceivedPackets
(4.6)

Where Ttime(i) is transmission time of the packets, and Rtime(i) is the received time.

3. The Energy Consumption (EC) : illustrates the total difference between the initial energy
E0 and the residual energy Er of sensor nodes

EC = ∑(E0 − Er) (4.7)

4. The Energy Efficiency (EE) : which is successful delivery of data at the sink node with
the amount of energy consumed in the network [Ketshabetswe et al., 2019]:

EE =
successrate× totalpacketsenttothesink

totalenergyconsumed
(4.8)
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4.3.3 Result discussion

In this section we explains the simulation performance according to the metrics explained
previously, we varied the speed of the node, and the radius of the routing pipeline at each
simulation, to clarify their impact on the network performances.

1. The impact of the node speed : As the node’s mobility can have an effect on the network
performances, we varied the speed at different level (2m/s, 4m/s, 6m/s), for both VBF
and CPN-VBF, the radius of the pipeline is fixed at W=100m.

Figure 4.4 – Packet Delivery Ratio with speed s=2m/s, s=4m/s, s=6m/s

From the above figure, we can observe the delivery ratio at different nodes number, as
much as the network is dense, the possibility to have a high number of nodes involved
for the forwarding process increases, this can rise the number of received packet at the
sink, although in some cases, even if the network contains a high number of nodes, there
could be less nodes inside the pipeline, due to the node’s mobility in a major time, that
leads to few creating path within the pipeline, and a low delivered packet at the sink.
According to the results presented in Figure 4.4, we can see the impact of the speed on
the delivery ratio.

At speed = 2m/s, for both scheme, the speed had a light effect, the number of nodes
present inside the pipe have a small speed level, hence their probability to move outside
is low. At speed = 4m/s, we can observe for both scheme at scenarios ‘100’, and ‘300’ the
reduction of the delivery ratio, in this case the speed level had an impact on the involved
nodes inside pipe, in such a way that their probability to move outside was high, leading
to many void zones created through the pipe, in other way at speed =6m/s, as we can
see on both scenarios ‘100’, and ‘300’, for the two protocols, the received packet rate has
decreased for same reason explained at speed = 4m/s, though, the PDR has raised for
other scenario despite the speed level, for the reason that, as the UWSN are a 3D patterns,
the nodes can moves towards the sink while still remaining within the pipeline.

As it is shown, our proposed protocol has provided better PDR against VBF, the mech-
anism that allows to verify the link quality between sender and receiver node that can
be affect by the mobility of node in a major time, or energy level depletion, before any
forwarder selection policy, has improved the protocol performances.

82



Chapter 4. CONTRIBUTION II: A Predictive Mechanism based on Newton interpolation

Figure 4.5 – Average End to End Delay with speed s=2m/s, s=4m/s, s=6m/s

The Figure above, shows the AE2ED at different nodes number, as we know previously,
the basic VBF adjust the forwarding policy, with the self-adaptation algorithm, the node
with a less desirableness factor has a small time to wait until it forward the data, and as
much as the factor of the desirableness increases , the time to wait became larger, Gener-
ating a large overall end to end delay. The reason that leads the value of the desirableness
raises, is the large projection of the node to the vector, or it large distance from the sender.

In other way, the presence of a large number inside the pipeline and near the vector, leads
to decrease the delay time, but due to the effect of the mobility that can in some cases
brings the nodes close to the vector, that reduce the delay time, otherwise it can takes the
nodes away the vector that raises the delay time. At speed = 2m/s, even if the PDR, in
Figure 4.4, has not been affected by the low speed level, the AE2ED has, for the reason
that, the projection of nodes involved during the transmission process might be large,
or it distance from the sender is large as well, which leads to a highest Tadaptation value.
For speed = 4m/s, we can observe a large delay at scenario ‘300’, for the VBF scheme,
following the results presented in Figure 4.5, where the PDR of VBF was reduced, it can
explains the large delay, the node involved at the forwarding process became further than
the vector due to the mobility, that generates a raise of AE2ED and a low PDR.

Despite the scenario ‘100’ where both PDR and the AE2ED of VBF was low, this return
to the fact the forwarders number was low within the pipe and close to vector at same
time. We conclude that the AE2ED has no direct proportional relation with PDR in every
scenario, it depends on node’s position inside the pipe according to the vector and the
sender node, as well their density. For speed = 6m/s, the delay time of CPN-VBF is
reduced according to VBF throughout the simulation, the fact that takes into account the
link reliability between sender and receiver that can be failed or interrupt due to the high
mobility of nodes before that a forwarder can relay, and it isolation process to avoid a
large delay, has provided an enhancement in term of AE2ED.

From Figure 4.6, As the Figure shows, the consumed energy throughout the simulation,
generally depends on the number of nodes involved during the transmission process, the
relation is proportional. As the radius of the pipeline is fixed at 100m/s, the speed level
had a light effect on the consumed energy, the selected forwarders along the pipe are
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Figure 4.6 – Energy Consumption with speed s=2m/s, s=4m/s, s=6m/s

restricted. The mobility of node can decreases the energy consumption in such a way that
the nodes can move out the pipeline and became no longer involved, otherwise, it can
increases it, while the mobility of nodes can include large number of nodes within the
pipeline.

CPN-VBF has the ability to overcome those nodes with low energy remaining, while they
are located inside their sender’s range, that has reduced the consumed energy at different
speed level overall, meanwhile, the fact that CPN-VBF performs better that VBF at a high
speed level, for it purpose to consider the link reliability between a sender and receivers
that can be affected by the node’s mobility, a low speed level can makes the CPN-VBF
performs as the basic VBF, since there is a small probability of node’s that can leaves their
sender’s range or pipeline as well.

Figure 4.7 – Energy Consumption with speed s=2m/s, s=4m/s, s=6m/s
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The Figure 4.7. Illustrates the energy consumption of the results presented in Figure 4.6,
as we can see, CPN-VBF has reduced the consumed energy at speed = 4m/s for the fact
that it mechanism avoids nodes with a weak link efficiency to be elected as forwarders,
due to their mobility. We conclude that CPN-VBF outperforms VBF in term of energy
consumption at a high mobility rate.

Figure 4.8 – Energy Efficiency with speed s=2m/s, s=4m/s, s=6m/s

The results presented in the Figure 4.8, demonstrates the energy efficiency according to
the number of nodes with different speed level, as it is shown the energy efficiency is
depending on the successful delivered data and the energy consumed as well, where the
network is dense a large energy amount is consumed according to the figures (Figure 4.4,
Figure 4.6, and Figure 4.7), the presence of numerous sensor nodes inside the pipeline
may involves many forwarders and data packet transmission which may increases the
consumed energy, hence a large PDR with a low energy consumed provides a high energy
efficiency, otherwise a large PDR with a high energy consumed results in a low energy
efficiency. CPN-VBF brings better performance in term of energy efficiency against the
basic VBF, the mobility of sensor nodes provides additional forwarders inside the pipeline
which may results in a good success rate, in this fact the energy consumed is depending
on the network density and forwarder nodes, since the proposed mechanism avoid the
transmission of data packet through an ineffective link more energy is saved.

2. The impact of the pipeline radius : in order to clarify the impact of the radius W the
pipeline on the network performances, we varied the radius at different value (100 m,
200m, 300m), for both VBF and CPN-VBF, the node’s speed is fixed at speed = 3m/s.

As it is shown on the Figure 4.9, below, the PDR depends on nodes number present
within the pipeline. As we can see when radius = 100m, the PDR increases all over
the simulation results for both scheme (CPN-VBF and VBF), except for our proposed
approach at scenario ‘200’, where the PDR has been decreased, for the reason that nodes
inside the pipe might be reduced due to their mobility, the presence of void zone (nodes
with no path leading to destination) can affect the received data, even if our approach
avoids a bad link quality and isolate the concerned node, in some scenario the lack of
nodes present on some transmission range of a sender node, does not allow the selection
of other available forwarders this can reduce the PDR.
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Figure 4.9 – Packet Delivery Ratio with radius W=100m, W=200m, W=300m

For radius = 200m and 300 m we can see that performance of the basic VBF has decreases,
due to the network overload and queues saturation prompted by the high number of
involved nodes inside the pipe, this might reduce the received data packets, we conclude
that the performance of VBF diminish in a large deployed network.

CPN-VBF proves it performance in a dense network for the fact that received signal
strength determines if a node can be elected as forwarder and pursue the transmission
process, or it has to give the priority to another available node.

Figure 4.10 – Average End to End Delay with radius W=100m, W=200m, W=300m

The Figure 4.10, shows the impact of the radius on the AE2ED, as we already know, the
delay is impacted by the data’s forwarder position, it projection value from the vector,
and it distance from the sender as well, that could makes the delay increases. As much as
the radius is large the delay raise, this returns to the fact, nodes far from vector remaining
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inside the pipe can have a large projection distance, this raised the overall delay, in other
case even if a node is near the vector it transmission range could contains a lack of nodes
with no path that leads to the sink, this can increases more the delay.

For the results with radius =100m we can observe that the delay decreases as much as
the nodes number increases, the presence of several forwarders inside the pipeline can
makes the delay decreases, otherwise, at radius = 200 and radius 300 we notice that the
delay time has increased as much as the number of nodes is, for the reason that when
the pipeline became larger, nodes with a large projection distance will be involved too,
that leads to a rise of the delay time. Our proposed protocol has reduced the AE2ED in a
major time, for scenario with radius =300, CPN-VBF proves it well performance against
VBF.

Figure 4.11 – Energy Consumption with radius W=100m, W=200m, W=300m

The below figures demonstrates the impact of the radius on the energy consumed, al-
though the presence of many nodes inside the pipe leads to a high energy consumption,
and as much as the radius became large the overall consumed energy through the net-
works increases as well, several nodes could participates at the forwarding process.

The Figure 4.12, illustrates the presented results at Figure 4.11, and gives a better demon-
strations, as we can compared the two protocols in term of energy consumption. CPN-
VBF consumes more energy than VBF in some cases, for the reason that, when the link
between two nodes is predicted to be failed, the isolation process will allow to give the
possibility to another available forwarder that satisfy the conditions that CPN-VBF has
provided, this will involve another node to transmit and consume energy. Otherwise
CPN-VBF consumes less energy than VBF in some scenarios, for the fact that the energy
level of node before any election is taken into consideration, that will preserves the node
from forwarding and reduces the consumed energy.

The Figure 4.13 above demonstrates the energy efficiency of both routing protocols with
different pipeline radius, according to the figures (Figure 4.9, Figure 4.11, and Figure
4.12), the successful data rate is decreasing where the radius pipeline is large for the
reasons that a large radius with a low speed can affect the network performance in such
a way that the presence of many forwarders inside the pipeline that are slightly moving
may increases the energy consumed and affect the delivered data. We can conclude that
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Figure 4.12 – Energy Consumption with radius W=100m, W=200m, W=300m

Figure 4.13 – Energy Efficiency with radius W= 100 m, W=200 m, W=300 m

the success rate was medium at first with a less forwarder nodes that gives a good energy
efficiency, then the PDR has raised with a large number of forwarders leading to a high
energy consumed that has decreased the energy efficiency, however, the presence of a
large number of sensors inside the pipeline has reduced the successful data rate and
increased the consumed energy which may results in a low energy efficiency. Eventually,
the proposed mechanism has provides a good energy efficiency with a pipeline radius =
200 m.

4.3.4 Performance comparison

The table 4.2 summarizes the simulation results that represents the performance of the pro-
posed routing protocol CPN-VBF against VBF according to the discussed metrics (PDR,
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AE2ED, EC, EE) , the represented results shows the gain that the proposed mechanism has
achieved in different scenarios from the basic VBF.

The impact of the speed
- As it is illustrated, the results that represents the successful delivery packet are not perform-
ing with the scenario of speed = 2 m/s, however the average delay gained is medium and the
saving energy is high, due to the low delivered data, hence the energy efficiency is low, the
proposed mechanism does not provide a good performance with a low speed level.
- CPN-VBF has achieved better results with a scenario of speed = 4m/s in term of successful
delivery data and the average delay time as well, with a high energy consumed, in other hand
the energy efficiency is high, it means that even if the protocol has consumed more energy,
the delivered packet achieved is large, thus we notice a decrease of the average delay, hence
the proposed protocol has proven it efficiency with a speed = 4 m/s, for the reason that it
mechanism prevent from sensor nodes with a poor link quality which may results in a data
packet loss.
- The results that represents the scenario with speed = 6 m/s, shows the acquired delivery
data is quite medium as same as the energy saving, however the results of the reduced delay
indicates a low efficiency, whereas the energy efficiency is better high than the other scenarios,
the results proves that CPN-VBF did not consume a large amount of energy for the reasons
that, there was a low to medium delivery data, for the fact that the speed can affect the routing
performance in such a way that nodes inside the pipelines may easily leave the pipe, which
may results in a lack of sensor nodes inside the pipe, void zones can be formed and a high
data packet loss is generated.

The impact of the radius
- The acquired delivery data with radius pipeline = 100 m is large, hence the reduced delay is
medium to large, however the saving energy is low and the energy efficiency is poor, for the
reasons that more there is data packet delivered more the energy is consumed, the proposed
mechanism does not bring good results in term of energy, the speed level is set at 3 m/s, and
the pipeline may contains a lack of sensor nodes, due to low radius value, hence the mobility
is quite poor, the possibility for that a sensor node leave the range of it sender is low.
- The results that represent the scenario with radius pipeline = 200 m, demonstrates a low to
medium gained data packet thus the energy saving, with a medium gained of energy efficiency
and a reduced delay, even if the network is fairly dense, a large radius pipeline does not
necessarily means that the pipe contains enough sensors to forward data, in other hand the
mobility is low according to the pipeline, the possibility that a node could easily regain the
pipeline may be reduced.
- The routing performance has provided a quite good results with a dense network (radius
pipeline = 300 m), the gained data packet and the consumed energy are medium, besides a large
reduces of the average delay and a high energy efficiency acquired, the proposed mechanism
has proven it effectiveness in a dense network, for the reasons that it avoidance and prevention
from sensor nodes with a poor link quality that could generates packet loss has improved the
delay time.
We conclude that represented results in table 4.2, proves that the proposed mechanism has
provides better results compared with the VBF protocol and performs well at a medium speed
level = 4 m/s according to low network density, in addition CPN-VBF has provided good
performance in a dense and large network deployment, with a speed = 3 m/s. The mobility of
sensors can harshly affect the network performance in such a way that multiple sensors may
drift away from the vector, hence a lack of sensor nodes may be involved in the forwarding
process. During a transmission of packet from a forwarder to a node, the mechanism proposed
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evaluate the link efficiency, however, in mean time sensor nodes that are not considered by the
transmission can leave the pipeline which results in a network performance depletion.

Table 4.3 – Performance results comparison for CPN-VBF

Metric Packet Delivery Ratio Average End to End Delay
Speed m/s
W = 100 m 2 m/s 4 m/s 6 m/s 2 m/s 4 m/s 6 m/s

Gain % 1.84% 16.75% 3.05% 4.98% 9.71% 4.17%
Radius m

Speed = 3 m/s 100 m 200 m 300 m 100 m 200 m 300 m

Gain 10.77% 5.06% 5.21% 7.56% 5.33% 8.33%
Metric Energy Consumption Energy Efficiency

Speed m/s
W = 100 m 2 m/s 4 m/s 6 m/s 2 m/s 4 m/s 6 m/s

Gain % 12.77% 4.47% 6.22% 15.94% 26.93% 27.84%
Radius m

Speed = 3 m/s 100 m 200 m 300 m 100 m 200 m 300 m

Gain % 0.85% 7.11% 3.88% 3.89% 20.77% 28.86%

Conclusion

Link failures and temporary loss of connectivity occurs frequently due to the poor link quality
because of the mobility of nodes, their low remaining energy, the acoustic signal attenuation
and absorption. In this contribution we have proposed a new predictive routing protocol using
the Newton Interpolation polynomial in order to evaluate the link reliability, and distinguish
from two situations : the first, when the link can be interrupted or failed following the mobility
of nodes, that could moves far from their sender and pipeline as well, second when a node is
moving away from it sender node and could probably returns to it old or last position within
the range, in other case despite the existence of the node inside the allowed transmission range,
it low residual energy affect the received signal strength, and it is also considered as a future
link interruption as well.

Our method was implemented in a cross-layer manner, that performs with combination
of the Medium Access Control (MAC) layer and the Network layer, for the earlier detection
and prediction from link failures and breakage problems, the forwarder selection takes into
account the link quality during it transmission cycle before any data forwarding. CPN-VBF
has proven it efficiency and robustness in link failures prevention and has improved the VBF
protocol performance in term of packet delivery ratio, average delay, and energy saving.

The following chapter initiate a comparison study of the implemented mechanism against
the poor acoustic link quality and their failures, where the radius pipeline and node’s speed are
varied, the obtained simulation results are evaluated according to different metrics, discussed
and summarized.
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Introduction

Nowadays the Underwater wireless sensors are becoming very widely use [Ahmed et al., 2017]
for the numerous benefits and advantages that it can bring to the scientific researchers and
human beings as well, however the underwater sensors are confronted to several challenges,
as their limited bandwidth and battery power, their low propagation delay, the cost of their
deployment and maintenance, their localization challenges, ambient noises and interference
[Awan et al., 2019, Fattah et al., 2020]. The design of robust and efficient routing protocols
is the main purpose for the researchers, hence multiple approaches have been proposed and
evaluated to overcome certain issues and fails.

As the underwater sensors are characterized by a limited battery, the frequent data sensing,
receiving and sending consumes a significant energy, in other hand, the presence of interference
inside the marine environment and noises caused by shipping, water salinity, temperature and
other [Awan et al., 2019] affect the routing performances, in addition since certain underwater
devices are mobile, they have the ability to continuously moving towards different region,
hence the received signal strength is severally affected.

Multiple studies have been conducted to predict poor acoustic link quality and provide
mechanisms to recover from it [Khasawneh et al., 2020], in this thesis, the main objectives and
purposes was to bring new methods to enhance the routing performances with the failures
prediction, our contributions are based on Polynomial Interpolation, an effective manner to
estimate the efficiency of the acoustic link and include it in the Vector Based Forwarding pro-
tocol, the proposed methods were described and detailed, the obtained results were discussed
and illustrated previously, in this chapter we presents a performance comparison of the pro-
posed contributions over the basic VBF to evaluate more the effectiveness of both protocols,
and to demonstrates which mechanism is the best to adopts. The evaluated contributions are
the following :

• A Cross-Layer Predictive and Preemptive Routing Protocol for UWSN using the Lagrange
Interpolation (CLPP-VBF).

• A Predictive Mechanism based on Newton interpolation (CPN-VBF).

The experimentation of the routing protocol performances in a real environmental condi-
tions is essential, however the deployment of underwater sensors, their maintenance, in a large
environment is costly, hence in order to analyze the routing performances, the simulation is
significant to model and understand the overall network performance under different condi-
tions, moreover the simulation bring the advantage to determine the parameters that have the
greatest impact on routing performance as well [Nayak et Vathasavai, 2016, AOUIZ, 2020].

This chapter introduce a simulation and performance comparison of the implemented
mechanism over the VBF, the simulation environment and parameters used to analyze the
protocols are explained, along with the performance metrics utilized to discuss the results, the
obtained results are described and explained as well with a summarizing tables that depict the
gained percentage for each proposed technique.

5.1 Simulation and performance comparison

5.1.1 Simulation environment

In order to evaluate the proposed approaches (CLPP-VBF and CPN-VBF), we have used the
following simulation parameters represented in the table 5.1, three-dimensional space (1000

mx 1000 m x1000 m) is used, the Source S and the target T are fixed at (1000,0,0) (0,1000,1000)
respectively, the nodes are randomly dispersed, the Radius of the pipeline is varied W = 100,200,
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The Range = 100 meters, we varied number of nodes from (100 to 500) , the maximum speed of
node is varied S= 3m/s,6m/s their initial energy E0 is 10000 j, the packet size is 50 Bytes, the
number of received packets is 2 per second, (depending on the VBF protocol), the transmission
of the acoustic signal power is set at 0.2818 Hertz, the frequency is 25 Khz the simulation time
is 200 seconds, the MAC layer bit rate is set at 10 Kbps.

Table 5.1 – Simulation parameter used for the comparison performance

Simulation Parameter Value
Deployment area (1000 m x 1000 m x 1000 m)

Network topology Random grid
Number of nodes (100,200,300,400,500)
Routing protocol VBF, CLPP-VBF, CPN-VBF

Radius 100 m , 200 m
Range 100 m

Node speed 3 m/s, 6 m/s
Initial energy 10000 j

Packet size 50 Bytes
Number of packet 2 Packet / sec

Frequency 25 Khz
MAC protocol UnderwaterMAC

MAC layer bit rate 10 Kbps
Communication medium Acoustic waves

Speed of sound 1500 m /s

5.1.2 Performance metrics

The performance of the proposed approaches (CLPP-VBF and CPN-VBF) have been evalu-
ated using the following metrics The Packet Delivery Ratio (PDR), Average End to End Delay
(AE2ED), Energy Consumption (EC), and Energy Efficiency (EE) described as follow :

1. The Packet Delivery Ratio (PDR) : represents the success rate, the number of data packet
delivered to the sink node, according to the number of sending packets by the source :

PDR =
∑ ReceivedPackets

∑ SendingPackets
× 100 (5.1)

2. The Average End to End Delay (AE2ED) : represents the average time needed for a data
packet to achieve the destination (Sink).

AE2ED =
∑ Rtime(i) −∑ Ttime(i)

∑ ReceivedPackets
(5.2)

Where Ttime(i) is transmission time of the packets, and Rtime(i) is the received time.

3. The Energy Consumption (EC) : represents the total difference between the initial energy
E0 and the residual or remaining energy Er of the sensor nodes

EC = ∑(E0 − Er) (5.3)
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4. The Energy Efficiency (EE) : the metric represents the successful delivery of data at the
sink node over the amount of energy consumed in the network [Ketshabetswe et al., 2019]:

EE =
successrate× totalpacketsenttothesink

totalenergyconsumed
(5.4)

5.1.3 Result discussion

Figure 5.1 – Packet Delivery Ratio W =100 m, s= 6m/s

Figure 5.2 – Packet Delivery Ratio W =200 m, s= 3m/s

The figures 5.1 and 5.2 demonstrates the Packet Delivery Ratio of the proposed approaches
(CLPP-VBF and CPN-VBF) against the VBF protocol according to nodes number, the Figure
5.1 illustrates the obtained results with a radius W = 100 and speed = 6 m/s, it is obvious that
the speed has an impact on the network performances, since the mobility may severally affect
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the routing, where nodes are continuously moving, the link interruptions are more prone to
occur, which results in a low successful delivery data. The performance of the VBF protocol
are decreasing according to the Figure 5.1 as the protocol is not quite efficient with a speed =
6 m/s, as the nodes are moving faster, the routing pipeline may contains a lack of sensors and
void regions, in the meantime more sensor nodes could move inside the pipeline and became
forwarders, the proposed approaches have provide better results than VBF, for the prediction
of failure mechanisms, CPN-VBF has achieved better results than the CLPP-VBF in the term of
delivery data, according to the Figure 5.1.

As it is shown on the Figure 5.2, in accordance with the obtained results, the VBF protocol
is less efficient with a radius pipeline W = 200, than CLPP-VBF and CPN-VBF, the presence of
a large number of sensors inside the pipeline may generates sensors overloading and duplicate
packet, that can significantly reduce the delivered packet and consume more energy, hence
CPN-VBF adopts a mechanism that is able to define poor acoustic link due to low residual
energy which is caused by the continuous data forwarding of node.

Figure 5.3 – Average End to End Delay W =100 m, s= 6m/s

From the Figure 5.3 and 5.4, the represented results shows the impact of the Average End to
End Delay over the number of nodes for all protocols, the results obtained with in both figures
proves that the CPN-VBF has provided better performance in term of delay time, it is obvious
that the average end to end delay is affected by the number of sensors within the network,
since the presence of numerous nodes increase the delay time, in other hand, the nodes that
are overloaded increase and affect the delay time as well, the presence of lack of sensors inside
the range of the pipeline due to the mobility of sensors of link failures induces a large delay
that explains the results represented in the Figure 5.3.

Moreover the sensor nodes that are inside the pipeline and far from the vector provoke a
large delay since that the protocol VBF adopts the Self-adaptation algorithm that delay the data
packet according to the Tadaptation, a large projection value induce a large time to wait. CLPP-
VBF is less efficient than the CPN-VBF for the reason that the protocol recover the lost data
packet with a new forwarder selection from the sender node, this mechanism may provoke the
node overloading.

The consumed energy is represented in the figures 5.5 and 5.6 for the results obtained with
a radius = 100 m and speed = 6 m/s, where the results shows that the proposed CPN-VBF has
a low energy consumption than VBF, since the proposed mechanism avoid unnecessary trans-
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Figure 5.4 – Average End to End Delay W =200 m, s= 3m/s

Figure 5.5 – Energy Consumption W =100 m, s= 6m/s

mission and prevent from future poor link that can provides failures, which saves more energy,
however, CLPP-VBF consumes more energy than CPN-VBF and VBF in some scenarios for the
reason that the proposed approach may includes more forwarder in a case where a link failure
may occur due to the mobility of sensors, and according the speed = 6 m/s, sensors are more
prone to drift away from their sender, CLPP-VBF consider it as future failures, the protocol
adopts a mechanism that include and involve more forwarder where the sender range contains
no available sensors to replace the concerned node, this induces more energy consumption in
some time.

The results represented in Figure 5.7 and 5.8 demonstrates the consumed energy over the
number of nodes, where the achievement are better and more efficient for both (CLPP-VBF
and CPN-VBF) compared to VBF, the presence of failures is low when the devices are less
faster (speed = 3 m/s), this induce a low energy consumption by CLPP-VBF that provide a
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Figure 5.6 – Energy Consumption W =100 m, s= 6m/s

Figure 5.7 – Energy Consumption W =200 m, s= 3m/s

mechanism which prevent from failures due to the mobility of sensors, though the CPN-VBF
may consume more energy compared with CLPP-VBF in a large pipeline radius, for the reason
that the proposed protocol detect poor and inefficient acoustic link due to several reasons as low
remaining energy, presence of interference and noises which affect the received signal strength,
and according to a large pipeline that involved many forwarder nodes, several packet and
duplicate packet are continuously forwarder, that can consumed more energy and generates
the overloading and lead to a poor received signal strength, CPN-VBF takes into consideration
inefficient acoustic link and prevent from weak link, and as the pipeline contains a large number
of nodes, the method generates additive frames to obtain more information for the prediction
concept, that induce more consumed energy.

The Energy Efficiency metric is represented in the figures 5.9 and more illustrated in the
Figure 5.10, CPN-VBF has proven it efficiency compared with VBF and CLPP-VBF, although,
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Figure 5.8 – Energy Consumption W =200 m, s= 3m/s

Figure 5.9 – Energy Efficiency W =100 m, s= 6m/s

the energy efficiency is related to the number of successful delivery data and it respective con-
sumed energy, moreover the CPN-VBF has provided good result in PDR term and consumed
less energy than VBF, hence it is obvious that it provides good energy efficiency over the VBF,
in other hand CLPP-VBF does not provide good efficiency compared with CPN-VBF, for the
reason that the protocol has consumed more energy in some instances, with a speed = 6 m/s,
sensors are more prone to move away from their sender, CLPP-VBF prevent from future inter-
ruption probability and consume more energy with the mechanism of the forwarder discovery,
that involves more sensor to forward data packet.

Following the figures 5.11 and 5.12, we can observe the efficiency of the proposed ap-
proaches compared with VBF, with a large radius pipeline = 200, a good energy efficiency
means a good rate of delivery data with a less consumed energy, following the Figure 5.2 and
5.8, the successful delivery data packet are better than VBF for both protocols, with a less en-
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Figure 5.10 – Energy Efficiency W =100 m, s= 6m/s

Figure 5.11 – Energy Efficiency W =200 m, s= 3m/s

ergy consumed as well, that significantly provides a good energy efficiency, though, according
to the Figure 5.8 CPN-VBF has consumed more energy than the CLPP-VBF for the reasons
explained before, however the protocol provides better results in term of PDR demonstrated in
Figure 5.2, which has led to a better energy efficiency results.

5.1.4 Performance comparison

The following tables presents the performance comparison of the proposed protocols and VBF,
where table 5.2 and 5.4 represents the gain of the obtained results in % for both protocol over
the VBF, and the the table 5.3 and 5.5 illustrates the performance metric comparison as well

The table 5.2 summarizes the gain of CLPP-VBF and CPN-VBF with a radius pipeline = 100

and speed = 6 m/s compared with VBF, whereas the CLPP-VBF depicts a medium successful
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Figure 5.12 – Energy Efficiency W =200 m, s= 3m/s

Table 5.2 – Performance results comparison W = 100 m, speed = 6 m/s

Routing protocol Packet Delivery Ratio Average End to End Delay Energy Consumption Energy Efficiency
CLPP-VBF 6.18 % 6.41 % 25 % 29.82 %
CPN-VBF 9.65 % 9.22 % 23.27 % 27.84 %

delivery data according a to medium average delay, the saving energy and the efficiency are
high, however the CPN-VBF has gained better results in term of delivery packet with a high re-
duced average delay and a medium consumed energy amount, the energy efficiency achieved is
quite good. CPN-VBF provides better results in term of success rate compared with CLPP-VBF
which has significantly consumed more energy, hence, CLPP-VBF has attempt more efficiency
with 1.98 %.

The average delay is widely reduced compared with CLPP-VBF, as the overloaded nodes
affect the average delay in such a way that data packet can be delayed due to the congestion of
the nodes, it can induces more delay time, CPN-VBF prevent from sensors that receives a poor
acoustic signal and avoid the transmission through it, hence more delay time is reduced.

We can conclude from both tables that the CPN-VBF outperform the CLPP-VBF with a
speed = 6 m/s, since the proposed approach considers mobility and poor link quality due to
multiple reasons, opposed to CLPP-VBF that considers only the mobility of sensors.

Table 5.3 – Performance metrics comparison W = 100 m, speed = 6 m/s

Routing protocol Packet Delivery Ratio Average End to End Delay Energy Consumption Energy Efficiency
VBF [Xie et al., 2006] Low Medium Medium Medium

CLPP-VBF Medium Medium Low High
CPN-VBF High Low Medium High

As it is depicting on the tables 5.4 and 5.5, the results demonstrates the gain of both pro-
tocols compared with VBF at radius pipeline = 200 m and speed = 3 m/s, CLPP-VBF shows
a medium successful delivery data with a medium reduced delay as the saved energy is high
according to a good efficiency, however CPN-VBF achieve a high delivery ratio compared with
CLPP-VBF, with a large reduced delay, however it consumed energy is more than the CLPP-
VBF, the mechanism provide a good energy efficiency.

The energy has been more consumed with CPN-VBF in a large pipeline, the reason is, a
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Table 5.4 – Performance result comparison W = 200 m, speed = 3 m/s

Routing protocol Packet Delivery Ratio Average End to End Delay Energy Consumption Energy Efficiency
CLPP-VBF 4.54 % 5.81 % 11.73 % 21.44 %
CPN-VBF 5.06 % 6.97 % 7.11 % 20.77 %

Table 5.5 – Performance metrics comparison W = 200 m, speed = 3 m/s

Routing protocol Packet Delivery Ratio Average End to End Delay Energy Consumption Energy Efficiency
VBF [Xie et al., 2006] Low High High Low

CLPP-VBF Medium Medium Low High
CPN-VBF High Low Medium High

dense network involves multiple and duplicate data packet transmission, that induce node’s
overloading, where the overload decreases the remaining energy, the received acoustic signal is
affected, hence the link quality is considered as poor, CPN-VBF detect such events and provide
a mechanism that prevent from poor link quality, the operation of the protocol to measure the
quality of link may consume more energy, in other hand it improves the success rate, that bring
a high energy efficiency.

We can conclude that CLPP-VBF has a good network performance, however the CPN-VBF
achieved a good performance with a large pipeline radius, despite the consumed energy. It
has been demonstrated and proved that the method of Newton Interpolation is more accurate
and gives better results than the Lagrange Interpolation [Srivastava et Srivastava, 2012, Yang
et Gordon, 2016, Alkahtani, 2020], however, the Lagrange Interpolation polynomials have to
be reevaluated each time yi, hence the Lagrange polynomials are computationally demanding,
compared with Newton Interpolation that uses the divided difference that is more computa-
tionally efficient [Shyu et Ytreberg, 2011].

Conslusion

This chapter has introduced a performance comparison between the proposed contributions in
this thesis (CLPP-VBF and CPN-VBF) compared with the VBF routing protocol. The adopted
method of the routing pipeline by the VBF protocol which allows only sensors near the vector
to forward packet, enhances the performance of the network, and saves more energy, in addi-
tion the Self-adaptation algorithm redefine the policy of the forwarder selection, by taken into
account the desirability of the sensors among it neighbors to forward, improves the efficiency of
the protocol, hence the protocol presents numerous constraints, the pipeline radius may affect
the routing performance when it does not contains quite number of sensors.

Sensor nodes inside the pipeline are continuously forwarding which significantly consum-
ing more energy, in addition the protocol does not takes into consideration the acoustic link
quality, nor re-transmit the lost data packet. This thesis has been focused on the acoustic link
quality along with their failures probability, and the implementation has been made based on
the VBF protocol in order to enhance and improve the protocol by targeting it main constraints.
Two contributions based on the interpolation polynomial have been proposed, explained and
summarized, with the aim to prevent from failures and poor acoustic link before selecting a
node as a forwarder.
This chapter has provided a comparison study between the proposed contributions, where the
obtained results are compared and explained according to the proposed metrics, the compar-
ison depicted that CPN-VBF outperforms VBF and CLPP-VBF at different parameters such as
radius and speed in term of delivery ratio, average delay and energy efficiency, for the reason
that the approach has targeted not only the mobility but the link quality as well which increase
it efficiency compared with CLPP-VBF, in addition, in mathematics aspect it has been proven

101



Chapter 5. Performance Comparison

that the Newton Interpolation polynomial brings more accuracy than the Lagrange Interpola-
tion.
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Throughout the last years the Underwater Wireless Sensor Network (UWSN) have became
the enabling technology for the underwater environment exploration and have paid more
intention of many scientific researchers, for the reason that those technology can afford nu-
merous and various application to the scientific community, such as the aquatic environment
monitoring, natural disturbances of the ocean, disaster prevention as seismic activity and
many other benefits, despite the large advantages that the UWSN can bring to the human
society, the technology presents some limits, as the marine environment is considered as a
large scale, many factors can be encountered during the operation of those sensors, as the
high propagation delay, high noises and the presence of some interference, battery depletion,
the costly deployment, the localization challenge due to the 3-Dimensional deployment, the
temporary losses of connectivity, void regions and limited bandwidth.

The achievement of an effective and optimal routing protocol that offers a better opera-
tion of the UWSN is a critical purpose for the researchers, where the underwater sensors have
to communicate and transmit information in efficient way, although several protocols have
targeted the challenges confronted by the marine sensors, as the energy constraints, mobility
of sensors, the channel conditions, and void regions. Some of the marine factors have to
be taken into consideration, as water current and the presence of noises and interference as
the enormous rocks, ship and sensors can affect the received signal which conduct to a bad
network performance.

Some of the existing routing mechanisms have been focused on the quality of the link be-
tween sensors within a network, in such a way that sensors have to evaluate the efficiency of
the acoustic link before sending data, meanwhile some of others have discussed the problem
of link disturbances and failure and have provided multiple mechanisms and methods to over-
come those issues. The problem of the connectivity loss, deficiency link and communication
interruption during data transmission is still discussed since the exploitation of the marine
environment is still growing up, and the networks are getting bigger, we have been interested
in this part of issue, by presenting some methods and mechanisms in order to avoid weak
communication link and diminish the problem of link breakage and interruption problem.

Our proposed works have been implemented and elaborated using the well-known rout-
ing protocol for underwater sensors ’Vector Based Forwarding’ (VBF), in order to bring some
improvement to the protocol which presents some weaknesses and does not takes mainly into
consideration the link quality as well, the main objective of this thesis is to design a localization
routing protocol that operates in a cross-layer manner that allows the collaboration between
the MAC-layer and the Network layer to determine and predict first if a future link failure will
take place, or the existing communication link is too weak to make a data packet achieve the
right destination and overcome as early as possible those problems.

We proposed two contributions to predict a weak communication link and the probability
of their interruption, we have cited first some of the related works that have bring a certain
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good performance to avoid and prevent from faint communication within a network, but in
other part they can presents also some demerits, which makes the main problem statement
still addressed.

In our first contribution, we have introduced a method based on the Lagrange Interpolation,
in order to predict and prevent from earlier future link failure problem due to the mobility
of nodes in a major time. the Lagrange Interpolation formula has bring the advantage to
differentiate between a sensor node that could leave it sender transmission range, or it could
regain a closer position from it sender, this information is included on the forwarder selection
policy where the sensor has to first check it link reliability with the sender before relying the
data packet, in addition a rediscovering phase has been added to allow other candidates nodes
that are more performing to take place, the purpose was to gain more delivered packets and
reduce the delay time.

We demonstrated in the fourth chapter, a mechanism based on the Newton Interpolation
formula to determine and evaluate the link reliability before a transmission can takes a place,
meanwhile the approach allows to verify and distinguish two situations that can occurs, first,
when the link have a high probability to interrupt due to the node mobility and water current
that can makes the position of sensors inaccurate, while the second situation can occurs when
sensor nodes have a low remaining energy and the presence of some interference can hardly
affect and degrade the receiving signal, an important loss of data packet may results. Our
method was implemented in a cross-layer mechanism, for the earlier detection and prediction
from link failure problems, where a sender node has to evaluate the efficiency of the link
before transmitting any data packet, the purpose was to avoid unnecessary transmission that
consumes more energy.

The fifth chapter represents the performance comparison of the proposed contributions,
where the obtained results are discussed and compared with VBF, using different parameters
as radius pipeline and speed, and different scenarios according to different metrics. The
comparison analyzes have proven the efficiency of both presented protocols, however it has
been demonstrated that the proposed mechanism based on Newton Interpolation polynomials
(CPN-VBF) bring better results and proves it efficiency compared with the mechanism that
utilizes the Lagrange Interpolation (CLPP-VBF), in one hand, CPN-VBF has targeted not only
the mobility of sensors, but the acoustic link efficiency and quality in addition, that strengthen
the mechanism, moreover it has been demonstrated by several researchers that the Newton In-
terpolation formula is more accurate and reliable than the Lagrange Interpolation polynomial
for computational reasons

We have approved our two contributions by using the Network Simulator (NS-2) using
multiple and various scenarios, with a low and dense network, and high and low speed of
sensors, the results have shown that the proposed contributions have bring an overall good
performance of the simulation, we have discussed the obtained results through some metrics
that we have presented and explained, we conclude then, that our mechanisms have improved
the existing VBF routing protocol in term of the successful delivered data packet, a reduction
of the end to end delay time, and finally, an overall saving energy and good efficiency.
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Perspectives

Our proposed work has mainly addressed the probability of a future communication link
failure or breakage during a transmission process within a given underwater sensor network,
the designed mechanisms have proven their overall efficiency against the routing protocol VBF,
hence, as a future work, we could improve both methods by taken into consideration more
underwater factors that could be the reasons for unreliable communication link.

In the first mechanism proposed in the contribution 1 , the study was targeted the probabil-
ity of a future link disturbances and breakage that can occurs due to the mobility of underwater
sensors or even the water current, we have included a method that is aimed to discover another
potential sensor node with which the link is more effective. As a future work we could improve
more the routing protocol in term of energy consumption caused by the generated request
packet for the rediscovering phase, in order to save more the overall network energy.

In the second mechanism proposed in the contribution 2, we focused our study on the
wireless communication link with a low efficiency by taken into consideration the low residual
energy and the presence of interference that can be the main reasons of a weak received signal,
as a future work we could bring better performance results by considering more possible cri-
terion that may generates a weak and deficiency communication link, and launching a process
that might regain an optimal path leading to the sink, in order to enhance more the successful
delivered data.

The fifth chapter introduce a performance comparison in order to evaluate the reliability
of the proposed works, as a future perspective, we could consider more proposed works and
protocols to provide an efficient comparison and analyzes of the proposed contributions. As
a future works we could enhance both CPN-VBF and CLPP-VBF by taken into account the
creation of the void regions and bring a method to by pass the void holes inside the routing
pipeline, considerate the overloaded sensor nodes caused by the multiple forwarding and
duplicate packet.

The use of the Network Simulator NS-2 with the Aqua-Sim packaging have enabled our
study to evaluate the performance of the proposed works and afford us to obtain the achieved
results by the simulation of the existing VBF routing protocol and our realized schemes, it
would be useful for a future work and perspective to work with a credible environment for a
better conception and outlook as the Network Simulator NS-3.
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Resumé

Un réseau de capteurs sans fil sous-marin se compose d’un nombre important de nœuds de
capteurs et de véhicules déployés et répartis sous l’eau, en utilisant un moyen de commu-
nication acoustique bidirectionnel. Ces capteurs trouvent leurs applications dans différents
domaines tels que l’armée et la surveillance, la détection des mines, la surveillance de la pollu-
tion, la prévention des catastrophes naturelles, la surveillance des récifs coralliens et des habi-
tats marins. En raison de la faible vitesse de propagation acoustique, des contraintes d’énergie
et de bande passante, de l’atténuation et de l’absorption des signaux, des interférences et des
bruits, une attention particulière a été portée et de nombreuses recherches ont été proposées
et conçues pour optimiser les performances des réseaux sous-marins. L’objectif principal de
cette thèse est de proposer un protocole de routage intercouche pour les réseaux de capteurs
sans fil sous-marins qui coopère entre le contrôle d’accès au support et la couche réseau, afin
d’évaluer l’efficacité de la liaison acoustique, de prévenir et de prédire la probabilité future
de défaillances de la liaison et les problèmes d’interruption dû aux diverses conditions de
l’environnement sous-marin.

Abstract

An Underwater Wireless Sensor Network (UWSN) consists of a significant number of sensor
nodes and vehicles deployed and distributed underwater, using a two-way acoustic commu-
nication medium. These sensors find their applications in different uses such as military and
surveillance, mine detection, pollution monitoring, natural disasters prevention, coral reef and
marine life habitat monitoring. Due to the low acoustic propagation speed, energy and band-
width constraints, signal attenuation and absorption, interference and noises, particular atten-
tion has been paid and plenty of researches has been proposed and designed to optimize the
underwater network performances. The main objective of this thesis is to propose a cross-layer
routing protocol for underwater wireless sensor networks that cooperate between the Medium
Access Control and the Network layer, in order to evaluate the acoustic link efficiency, pre-
vent and predict future probability of link failures and interruption problems due to various
underwater environment conditions.
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