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Khaldoun) pour son soutien indefectible, pour sa patience, sa disponibilité, sa rigueur
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et ses conseils lors de la rédaction de ce mémoire. Travailler avec lui fut pour moi un
grand honneur et une grande occasion de profiter de son esprit vif et de sa grande culture
scientifique, qu’il en trouve ici le temoignage de ma reconnaissance.

Je remercie aussi monsieur M. Benchohra, Professeur à l’université de Sidi Bel Abbès
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Abstract

The content of this thesis is the study of a class of impulsive fractional differential
equations and inclusions with Riemman-Liouville fractional derivative, Our starting point
will be the property:

[(Iα ◦RL Dα)f ](t) = f(t)− tα−1

Γ(α)
lim
t→0

(I1−αf)(t).

The value of lim
t→0

(I1−αf)(t) stands to be value initial and this value is zero if f is continu-

ous on the interval [0, b]. Hence the space of functions in which we consider the differential
equations will be a space where this limit exists and finite without necessarily being zero.
This idea of this thesis was recalled in the area of the impulsive differential equations on
a bounded interval and in the case of differential inclusions with or without pulses. In
another hand we have been led to study these equations where the interval is unbounded,
we had a lack of compactness which we remedied by calling for a suitable choice of a
measure of non-compactness.

Key words and phrases: Fractional differential equations, fractional differential
inclusions, fixed points theorems, Riemann-Liouville fractional derivative, measure of non-
compactness, unbounded domain, solution sets, topological structure.
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Résumé

Le contenu de cette thèse est l’étude d’une classe d’equations et d’inclusions differ-
entielles fractionnaires au sens de Riemman-Liouville. Notre point de départ sera la
propriété suivante

[(Iα ◦RL Dα)f ](t) = f(t)− tα−1

Γ(α)
lim
t→0

(I1−αf)(t).

La valeur de lim
t→0

(I1−αf)(t) tient lieu de valeur initiale et cette valeur est nulle si f est

continue sur un intervalle [0, b]. De là l’espace des fonctions dans lequel nous allons
considérer ces équations différentielles sera un espace ou cette limite existe et finie sans
etre forcément nulle. Cette idée de travail nous l’avons évoqué dans le cadre des equations
différentielle impulsives sur un intervalle borné ensuite dans des inclusions différentielles
avec ou sans impulsions. d’autre part nous avons été amené a étudié ces équations ou
l’intevalle est non borné, nous avons eu un défaut de compacité auquel on a remedié en
faisant appel à un choix propice d’une mesure de non compacité.

Mots clés: Equations différentielles fractionnaires, inclusions différentielles fraction-
naires, théorèmes de points fixes, dérivée de Riemann-Liouville, mesure de non-compacité,
intervalle non borné, ensemble de solutions, structure topologique.
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Introduction

Fractional differential equations and inclusions has recently received much attention
due to its important applications in modeling phenomena of science and engineering. The
employment of differential equations and inclusions with fractional order allows to deal
with many problems in numerous areas including fluid flow, rheology, electrical networks,
viscoelasticity, electrochemistry, etc. For complete references, we refer to some significant
works, e.g., see the famous works [34], Agur [4] Wagner [60] and E. Krug research’s in
[46, 47], Metzler [49], Klein [33], Delbosco [24] see also. In the past few years, there has
been a great contribution in fractional differential inclusions, let us refer to some relevant
works in [63, 64].

There are two measures which are the most important ones. the Kuratowski measure
of noncompactness α(B) of a bounded set B in a metric space is defined as infimum
of numbers r > 0 such that B can be covered with a finite number of sets of diamiter
smaller than r, the Hausdorf measure of noncompactness χ(B) defined as infimum of
numbers r suth that B can be covered with a finite number of balls of radius smaller than
r. Several authors have studied the measures of noncompactness in Banach spaces. See,
for example, the books such as [5, 10] and the articles [1, 14, 16, 17], and references therein.

Impulsive ordinary differential inclusions and functional differential inclusions with dif-
ferent conditions have been intensely studied by many mathematicians. At present the
foundations of the general theory are already laid, and many of them are investigated in
detail see[28, 22, 38].

Topological structure of the solution set for ordinary differential equations and inclu-
sions is developed recently, see for example [6, 7, 18, 20, 32, 30, 58], and the monograph
[28]. In 1923, Kneser’s was the first to extend Peano’s result concerning the existence of
solutions to study the topological properties. He prove that the solution sets is compact
and connected. After, in 1942, Aronszajn extend Kneser’s theorem by showing that the
set of all solutions is even an Rδ-set, the monograph [29], Chapter 4 is an excellent refer-
ence to study Aronszajn-type results.

We have organized this thesis as follows:

Chapter 1, groups together the definitions of the concepts used throughout this
manuscript, we introduce some important notions for fractional calculus, set-valued maps,
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noncompactness measure and fixed point theory.

In Chapter 2, we discuss and establish the existence of solutions and the structure of
the solution set for initial value problems for impulsive differential equation with fractional
order of the form 

RLDαy(t) = f(t, y(t)), t ∈ J = (0, T ], t 6= tk,

∆∗y|tk = Ik(y(t−k )),

lim
t−→0+

t1−αy(t) = c0,

where k = 1, . . . ,m, 0 < α ≤ 1, RLDα is the standard Riemann-Liouville fractional
derivative, f : J × R −→ R is a given function , c0 ∈ R, Ik : R → R are continuous
functions , 0 = t0 < t1 < . . . < tm < tm+1 = T and ∆∗y|tk = y∗(t+k ) − y(t−k ), where
y∗(t+k ) = limt−→t+k

(t− tk)1−αy(t) and y(t−k ) = limt−→t−k
y(t). We first start by showing the

existence of the solutions using the Leray-Schauder alternative and then we show that the
set of solutions is a Rδ-set by the theorem of Lasota York [28, 35].

In Chapter 3, we are concerned by the study of initial value problem for a impulsive
fractional differential inclusions defined by

RLDαy(t) ∈ F (t, y(t)), a.e. t ∈ J = (0, T ], t 6= tk,

lim
t−→0+

t1−αy(t) = c,

∆∗y|tk = Ik(y(t−k )),

where k = 1, . . . ,m, 0 < α ≤ 1, RLDα is the standard Riemann-Liouville fractional
derivative, F : J × R → P(R) is a given multivalued function (P(R) is the fam-
ily of all nonempty subsets of R) and c ∈ R. Ik : R → R are continuous func-
tions, 0 = t0 < t1 < . . . < tm < tm+1 = T and ∆∗y|tk = y∗(t+k ) − y(t−k ), where
y∗(t+k ) = lim

t−→t+k
(t− tk)1−αy(t) and y(t−k ) = lim

t−→t−k
y(t).

We prove the existence of solutions, by using Covid Nadler Theorem fixed point for con-
traction multivalued maps [22]. We finish by showing that the solution set is compact
and contractible.

In Chapter 4, we discuss and establish the existence of solutions and the structure
of the solution set for fractional order differential inclusions of the form{

RLDαy(t) ∈ F (t, y(t)), a.e. t ∈ J = (0, T ], 0 < α ≤ 1,

lim
t−→0+

t1−αy(t) = c,

where RLDα is the standard Riemann-Liouville fractional derivative, F : J × R → P(R)
is a given multivalued function (P(R) is the family of all nonempty subsets of R) and
c ∈ R. In section 4.3, we prove the existence and compactness of the solution sets, in the
case where the set-valued maps is upper semi-continuous, by using a nonlinear alternative
for multivalued maps combined with a compactness argument. In section 4.4, we prove
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the existence of the solution sets, in the case where the set-valued maps is Lipschitz. Our
consideration is based on Covid Nadler Theorem with tools of fractional analysis.

In Chapter 5, we discuss and establish the existence of solutions for fractional differ-
ential equations on the half-line in a Banach space of the form

RLDα
0+y(t) = f(t, y(t)), t ∈ J = (0,+∞),

I2−α
0+ y(0+) = y0,

RLDα−1
0+ y(∞) = y∞,

where RLDα denote the Riemann-Liouville fractional derivative, 1 < α ≤ 2. The state y(·)
takes value in a Banach space E, f : (0,∞) × E → E will be specified in later sections
and (y0, y∞) ∈ E2. We prove the existence of solutions, by using Mönch’s fixed point
theorem combined with the technique of measure of noncompactness.

In Chapter 6, we are concerned by the study of initial value problem for a fractional
differential equation with a special derivative

RLDα
0+y

′(t) = f(t, y(t), y′(t)), t ∈ J = (0, T ],

I1−α
0+ y′(0) = a,

y(0) = b,

where 0 < α < 1 and RLDα
0+ denote the Riemann-Liouville fractional derivative. The op-

erator I1−α
0+ denotes the Riemann-Liouville fractional integral, E is a Banach space with

the norme ‖.‖, and f : (0, T ]×E×E → E a function satisfying some specified conditions
(see, section 6.3).
We prove the existence of solutions, by using a combination of Mönch’s fixed point theo-
rem and a suitable Measure of non-compactness.
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Chapter 1

Preliminaries

We introduce in this chapter notations, definitions, fixed point theorems and prelim-
inary facts from multivalued analysis which are used throughout this thesis.

1.1 Notations and definitions

Let J = [a, b], a, b > 0 and (E, ‖.‖) be a real Banach space. C(J,E) the space of E-valued
continuous functions on J with the norm

‖y‖∞ = sup
t∈J
‖y(t)‖.

L1(J,R) the space of Lebesgue integrable functions on J with the norm

‖f‖L1 =

∫ b

a

|f(t|dt.

L1(J,E) the space of E-valued Bochner integrable functions on J with the norm

‖f‖L1 =

∫ b

a

‖f(t)‖dt.

We denote by AC(J,E) the space of E-valued absolutely continuous functions in J . For
n ∈ N∗, we denote by ACn(J,E) the Banach space of functions from the interval J into
E which is defined as:

ACn(J,E) = {y : J → E : y ∈ Cn−1(J,E) with Dn−1y ∈ AC(J,E)}.
Consider the following spaces

PC(J,E) = {y : J → E, yk ∈ C(Jk, E), there exist y(t−k ), y(t+k )

with y(tk) = y(t−k )},

where yk is the restriction of y to Jk = (tk, tk+1], k = 0, . . . ,m.
PC(J,E) is a Banach space with the norm

‖y‖PC = max
k=1,...m.

‖yk‖∞.
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Definition 1.1 A function f : J × E → E is said to be an L1-Carathéodory function if
it satisfies:

(i) for each t ∈ J the function f(t, .) : E → E is continuous,

(ii) for each y ∈ E the function f(., y) : J → E is measurable,

(iii) for every positive integer k there exists hk ∈ L1(J ;R+) such that

‖f(t, y)‖ ≤ hk(t), for all ‖y‖ ≤ k, and almost each t ∈ J.

Definition 1.2 [43] Let E be a Banach space. A sequence (vn)n∈N ⊂ L1(J,E) is said to
be semi-compact if

(a) it is integrably bounded, i.e. there exists q ∈ L1(J,R+) such that

‖vn(t)‖E ≤ q(t), for a.e. t ∈ J and every n ∈ N,

(b) the image sequence (vn(t))n∈N is relatively compact in E, for a.e. t ∈ J .

The following important result follows from the Dunford-Pettis theorem (see [43,
Proposition 4.2.1]).

Lemma 1.3 Let E be a Banach space. Then, every semi-compact sequence is weakly
compact in L1(J,E).

Lemma 1.4 [?] Let v : [0, b] −→ [0,+∞) be a real function and w(.) is a nonnegative,
locally integrable function on [0, b]. Assume that there are constants a > 0 and 0 < β < 1
such that

v(t) ≤ w(t) + a

∫ t

0

v(s)

(t− s)β
ds,

then there exists a constant K = K(β) such that

v(t) ≤ w(t) +Ka

∫ t

0

w(s)

(t− s)β
ds, for every t ∈ [0, b].

1.2 Fractional integrals and derivatives

We begin with some definitions and lemmas of the theory of fractional calculus. Let
J = [a, b], a, b > 0 and (E, ‖.‖) be a real Banach space.

Definition 1.5 [44] Let h ∈ L1(J,E). The Riemann-Liouville fractional integral of order
α > 0 of the function h is defined almost everywhere in [a, b] by

Iα0+h(t) =
1

Γ(α)

∫ t

a

(t− s)α−1h(s)ds,

where Γ is the gamma function. When a = 0, we write Iαh(t) = [h ∗ ϕα](t), where

ϕα(t) = tα−1

Γ(α)
for t > 0 and ϕα(t) = 0 for t ≤ 0. The equality holds everywhere if

h ∈ C([a, b], E).
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Definition 1.6 [44] Let h ∈ L1(J,E), α > 0 and n be the smallest integer greater than
or equal to α and h : [a, b] → E be a function such that In−αh ∈ ACn([a, b], E). Then,
the Riemann-Liouville fractional derivative of order α of the function h is defined almost
every where in [a, b] by

RLDα
a+h(t) =

1

Γ(n− α)

dn

dt

(∫ t

a

(t− s)n−α−1h(s)ds

)
.

Lemma 1.7 [62] Let α > 0, then the differential equation

RLDα
a+h(t) = 0,

has solutions h(t) = c1(t− a)α−1 + c2(t− a)α−2 + . . .+ cn(t− a)α−n,
for some ci ∈ R, i = 1 . . . n, where n = [α] + 1.

Lemma 1.8 [62] Let α > 0, then

IαRLDα
a+h(t) = h(t) + c1(t− a)α−1 + c2(t− a)α−2 + . . .+ cn(t− a)α−n,

for some ci ∈ R, i = 0, . . . , n, where n = [α] + 1.

Remark 1.9 [44] For α > 0, k > −1, we have

Iα0+t
k =

Γ(k + 1)

Γ(α + k + 1)
tα+k and RLDα

0+t
k =

Γ(k + 1)

Γ(k − α + 1)
tk−α, t > 0,

giving in particular RLDα
0+t

α−m = 0, m = 1, . . . , n, where n is the smallest integer greater
than or equal to α.

Remark 1.10 If h is suitabe function (see for instance [44, 55] ), we have

RLDα
0+I

α
0+h(t) = h(t), α > 0 and RLDα

0+I
k
0+h(t) = Ik−α0+ h(t), k > α > 0, t > 0.

1.3 Some properties of set-valued maps

Let X be a metric space. Define P(X) = {Y ⊂ X : Y 6= ∅}, Pcl(X) = {Y ∈ P(X) :
Y closed}, Pb(X) = {Y ∈ P(X) : Y bounded}, Pcp(X) = {Y ∈ P(X) : Y compact} and
Pcp,c(X) = {Y ∈ P(X) : Y compact and convex}. Consider the Hausdorff pseudo-metric
distance

Hd : P(X)→ R+ ∪ {∞},
defined by

Hd(A,B) = max

{
sup
a∈A

d(a,B), sup
b∈B

d(A, b)

}
,

where d(a,B) = infb∈B d(a, b) and d(A, b) = infa∈A d(a, b). From this definitions, it’s clear
that (Pcl,b(X), Hd) is a metric space and (Pcl(X), Hd) is a generalized metric space see
[45].
Let X and Y be metric spaces. A multivalued map F of X into Y is a correspondence
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which associates to every x ∈ X a nonempty subset F (x) ⊂ Y , called the value of x. We
write this correspondence as F : X → P(Y ). If D ⊂ X, then the set F (D) = ∪x∈DF (x)
is called the image of D under F . The set gr(F ) ⊂ X × Y , defined by gr(F ) = {(x, y) ∈
X × Y, x ∈ F (y)}, is the graph of F .

Definition 1.11 A multivalued map F : X → P(X) is called
(a) γ-Lipschitz if there exists γ > 0 such that

Hd(F (x), F (y)) ≤ γd(x, y), ∀x, y ∈ X,

(b) a contraction if it is γ-Lipschitz with γ < 1.

Notice that if N is γ-Lipschitz and X is a Banach space, then for every γ′ > γ :

F (x) ⊂ F (y) + γ′d(x, y)B(0, 1), ∀x, y ∈ X,

where B(0, 1) refers to the unit ball in X.

Definition 1.12 Let F : X → P(Y ) be a multivalued map and D be a subset of Y . The
complete preimage F−1(D) of a set D is the set

F−1(D) = {x ∈ X : F (x)
⋂

D 6= ∅}.

Definition 1.13 A multivalued map F : X → P(Y ) is said to be

(i) closed if its graph gr(F ) is closed subset of the space X × Y ,

(ii) upper semicontinuous (shortly, u.s.c.) if the set F−1(D) is closed for every closed
set D ⊂ Y .

Definition 1.14 A multivalued map F : X → P(Y ) is

(i) compact if its range F (X) is relatively compact in Y , i.e., F (X) is compact in Y ,

(ii) locally compact if every point x ∈ Xhas a neighborhood V (x) such that the restriction
of F to V (x) is compact,

(iii) quasicompact if F (B) is relatively compact for each compact set B of X.

It is clear that (i) =⇒ (ii) =⇒ (iii). The following facts will be used.

Lemma 1.15 [43] Let X and Y be metric spaces and F : X → Pcl(Y ) an u.s.c. multi-
valued map. Then F is closed.

The inverse relation between u.s.c. maps and closed ones is expressed in the following
lemma.

Lemma 1.16 [43] Let X and Y be metric spaces and F : X → Pcp(Y ) a closed quasi-
compact multivalued map. Then F is u.s.c.

Let us consider some properties of closed and u.s.c. multivalued map.
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Lemma 1.17 [43] Let X and Y be metric spaces and F : X → Pcl(Y ) be a closed
multivalued map. If B ⊆ X is a compact set then its image F (B) is a closed subset of Y .

Lemma 1.18 [43] Let X and Y be metric spaces and F : X → Pcl(Y ) be an u.s.c.
multivalued map. If B ⊆ X is a compact set then its image F (B) is a compact subset of
Y .

When the nonlinearity takes convex values, Mazur’s Lemma may be useful:

Lemma 1.19 [52] Let X be a normed space and (xk)k∈N ⊂ X a sequence weakly converg-

ing to a limit x ∈ X. Then there exists a sequence of convex combinations ym =
k=n∑
k=m

αmkxk

with αmk ≥ 0 for k = m, . . . , n and
k=n∑
k=m

αmk = 1 which converges strongly to x.

Finally, the following results are easily deduced from the theoretical limit set properties.

Lemma 1.20 [9] Let (Kn)n∈N ⊂ K ⊂ X be a sequence of subsets where K is a compact
subset of a separable Banach space X. Then

co( lim
n−→∞

supKn) =
⋂
N>0

co(
⋃
n≥N

Kn),

where coA refers to the closure of the convex hull of A.

Lemma 1.21 [9] Let X, Y be two metric spaces. If F : X → Pcp(Y ) is u.s.c., then for
each x0 ∈ X,

lim
x−→x0

supF (x) = F (x0).

We end these ingredients of multivalued analysis with some definitions and a result
regarding the measurability of multivalued maps. Let J = [0, b], b > 0 and F : [0, b]×X →
Pcl(Y ) be a multivalued map. For each x ∈ X, define the set of selections of F by

SF,x = {v ∈ L1(J, Y ) : v(t) ∈ F (t, x(t)) a.e. t ∈ J}.

Lemma 1.22 [36] Let (X,A) be a measurable space, (Y, d) a separable, complete metric
space (Polish space) and F : X → P(Y ) a multivalued map with nonempty closed values.
If F is measurable, then it has a measurable selection.

Definition 1.23 A multivalued map G : J × R→ P(R) is said to be L1-Carathéodory if

(a) t→ G(t, u) is measurable for each u ∈ R,

(b) t→ G(t, u) is upper semi-continuous for almost all t ∈ J ,

(c) for each q > 0, there exists ϕq ∈ L1(J,R+) such that

‖G(t, u)‖ = sup{|v| : v ∈ G(t, u)} ≤ ϕq(t), for all |u| < q, a.e. t ∈ J.

The following definitions can be found in [8, 36]
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Definition 1.24 A single-valued map f : [0, b]×X → Y is said to be measurable locally
Lipschitz (mLL) if f(., x) is measurable for every x ∈ X and for every x ∈ X, there exists
a neighborhood Vx of x ∈ X and an integrable function

Lx : [0, b]→ [0,∞)

such that

d′(f(t, x1), f(t, x2)) ≤ Lx(t)d(x1, x2) for a.e. t ∈ [0, b] and x1, x2 ∈ Vx.

Definition 1.25 A mapping F : [0, b] ×X → P(Y ) is mLL-selectionable provided there
exists a measurable, locally-Lipchitzian map

f : [0, b]×X → Y and f(t, y(t))) ∈ F (t, y(t)) for a.e. t ∈ [0, b].

For further reading and details on multivalued analysis, we refer the reader to the
books of Andres and Górniewicz [6], Aubin and Cellina [8], Aubin and Frankowska [9],
Deimling [23], Górniewicz [36], Kamenskii et al [43], Hu and Papageorgiou [41, 42].

1.4 Measure of noncompactness

We recall here some definitions and properties of measure of noncompactness. For more
details, we refer the reader to Deimling [23] and Kamenskii [43].

Definition 1.26 Let Y + be the positive cone of an ordered Banach space (Y,≤). A func-
tion m defined on the set of all bounded subsets of the Banach space X with values in Y +

is called a measure of noncompactness (MNC) on X, if m(coΩ) = m(Ω), for all bounded
subsets Ω ⊂ X.

Definition 1.27 A measure of noncompactness m is called:

(i) monotone if A,B ∈ Pb(X), A ⊂ B implies m(A) ≤ m(B),

(ii) nonsingular if m({a} ∪ A) = m(A) for every a ∈ X, A ∈ Pb(X),

(iii) regular if m(A) = 0 is equivalent to the relative compactness of Ω.

One of the most important examples of MNC is Hausdorff MNC χ defined on each
bounded subset Ω of X by

χ(Ω) = inf{ε > 0 : Ω has a finite ε− net}.

Without confusion, Kuratowski MNC α is defined on each bounded subset Ω of X by

α(Ω) = inf{ε > 0 : Ω admits a finite cover by sets of diameter ≤ ε}.

It is well known that Hausdorff MNC χ and Kuratowski MNC α enjoy the above properties
(i)− (iii) and other properties.

(iv) m(A+B) ≤ m(A) +m(B),
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(v) m(c.B) ≤ |c|m(B), c ∈ R,

(vi) m(coB) = m(B),

(vii) the function m : Pb(X)→ R+ is continuous with respect to the metric Hd on Pb(E).

where m : Pb(X)→ R+ be either α or χ.

Remark 1.28 For every A ∈ Pb(X), we have χ(A) ≤ α(A) ≤ 2χ(A).

In the following, several examples of useful measures of noncompactness in spaces of
continuous functions are presented.

Example 1.29 We consider the general example of MNC in the space of continuous
functions C([a, b], X) defined for all Ω ⊂ C([a, b], X) by

m(Ω) = sup
t∈[a,b]

χ(Ω(t)),

where χ is Hausdorff MNC in X and Ω(t) = {y(t) : y ∈ Ω}.

Example 1.30 Consider another useful MNC in the space C([a, b], X) defined for all
bounded subset Ω ⊂ C([a, b], X) by

ν(Ω) = max(supα(Ω(t)),modC(Ω)),

here, the modulus of equicontinuity of the set of functions Ω ⊂ C([a, b], X) has the follow-
ing form:

modC(Ω) = lim
δ→0

sup
x∈Ω

max
|t2−t1|≤δ

|x(t2)− x(t1)|. (1.1)

Example 1.31 We consider one more MNC in the space C([a, b], X) defined for all
bounded subset Ω ⊂ C([a, b], X) by

ν(Ω) = max
Ω∈∆(Ω)

(sup e−Ltα(Ω(t)),modC(D)),

where ∆(Ω) is the collection of all denumerable subsets of Ω, L is a constant, and modC(Ω)
is given in formula (1.1).

Lemma 1.32 [59] Let J = [0,∞). If H ⊂ C(I,X) is bounded and equicontinuous, then
α(H(.)) is continuous on I, and

αC(H) = max
t∈I

α(H(t)) , α

(∫
I

x(t)dt, x ∈ H
)
≤
∫
I

α(H(t))dt,

where H(t) = {x(t), x ∈ H}, t ∈ I, I is a compact interval of J and α is the Kuratowski
non-compactness measure on the space X.
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1.5 Some fixed point theorems

The following theorem is due to Mönch’s.

Theorem 1.33 [3] Let D be a bounded, closed and convex subset of a Banach space E
such that 0 ∈ D , and let N be a continuous mapping of D into itself. If the implication

V = convN(V ) or V = N(V ) ∪ {0} ⇒ γ(V ) = 0,

holds for every subset V of D, then N has a fixed point, where γ is the Kuratowski non-
compactness measure on the space E.

The following fixed point theorem for multivalued maps is due to Covitz and Nadler.

Lemma 1.34 [22] Let (X, d) be a complete metric space. If N : X → Pcl(X) is a
contraction, then FixN 6= ∅.

The following fixed point theorem it is nonlinear alternative of Leray-Schauder for multi-
valued maps.

Lemma 1.35 [37] Let X be a normed space and N : X → Pcl,c(X) be a completely
continuous, u.s.c. multivalued map. Then one of the following conditions holds:

1. N has at least one fixed point in X,

2. the set M = {x ∈ X, x ∈ λN(x), λ ∈ (0, 1)} is unbounded.

1.6 Topological structure

In the study of the topological structure of the solution sets for differential equations
and inclusions, an important aspect is the Rδ-property. Recall that a subset D of a
metric space is an Rδ-set if there exists a decreasing sequence {Dn}∞n=1 of compact and
contractible sets such that D =

⋂∞
n=1 Dn (see Definition 1.37 below). This means that

an Rδ-set is acyclic (in particular, nonempty, compact, and connected) and may not be a
singleton but, from the point of view of algebraic topology, it is equivalent to a point, in
the sense that it has the same homology groups as one point space.

Definition 1.36 Let X be a metric space and A ∈ P(X). The set A is called a con-
tractible space provided there exists a continuous homotopy H : A × [0, 1] −→ A and
x0 ∈ A such that

(a) H(x, 0) = x, for every x ∈ A,

(b) H(x, 1) = x0, for every x ∈ A,

namely if the identity map is homotopic to a constant map, A is homotopically equivalent
to a point.

Note that if A ∈ Pcp,c(X), then A is contractible, but the class of contractible sets is much
larger than the class of compact, convex sets.
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Definition 1.37 A compact nonempty space D of a metric space is called an Rδ−set pro-
vided there exists a decreasing sequence of compact nonempty contractible spaces {Dn}n∈N
such that D =

⋂∞
n=1Dn.

Let us recall the well-known Lasota-Yorke approximation lemma, [28, 35].

Lemma 1.38 Let E be a normed space, X a metric space and F : X −→ E be a con-
tinuous map. Then for each ε > 0 there is a locally Lipschitz map Fε : X −→ E such
that

‖F (x)− Fε(x)‖ < ε, for every x ∈ X.

Next, we present a result about the topological structure of the solution set of some
nonlinear functional equations due to N. Aronszajn and developed by Browder and Gupta
[6, 18].

Theorem 1.39 Let (X, d) be a metric space, (E, ‖.‖) a Banach space and F : X −→ E
a proper map, i.e., F is continuous and for every compact K ⊂ E, the set F−1(K) is
compact. Assume further that for each ε > 0, a proper map Fε : X −→ E is given, and
the following two conditions are satisfied

(a) ‖Fε(x)− F (x)‖ < ε, for every x ∈ X,

(b) for every ε > 0 and u ∈ E in a neighborhood of the origin such that ‖u‖ ≤ ε, the
equation Fε(x) = u has exactly one solution xε,

then the set S = F−1(0) is an Rδ − set.

Lemma 1.40 Let E be a Banach space, C ⊂ E be a nonempty closed bounded subset of
E and F : C −→ E is an completely continuous map, then G = Id− F is a proper.
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Chapter 2

Structure of solution sets for
impulsive fractional differential
equations

2.1 Introduction

In this chapter, we are concerned by the structure of solutions set for impulsive frac-
tional differential equations, we consider the following initial value problems for impulsive
differential equation with fractional order

RLDαy(t) = f(t, y(t)) a.e t ∈ J = (0, T ], t 6= tk, (2.1)

∆∗y|tk = Ik(y(t−k )), (2.2)

lim
t−→0+

t1−αy(t) = c0, (2.3)

where k = 1, . . . ,m, 0 < α ≤ 1, RLDα is the standard Riemann-Liouville fractional
derivative, f : J × R −→ R is a given function, c0 ∈ R, Ik : R → R are continuous
functions, 0 = t0 < t1 < . . . < tm < tm+1 = T and ∆∗y|tk = y∗(t+k ) − y(t−k ), where
y∗(t+k ) = limt−→t+k

(t− tk)1−αy(t) and y(t−k ) = limt−→t−k
y(t).

2.2 Main results

In this section, we give our main result for problem (2.1)-(2.3), before starting and proving
this result, we give following notations. We consider the following space

PC∗([0, T ],R) =
{
y : [0, T ]→ R : yk ∈ C(tk, tk+1], k = 0, . . . ,m and

there exist y∗(t+0 ), y(t−k ), y∗(t+k ), k = 1, . . . ,m, with y(tk) = y(t−k )
}
,

PC∗([0, T ],R) is a Banach space with the norm

‖y‖PC∗ = max
k=1,...m.

‖yk‖∗,
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where yk is the restriction of y to Jk = (tk, tk+1], k = 0, . . . ,m and

‖yk‖∗ = sup
t∈[tk,tk+1]

|(t− tk)1−αyk(t)|, for every k = 1 . . .m.

For A a subset of the space PC∗([0, T ],R), define Aα by

Aα = {yα, y ∈ A},

where

yα/[tk,tk+1](t) =

{
(t− tk)1−αy(t), if t ∈ (tk, tk+1]
lim
t→tk

(t− tk)1−αy(t), if t = tk.

Theorem 2.1 Let A be a bounded set in PC∗([0, T ],R). Assume that Aα is equicontinu-
ous on PC([0, T ],R), then A is relatively compact in PC∗([0, T ],R).

Proof. Let {yn}∞n=1 ⊂ A, then {(yα)n}∞n=1 ⊂ PC([0, T ],R), from a version of Arzela-
Ascoli theorem, the set

K0 = {(yα)n : n ∈ N∗},

is relatively compact in PC([0, T ],R), thus there exists a subsequence of (yα)n∈N, still
denoted by (yα)n∈N, which converges to y ∈ (PC([0, T ],R), ‖.‖PC).
Hence

‖yn − z‖∗ = sup
t∈[tk,tk+1]

(t− tk)1−α|yn(t)− (t− tk)α−1y(t)| → 0 as n→ +∞,

where z(t) = (t− tk)α−1y(t) on (tk, tk+1]. Therefore

{yn}∞n=1 −→ z on PC∗([0, T ],R).

2

Let us define what we mean by a solution of problem (2.1)-(2.3).
Let

J ′ := J\{t1, . . . , tm}.

Definition 2.2 A function y ∈ PC∗([0, T ],R) is said to be a solution of problem (2.1)−
(2.3) if y satisfies the equation RLDαy(t) = f(t, y(t)) on J ′ and conditions (2.2)-(2.3)
hold.

Lemma 2.3 Let 0 < α < 1 and let h be a continuous function. Then, y satisfies the
following equation
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y(t) =



tα−1c0 + 1
Γ(α)

∫ t
0
(t− s)α−1h(s)ds if t ∈ (0, t1],

(t− t1)α−1tα−1
1 c0 + (t−t1)α−1

Γ(α)

∫ t1
0

(t1 − s)α−1h(s)ds

+ (t−t1)α−1

Γ(α)
I1(y(t−1 )) + 1

Γ(α)

∫ t
t1

(t− s)α−1h(s)ds if t ∈ (t1, t2],

(t− tk)α−1
∏i=k

i=1(ti − ti−1)α−1c0

+ (t−tk)α−1

Γ(α)

[∫ tk
tk−1

(tk − s)α−1h(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1h(s)ds

]
+ (t−tk)α−1

Γ(α)

[
Ik(y(t−k ))

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(y(t−i ))

]
+ 1

Γ(α)

∫ t
tk

(t− s)α−1h(s)ds, if t ∈ (tk, tk+1]

k = 2, . . . ,m,

(2.4)

if and only if y satisfies the following problem

RLDαy(t) = h(t), t ∈ J ′, (2.5)

∆∗y|tk = Ik(y(t−k )), k = 1 . . .m, (2.6)

lim
t→0

t1−αy(t) = c0. (2.7)

Proof. Assume y satisfies (2.5)-(2.7). If t ∈ (0, t1], then RLDαy(t) = h(t). Lemma 1.8
implies

y(t) = tα−1c1 +
1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds.

Hence c1 = c0. Thus

y(t) = tα−1c0 +
1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds.

If t ∈ (t1, t2], then Lemma 1.8 implies

y(t) = (t− t1)α−1y∗(t+1 ) +
1

Γ(α)

∫ t

t1

(t− s)α−1h(s)ds

= (t− t1)α−1
(
I1(y(t−1 ) + y(t−1 )

)
+

1

Γ(α)

∫ t

t1

(t− s)α−1h(s)ds

= (t− t1)α−1tα−1
1 c0 +

(t− t1)α−1

Γ(α)

∫ t1

0

(t1 − s)α−1h(s)ds

+
1

Γ(α)

∫ t

t1

(t− s)α−1h(s)ds+ (t− t1)α−1I1(y(t−1 )).
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If t ∈ (t2, t3], then Lemma 1.8 implies

y(t) = (t− t2)α−1y∗(t+2 ) +
1

Γ(α)

∫ t

t2

(t− s)α−1h(s)ds

y(t) = (t− t2)α−1[y(t−2 ) + I2(y(t−2 ))] +
1

Γ(α)

∫ t

t2

(t− s)α−1h(s)ds

= (t− t2)α−1

(
(t2 − t1)α−1tα−1

1 c0 +
(t2 − t1)α−1

Γ(α)

∫ t1

0

(t1 − s)α−1h(s)ds

)
+

(t− t2)α−1

Γ(α)

∫ t2

t1

(t2 − s)α−1h(t)ds+
1

Γ(α)

∫ t

t2

(t− s)α−1h(s)ds

+ (t− t2)α−1
[
(t2 − t1)α−1I1(y(t−1 )) + I2(y2(t−2 ))

]
.

If t ∈ (tk, tk+1], then again from Lemma 1.8, we get (2.4).
Conversely, assume that y satisfies the impulsive equation (2.4). If t ∈ (0, t1] then
lim
t→0

t1−αy(t) = c0 and Applying RLDα to both side of (2.4), we have

RLDαy(t) = h(t), for each t ∈ (0, t1].

If t ∈ (tk, tk+1], k = 1, . . . ,m and applying RLDα to both side of (2.4), we get

RLDαy(t) = h(t), for each t ∈ (tk, tk+1].

Also, we can easily show that

∆∗y|t=tk = Ik(y(t−k )), k = 1, . . . ,m.

2

We assume the following hypotheses:

(H1) F : J × R→ R is a continuous function.

(H2) There exist p, q ∈ C([0, T ],R+) such that

|f(t, u)| ≤ p(t)|u|+ q(t), for all t ∈ J and u ∈ R.

(H3) There exist constants ak, bk ∈ R+ such that

|Ik(u)| ≤ ak|u|+ bk, for all u ∈ R.

2.2.1 Existence of solutions

Our result is based on the nonlinear alternative of Leray-Schauder type.

Theorem 2.4 Under assumptions (H1)− (H3), then, the problem (2.1)-(2.3) has at least
one solution.
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Proof. Transform the problem (2.1)-(2.3) into a fixed point problem. Consider the
operator N : PC∗([0, T ],R) −→ PC∗([0, T ],R) defined by

N(y)(t) = (t− tk)α−1
∏

t0<ti+1<t

(ti − ti−1)α−1c0

+
(t− tk)α−1

Γ(α)

∫ tk

tk−1

(tk − s)α−1f(s, y(s))ds

+
(t− tk)α−1

Γ(α)

∑
0<ti+1<t

(
∏

ti<tj<t

(tj − tj−1)α−1

∫ ti

ti−1

(ti − s)α−1f(s, y(s))ds)

+
(t− tk)α−1

Γ(α)

Ik(y(t−k )) +
∑

0<ti+1<t

(
∏

ti<tj<t

(tj − tj−1)α−1Ii(y(t−i )))


+

1

Γ(α)

∫ t

tk

(t− s)α−1f(s, y(s))ds.

Clearly, from Lemma 2.3, the fixed points of N are solutions to (2.1)-(2.3). We shall show
that N satisfies the assumptions of the nonlinear alternative of Leray-Schauder type [37].
The proof will be given in several steps.

Step 1. N is continuous.
Let {yn} be a sequence such that, yn −→ y in PC∗([0, T ],R), then

|(t− tk)1−αN(yn)(t)− (t− tk)1−αN(y)(t)|

≤ 1

Γ(α)

∫ tk

tk−1

(tk − s)α−1|f(s, yn(s))− f(s, y(s))|ds

+
1

Γ(α)

∑
0<ti+1<t

(
∏

ti<tj<t

(tj − tj−1)α−1

∫ ti

ti−1

(ti − s)α−1|f(s, yn(s))− f(s, y(s))|ds

+
1

Γ(α)
|Ii(yn(t−i ))− Ii(y(t−i ))|

+
1

Γ(α)

∑
0<ti+1<t

(
∏

ti<tj<t

(tj − tj−1)α−1|Ii(yn(t−i ))− Ii(y(t−i ))|

+
(t− tk)1−α

Γ(α)

∫ t

tk

(t− s)α−1|f(s, yn(s))− f(s, y(s))|ds,

≤ 1

Γ(α)

∫ tk

tk−1

(tk − s)α−1|f(s, yn(s))− f(s, y(s))|ds

+
dm(α−1)

Γ(α)

∑
0<ti+1<t

∫ ti

ti−1

(ti − s)α−1|f(s, yn(s))− f(s, y(s))|ds

+
1

Γ(α)
|Ii(yn(t−i ))− Ii(y(t−i ))|+ dm(α−1)

Γ(α)

∑
0<ti+1<t

|Ii(yn(t−i ))− Ii(y(t−i ))|
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+
T 1−α

Γ(α)

∫ t

tk

(t− s)α−1|f(s, yn(s))− f(s, y(s))|ds.

Thus, from (H1), (H2) and the continuity of Ik, we get

‖N(yn)−N(y)‖PC∗ −→ 0 as n −→ +∞.

Step 2. N maps bounded sets into bounded sets in PC∗([0, T ],R).
Indeed, it is enough to show that there exists a positive constant l such that, for each
y ∈ Bη = {y ∈ PC∗([0, T ],R) : ‖y‖PC∗ ≤ η}, we have ‖N(y)‖PC∗ ≤ l. Let y ∈ Bη, then
from (H2) and (H3), we have

|(t− tk)1−αN(y)(t)| ≤
∏

t0<ti<t

(ti − ti−1)α−1c0

+
1

Γ(α)

∫ tk

tk−1

(tk − s)α−1f(s, y(s))ds

+
1

Γ(α)

∑
0<ti<t

(
∏

ti<tj<t

(tj − tj−1)α−1

∫ ti

ti−1

(ti − s)α−1|f(s, y(s))|ds

+
1

Γ(α)

|Ik(y(t−k )|+
∑

0<ti<t

(
∏

ti<tj<t

(tj − tj−1)α−1|Ii(y(t−i ))|)


+

(t− tk)1−α

Γ(α)

∫ t

tk

(t− s)α−1|f(s, y(s))|ds

≤ dm(α−1)c0 +
1

Γ(α)

∫ tk

tk−1

(tk − s)α−1|f(s, y(s))|ds

+
dm(α−1)

Γ(α)

∑
0<ti<t

∫ ti

ti−1

(ti − s)α−1|f(s, y(s))|ds+
dm(α−1)

Γ(α)

×
∑

0<ti<t

|Ii(y(t−i ))|+ 1

Γ(α)
|Ik(y(t−k )|+ T 1−α

Γ(α)

∫ t

tk

(t− s)α−1|f(s, y(s))|ds

≤ dm(α−1)c0 +
‖q‖∞Tα

Γ(α + 1)
+
η‖p‖∞
Γ(α)

∫ tk

tk−1

(tk − s)α−1(s− tk−1)α−1ds

+
dm(α−1)

Γ(α)

[
mTα‖q‖∞

α
+ η‖p‖∞

∑
0<ti<t

∫ ti

ti−1

(ti − s)α−1(s− ti−1)α−1ds

]

+
dm(α−1)

Γ(α)

∑
0<ti<t

(
aiηd

α−1 + bi
)

+
1

Γ(α)

(
aiηd

α−1 + bi
)

+
T‖q‖∞

Γ(α + 1)
+
η‖p‖∞T 1−α

Γ(α)

∫ t

tk

(t− s)α−1(s− tk)α−1ds.
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Thus,

‖N(y)‖PC∗ ≤ dm(α−1)c0 +

(
mdm(α−1)T 2α−1 + Tα + T 2α−1

)
η‖q‖∞

Γ(α)
B(α, α)

+
Tα(mdm(α−1) + 1) + T

Γ(α + 1)
‖q‖∞ +

(mdm(α−1) + 1)(dα−1a∗η + b∗)

Γ(α)
:= l,

where a∗ = maxi=1,m ai, b
∗ = maxi=1,m bi and d = min

i=1...m
(ti− ti−1) who should check d ≤ 1.

Step 3. N maps bounded set into equicontinuous sets of PC∗([0, T ],R).
Let τ1, τ2 ∈ (0, T ], τ1 < τ2 and Bη be a bounded set of PC∗([0, T ],R) as in step 2. Let
y ∈ Bη, we have

|(τ2 − tk)1−αN(y)(τ2)− (τ1 − tk)1−αN(y)(τ1)|

≤
∏

t0<ti<τ2−τ1

(ti − ti−1)α−1c

+
1

Γ(α)

∑
0<ti<τ2−τ1

(
∏

ti<tj<τ2−τ1

(tj − tj−1)α−1

∫ ti

ti−1

(ti − s)α−1|f(s, y(s))|ds)

+
|(τ2 − tk)1−α − (τ1 − tk)1−α|

Γ(α)

∫ τ1

tk

(τ2 − s)α−1|f(s, y(s))|ds

+
(τ1 − tk)1−α

Γ(α)

∫ τ1

tk

[(τ2 − s)α−1 − (τ1 − s)α−1]|f(s, y(s))|ds

+
(τ2 − tk)1−α

Γ(α)

∫ τ2

τ1

(τ2 − s)α−1|f(s, y(s))|ds

+
1

Γ(α)

∑
0<ti<τ2−τ1

(
∏

ti<tj<τ2−τ1

(tj − tj−1)α−1|Ii(y(t−i ))|)

≤
∏

t0<ti<τ2−τ1

(ti − ti−1)α−1c0

+
‖q‖∞
Γ(α)

∑
0<ti<τ2−τ1

(
∏

ti<tj<τ2−τ1

(tj − tj−1)α−1

∫ ti

ti−1

(ti − s)α−1ds) +
η‖p‖∞
Γ(α)

×
∑

0<ti<τ2−τ1

(
∏

ti<tj<τ2−τ1

(tj − tj−1)α−1

∫ ti

ti−1

(ti − s)α−1(s− ti)α−1ds)

+
[(τ2 − tk)1−α − (τ1 − tk)1−α]‖q‖∞

Γ(α)

∫ τ1

tk

(τ2 − s)α−1ds

+
[(τ2 − tk)1−α − (τ1 − tk)1−α]η‖p‖∞

Γ(α)

∫ τ1

tk

(τ2 − s)α−1(s− tk)α−1ds

+
(τ1 − tk)1−α‖q‖∞

Γ(α)

∫ τ1

tk

[(τ1 − s)α−1 − (τ2 − s)α−1]ds
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+
(τ1 − tk)1−αη‖p‖∞

Γ(α)

∫ τ1

tk

[(τ1 − s)α−1 − (τ2 − s)α−1](s− tk)α−1ds

+
(τ2 − tk)1−α‖q‖∞

Γ(α)

∫ τ2

τ1

(τ2 − s)α−1ds

+
(τ2 − tk)1−αη‖p‖∞

Γ(α)

∫ τ2

τ1

(τ2 − s)α−1(s− tk)α−1ds

+
dα−1

Γ(α)
(a∗η + b∗)

∑
0<ti<τ2−τ1

(
∏

ti<tj<τ2−τ1

(tj − tj−1)α−1)

≤
∏

t0<ti<τ2−τ1

(ti − ti−1)α−1c0 +
B(α, α)(‖p‖∞η + T 1−α‖q‖∞)

Γ(α)

×
∑

0<ti<τ2−τ1

((ti − ti−1)2α−1
∏

ti<tj<τ2−τ1

(tj − tj−1)α−1)

+
(τ2 − tk)2α−1B(α, α)(‖p‖∞η + T 1−α‖q‖∞)

Γ(α)
[(τ2 − tk)1−α − (τ1 − tk)1−α]

+
T 1−αB(α, α)(‖p‖∞η + T 1−α‖q‖∞)

Γ(α)
[(τ1 − tk)2α−1 − (τ2 − tk)2α−1]

+
T 1−α(τ1 − tk)α−1(‖p‖∞η + T 1−α‖q‖∞)

Γ(α + 1)
[2(τ2 − τ1)α]

+
a∗dα−1η + b∗

Γ(α)

∑
0<ti<τ2−τ1

(
∏

ti<tj<τ2−τ1

(tj − tj−1)α−1).

As τ2 −→ τ1 the right-hand side of the above inequality tends to zero, then N(Bη) is
equicontinuous. As a consequence of steps 1 to 3 together wit Theorem 2.1, we can
conclude that N : PC∗([0, T ],R) −→ PC∗([0, T ],R) is completely continuous.

Step 4. A priori bounds on solutions.
Let y = λN(y) for some 0 < λ < 1. This implies by (H2) and (H3), for t ∈ (0, t1], we
have

|y(t)| ≤ |c0|tα−1 +
1

Γ(α)

∫ t

0

(t− s)α−1 (‖p‖|∞y(s)|+ ‖q‖∞) ds,

and then

|y(t)| ≤ |c0|tα−1 +
1

Γ(α)

∫ t

0

(t− s)α−1 (‖p‖∞|y(s)|+ ‖q‖∞) ds

≤
(
|c0|+

T‖q‖∞
Γ(α + 1)

)
tα−1 +

‖p‖∞
Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|) ds.

From Lemma 1.4, there exists K0(α) such that

|y(t)| ≤ L0t
α−1 +

‖p‖K0(α)

Γ(α)

∫ t

0

(t− s)α−1sα−1L0ds,
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where

L0 = |c0|+
T‖q‖∞

Γ(α + 1)
,

then

sup
t∈[0,t1]

t1−α|y(t)| ≤ L0 +
L0T

α‖p‖∞K(α)Γ(α)

Γ(2α)
=: M0.

We continue this process taking into account that t ∈ (tm, T ], then

|y(t)| ≤ |y∗(t+m)|(t− tm)α−1 +
1

Γ(α)

∫ t

tm

(t− s)α−1|f(s, y(s))|ds

≤
[
|y(t−m)|+ |Im(y(t−m))|

]
(t− tm)α−1 +

1

Γ(α)

∫ t

tm

(t− s)α−1|f(s, y(s))|ds

≤
[
dα−1(am + 1)Mm−1 + bm +

T‖q‖∞
Γ(α + 1)

]
(t− tm)α−1

+
‖p‖∞
Γ(α)

∫ t

tm

(t− s)α−1|y(s)|ds.

From Lemma 1.4, there exists Km(α) such that

|y(t)| ≤ Lm(t− tm)α−1 +
‖p‖∞Km(α)

Γ(α)

∫ t

tm

(t− s)α−1(t− tm)α−1Lmds,

where

Lm = dα−1(am + 1)Mm−1 + bm +
T‖q‖∞

Γ(α + 1)
,

then

sup
t∈(tm,T ]

(t− tm)1−α|y(t)| ≤ Lm +
LmT

α‖p‖∞Km(α)Γ(α)

Γ(2α)
=: Mm.

Define M by

M = max
k=0,...,m.

Mk,

let

U = {y ∈ PC∗([0, T ],R) : ‖y‖PC∗ < M + 1},

and consider the operator N : U −→ PC∗([0, T ],R). From the choice of U , there is no
y ∈ ∂U such that y = λN(y) for some λ ∈ (0, 1). As a consequence of the nonlinear
alternative of Leray-Schauder type, we deduce that N has a fixed point y in U which is
a solution of the problem (2.1)− (2.3). 2

2.2.2 Structure of the solutions set

Theorem 2.5 Under assumptions (H1)−(H3), then, the solutions set of Problem (2.1)−
(2.3) is an Rδ-set.
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Proof. First of all, we show that the set

S(f, c0) = {y ∈ PC∗([0, T ],R) : y is a solution of (2.1)− (2.3)} is compact.

Let (yn)n∈N be a sequence in S(f, c0). We put B = {yn : n ∈ N} ⊆ PC∗([0, T ],R).
Then from earlier parts of the proof of this theorem, we conclude that B is bounded and
equicontinuous. Then, from Theorem 2.1, we can conclude that B is relatively compact.
Consider the equation

RLDαy(t) = f(t, y(t)), a.e t ∈ J = (0, t1], (2.8)

lim
t−→0+

t1−αy(t) = c0. (2.9)

Recall that J0 = (0, t1] and Jk = (tk, tk+1], k = 1, . . . ,m,

Ck,∗([tk, tk+1],R) = {y ∈ C(Jk,R), with y∗(t+k ) exists}.

Hence,
yn/J0 has a subsequence (ynm)nm∈N converges to y with
(ynm)nm∈N ⊂ S1 = {y ∈ C0,∗([0, t1],R) : y is a solution of (2.8)− (2.9)}.

Let

z0(t) = tα−1c0 +
1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds,

and

|ynm(t)− z0(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1|f(s, ynm(s))− f(s, y(s))|ds.

As nm → +∞, ynm(t)→ z0(t), and then

y(t) = tα−1c0 +
1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds.

Consider now
RLDαy(t) = f(t, y(t)), a.e t ∈ J1 = (t1, t2], (2.10)

y∗(t+k ) = y(t−k ) + Ik(t
−
k ), (2.11)

yn/J1 has a subsequence relabeled as (ynm) ⊂ S2 converging to y in C1,∗([t1, t2],R) where

S2 = {y ∈ C1,∗([t1, t2],R) : y is a solution of (2.8)− (2.9)}.

Let

z1(t) = (t− t1)α−1tα−1
1 c0 +

(t− t1)α−1

Γ(α)

∫ t1

0

(t1 − s)α−1h(s)ds

+
1

Γ(α)

∫ t

t1

(t− s)α−1f(s, y(s))ds+ (t− t1)α−1I1(y(t−1 )),

27



and

|ynm(t)− z1(t)| ≤ (t− t1)α−1

Γ(α)

∫ t1

0

(t1 − s)α−1|f(s, ynm(s))− f(s, y(s))|ds

+
1

Γ(α)

∫ t

t1

(t− s)α−1|f(s, ynm(s))− f(s, y(s))|ds

+ (t− t1)α−1|I1(ynm(t−1 )− y(t−1 ))|.

As nm → +∞, ynm(t)→ z1(t), and then

y(t) = (t− t1)α−1tα−1
1 c0 +

(t− t1)α−1

Γ(α)

∫ t1

0

(t1 − s)α−1h(s)ds

+
1

Γ(α)

∫ t

t1

(t− s)α−1h(s)ds+ (t− t1)α−1I1(y(t−1 )).

We continue this process, we conclude that {yn | n ∈ N} has subsequence converging
to

y(t) = (t− tm)α−1
∏

t0<ti<t

(ti − ti−1)α−1c0

+
(t− tm)α−1

Γ(α)

∫ T

tm

(T − s)α−1f(s, y(s))ds

+
(t− tm)α−1

Γ(α)

∑
t1<ti+1<t

(
∏

ti<tj<t

(tj − tj−1)α−1

∫ ti

ti−1

(ti − s)α−1f(s, y(s))ds)

+
(t− tm)α−1

Γ(α)

Im(y(t−m)) +
∑

t1<ti+1<t

(
∏

ti<tj<t

(tj − tj−1)α−1Ii(y(t−i )))


+

1

Γ(α)

∫ t

tm

(t− s)α−1f(s, y(s))ds.

Hence S(f, c0) is compact.
Next, define

f̃(t, y(t)) =

{
f(t, y(t)), |y(t)| ≤ M̃,

f(t, My(t)
|y(t)| ), |y(t)| ≥ M̃,

where M̃ > M . Since f is continuous, the function f̃ is continuous and it is bounded by
(H2), there exists M∗ > 0 such that

|f̃(t, y)| ≤M∗, for a.e. t and all y ∈ R. (2.12)

We consider the following modified problem,
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Dαy(t) = f̃(t, y(t)), t ∈ J = (0, T ], t 6= tk, 0 < α ≤ 1,
∆∗y|tk = Ik(y(t−k )), k = 1, . . . ,m,
lim
t−→0+

t1−αy(t) = c0.

We can easily prove that S(f, c0) = S(f̃ , c0) = FixÑ , where

Ñ : PC∗([0, T ],R) −→ PC∗([0, T ],R)

is defined by

Ñ(y)(t) = (t− tk)α−1
∏

t0<ti<t

(ti − ti−1)α−1c0

+
(t− tk)α−1

Γ(α)

∑
t1<ti+1<t

 ∏
ti<tj<t

(tj − tj−1)α−1

∫ ti

ti−1

(ti − s)α−1f̃(s, y(s))ds


+

(t− tk)α−1

Γ(α)

Ik(y(t−k ) +
∑

t1<ti+1<t

∏
ti<tj<t

(tj − tj−1)α−1Ĩi(y(t−i ))


+

1

Γ(α)

∫ t

tk

(t− s)α−1f̃(s, y(s))ds.

We have

(t− tk)1−α|Ñ(y)(t)| ≤ dm(α−1)|c0|+
M∗d

m(α−1)

Γ(α)

+

∫ ti

ti−1

(ti − s)α−1ds+
M∗(d

m(α−1) + 1)

Γ(α)

+
M∗T

α

Γ(α + 1)
,

‖Ñy‖PC∗ ≤ dm(α−1)|c0|+
M∗ T

α (dm(α−1) + 1)

Γ(α + 1)
+
M∗(d

m(α−1) + 1)

Γ(α)
=: M∗∗.

Finally, we have
‖Ñ(y)‖PC∗ ≤M∗∗,

then Ñ is uniformly bounded, as in steps 1 to 2, we can prove that

Ñ : PC∗([0, T ],R) −→ PC∗([0, T ],R),

is compact which allows us to define the compact perturbation of the identity G̃(y) =
y− Ñ(y) which is a proper map. From the Lasota-Yorke approximation theorem, we can
easily prove that all conditions of Theorem 1.39 are satisfied. Therefore the solution set
S(f̃ , c0) = G̃−1(0) is an Rδ-set so S(f, c0) is an Rδ-set.

2
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2.3 Example

In this section, we consider the following fractional impulsive differential equation

RLDy(t) = f(t, y(t)), t ∈ J = (0, 1], t 6= 1

2
, 0 < α, β ≤ 1, (2.13)

lim
t−→0

t1−αy(t) = 0, (2.14)

∆∗y|t= 1
2

=
1

3
|y(

1

2

−
)|+ 1, (2.15)

where

kα,β =
1

Γ(1− α)
− Γ(β)

Γ(β − α)
, a > 0,

f(t, u) =
Γ(β)

Γ(β − α)(t+ a)α
u+

kα,β
(t+ a)α

, for (t, u) ∈ J × R

and

I1(u) =
1

3
|u|+ 1, for all u ∈ R.

We have t1 = 1
2

and c0 = 0, it clear that f is a continuous function and so condition
(H3) is satisfied.

Let

P (t) =
Γ(α)

Γ(β − α)(t+ a)α
, ‖P‖∞ =

Γ(α)

Γ(β − α)aα
,

q(t) = kα,β, ‖q‖∞ =
kα,β
aα

,

we can easily prove that condition (H2) yields.
Let also a1 = 1

3
, b1 = 1 and so condition (H3) is satisfied. Therefore, the solutions set

of the problem (2.13)− (2.15) is not empty and it is interesting to study the topological
properties of the solutions set in this case. Therefore, the solution set of (2.13) − (2.15)
is an Rδ-set.
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Chapter 3

Solution set for impulsive fractional
differential inclusions

3.1 Introduction

We consider the following initial value problem
RLDαy(t) ∈ F (t, y(t)), a.e. t ∈ J = (0, T ], t 6= tk,
lim
t−→0+

t1−αy(t) = c,

∆∗y|tk = Ik(y(t−k )),

(3.1)

where k = 1, . . . ,m, 0 < α ≤ 1, RLDα is the standard Riemann-Liouville fractional
derivative, F : J × R → P(R) is a given multivalued function (P(R) is the family of
all nonempty subsets of R) and c ∈ R. Ik : R → R are continuous functions, 0 = t0 <
t1 < . . . < tm < tm+1 = T and ∆∗y|tk = y∗(t+k ) − y(t−k ), where y∗(t+k ) = lim

t−→t+k
(t −

tk)
1−αy(t) and y(t−k ) = lim

t−→t−k
y(t).

3.2 Main results

Let PC∗([0, T ],R) the Banach space defined as the second chapter. Consider the Banach
space

Ω = PC∗([0, T ],R) ∩ (∪mk=1AC([tk, tk+1],R)),

with the norm
‖y‖Ω = max

k=1,...m.
‖yk‖∗,

where yk is the restriction of y to Jk = (tk, tk+1], k = 0, . . . ,m, and

‖yk‖∗ = sup
t∈[tk,tk+1]

|(t− tk)1−αyk(t)|, for every k = 1 . . .m.

Let J ′ = J\{t1, . . . , tm}.
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Definition 3.1 A function y ∈ Ω is said to be a solution of problem (3.1) if there exists
v ∈ L1(J,R) such that v(t) ∈ F (t, y(t)), a.e. on J ′, lim

t−→0
t1−αy(t) = c, ∆∗y|tk = Ik(t

−
k )

and RLDαy(t) = v(t), a.e. t ∈ J ′.

The aim of our work is to present an overall existence result for the problem (3.1) by
using a fixed point theorem for multivalued maps due to Covitz and Nadler and prove the
compactness and contractibly of the solution set for the problem (3.1).

Theorem 3.2 Let F : J × R → Pcp(R) be a multivalued map that is mLL-selectionable.
Assume that:

(H1) there exist constants a and b ∈ R+ such that

‖F (t, x)‖P ≤ a|x|+ b, for a.e. t ∈ J and each x ∈ R,

(H2) there exist a function p ∈ C([0, T ],R+) such that

Hd(F (t, z1), F (t, z2)) ≤ p(t)|z1 − z2|, for all z1, z2 ∈ R, and

d(0, F (t, 0)) ≤ p(t), t ∈ J,

(H3) there exist constant L > 0 such that

|Ik(z1)− Ik(z2)| ≤ L|z1 − z2|, for all z1, z2 ∈ R.

If
Tα‖p‖∞Γ(α)(1 +mTα−1

0 )

Γ(2α)
+
mTα−1

0 L

Γ(α)
< 1,

where T0 = mini=0,m(ti+1 − ti) ≤ 1, then the problem (3.1) has at least one solution. If
further F : J × R → Pcp(R) is a Carathéodory multivalued map, then the solution set is
a compact and contractible.

Proof.
Existence of solutions: Consider the operator P : Ω→ P(Ω) defined for y ∈ Ω by

P (y) = {h ∈ Ω : h(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1h(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1v(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(y(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(y(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s)ds},
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where v ∈ SF,y = {v ∈ L1(J,R) : v(t) ∈ F (t, y(t)), a.e. t ∈ J}.
Clearly, from Lemma 2.3 the fixed points of P are solutions to (3.1). Now we show that
the operator P satisfies the assumptions of Lemma 1.34. To show that P (y) ∈ Pcl(Ω), for
each y ∈ Ω, let {un}n≥0 ∈ P (y) be such that un −→ u as n −→∞ in Ω. Then u ∈ Ω and
there exists vn ∈ SF,y such that, for each t ∈ (0, T ].

un(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1vn(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1vn(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(yn(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(yn(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1vn(s)ds.

As F has compact values and from (H1), we pass onto a subsequence (if necessary) to
obtain that vn converges to v in L1([0, T ],R). Thus v ∈ SF,y and for each t ∈ (0, T ], we
have

un(t) −→ u(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1v(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1v(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(y(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(y(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s)ds.

Hence, u ∈ P (y).
Next, we show that there exists δ < 1 such that

Hd(P (x), P (y)) ≤ δ‖x− y‖Ω, for each x, y ∈ Ω.

Let x, y ∈ Ω and h1 ∈ P (x). Then, there exists v1(t) ∈ F (t, x(t)) such that, for each
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t ∈ (0, T ].

h1(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1v1(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1v1(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(x(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(x(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1v1(s)ds.

By (H2), we have
Hd(F (t, x(t)), F (t, y(t))) ≤ p(t)|x(t)− y(t)|.

So, there exists w ∈ F (t, y(t)) such that

|v1(t)− w| ≤ p(t)|x(t)− y(t)|, t ∈ (0, T ].

Define U : (0, T ]→ P(R) by

U(t) = {w(t) ∈ R : |v1(t)− w| ≤ p(t)|x(t)− y(t)|.

Since the multivalued operator U(t) ∩ F (t, y(t)) is measurable [[21], Proposition III.4],
there exists a function v2(.) which is a measurable selection for U(.) ∩ F (., y(.)). So,
v2(t) ∈ F (t, y(t)) and for each t ∈ (0, T ], we have

|v1(t)− v2(t)| ≤ p(t)|x(t)− y(t)|.

For each t ∈ (0, T ], let us define

h1(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1v2(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1v2(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(y(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(y(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1v2(s)ds.
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Thus,

|(t− tk)1−αh1(t) − (t− tk)1−αh2(t)|

≤ 1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1|v2(s)− v1(s)|ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1|v2(s)− v1(s)|ds

]

+
1

Γ(α)

[
|Ik(y(t−k ))− Ik(x(t−k ))|

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1|Ii(y(t−i ))− Ii(x(t−i ))|

]

+
(t− tk)1−α

Γ(α)

∫ t

tk

(t− s)α−1|v2(s)− v1(s)|ds.

Hence,

‖h1 − h2‖Ω ≤
[
Tα‖p‖∞Γ(α)(1 +mTα−1

0 )

Γ(2α)
+
mTα−1

0 L

Γ(α)

]
‖x− y‖Ω.

Analogously, interchanging the roles of x and y, we obtain

Hd(P (x), P (y)) ≤ δ‖x− y‖Ω,

where δ =
Tα‖p‖∞Γ(α)(1+mTα−1

0 )

Γ(2α)
+

mTα−1
0 L

Γ(α)
< 1. So, P is a contraction. Hence it follows by

Lemma 1.34, P has a fixed point y which is a solution of (3.1).

Structure of the solutions set: Let

SF (c) = {y ∈ Ω : y is solution of (3.1) }.

First of all, we prove that SF (c) is compact in Ω. Let {yn}n∈N ∈ SF (c), then, there exists
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vn ∈ SF,yn such that, for a.e. t ∈ J , we have

yn(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1vn(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1vn(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(yn(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(yn(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1vn(s)ds.

From (H1) and (H3), we can easily prove that there exists an M1 > 0 such that ‖yn‖|Ω ≤
M1, for every n ≥ 1 and the set {yn : n ≥ 1} is equicontinuous in Ω. Thus, by using Theo-
rem 2.1, we can conclude that, there exists a subsequence (denoted again by {yn} of {yn})
such that yn converges to y in Ω. We shall show that there exist v(t) ∈ F (t, y(t)), a.e. t ∈ J
such that

y(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1v(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1v(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(y(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(y(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s)ds.

Since F (., .) is upper semi-continuous, then for every ε > 0, there exist n0 ≥ 0 such that,
for every n ≥ n0, we have

vn(t) ∈ F (t, yn(t)) ⊂ F (t, y(t)) + εB(0, 1), a.e.t ∈ J.

Using the compactness of F (., .), we get the subsequence vnm(.) such that

vnm(.) −→ v(.) and v(t) ∈ F (t, y(t)), a.e. t ∈ J.

From (H1), we have

vnm(t) ≤ a(t− tk)α−1M1 + b, a.e. t ∈ (tk, tk+1].
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By Lebesgue’s dominated convergence theorem, we conclude that v ∈ L1(J,R), which
implies that v ∈ SF,y. Thus, since Ik are continuous functions, for a.e. t ∈ J , we have

y(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1v(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1v(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(y(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(y(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s)ds.

Then, SF (c) is compact.
Next, let f ∈ F be measurable and locally Lipschitz. Consider the single-valued problem

RLDαy(t) = f(t, y(t)), a.e. t ∈ J = (0, T ], t 6= tk,
lim
t−→0+

t1−αy(t) = c,

∆∗y|tk = Ik(y(t−k )).

(3.2)

By the Banach fixed point theorem, we can prove that the problem (3.2) has exactly one
solution x. We define the homotopy h : SF (c)× [0, 1]→ SF (c) by

h(y, λ)(t) =

{
y(t), for 0 < t ≤ λT ,
x(t), for λT < t ≤ T .

Where x is exactly one solution of the problem (3.2). Note that

h(y, λ) =

{
y, for λ = 1 and y ∈ SF (c),
x, for λ = 0.

Now, we prove that h is a continuous homotopy. Let (yn, λn) ∈ SF (c) × [0, 1] such that
(yn, λn) −→ (y, λ). We shall show that h(yn, λn) −→ h(y, λ). We have

h(yn, λn)(t) =

{
yn(t), for t ∈ (0, λnT ],
x(t), for (λnT, T ].

(a) If lim
n−→∞

λn = 0, then h(y, 0)(t) = x(t), for t ∈ (0, T ], hence

‖h(yn, λn)− h(y, λ)‖Ω → 0 as n −→ +∞,

the case when lim
n−→∞

λn = 1 is treated similarly.
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(b) If λn 6= 0 and 0 < limn−→∞ λn = λ < 1,

then, we may distinguish between two sub-cases:

(i) Since yn ∈ SF (c), there exist vn ∈ SF,yn such that, for t ∈ (0, λnT ]

yn(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1vn(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1vn(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(yn(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(yn(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1vn(s)ds.

Since yn converges to y, there exists M1 > 0 such that ‖yn‖Ω ≤M1.

Since F (., .) is upper semi-continuous, then for every ε > 0, there exist n0 ≥ 0
such that for every n ≥ n0, we have

vn(t) ∈ F (t, yn(t)) ⊂ F (t, y(t)) + εB(0, 1), a.e.t ∈ J.

Using the compactness of F (., .), we get the subsequence vnm(.) such that

vnm(.) −→ v(.), and v(t) ∈ F (t, y(t)), a.e. t ∈ J.

From (H1), we have

vnm(t) ≤ a(t− tk)α−1M1 + b, a.e. t ∈ (tk, tk+1].

From the Lebesgue ś dominated convergence theorem, we have v ∈ L1(J,R), so
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v ∈ SF,y and since Ik are continuous functions, for t ∈ J , we have

y(t) = (t− tk)α−1

i=k∏
i=1

(ti − ti−1)α−1c

+
(t− tk)α−1

Γ(α)

[∫ tk

tk−1

(tk − s)α−1v(s)ds

+
k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1

∫ ti

ti−1

(ti − s)α−1v(s)ds

]

+
(t− tk)α−1

Γ(α)

[
Ik(y(t−k )) +

k−1∑
i=1

k−i∏
j=1

(tk−j+1 − tk−j)α−1Ii(y(t−i ))

]

+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s)ds.

(ii) t ∈ (λnT, T ], then
h(yn, λn)(t) = h(y, λ)(t) = x.

Thus,
‖h(yn, λn)− h(y, λ)‖Ω −→ 0 as n −→∞.

Therefore h is a continuous function, proving that SF (c) is contractible to the point x.
2

3.3 An Example

As an application of the main results, we consider the impulsive fractional differential
inclusion 

RLD
1
2y(t) ∈ F (t, y(t)), a.e. t ∈ J = (0, 1], t 6= 1

2
,

lim
t−→0+

t1−αy(t) =
1

4
,

∆∗y|t= 1
2

= 1
9
|y(1

2

−
)|+ 1,

(3.3)

where T = 1,m = 1, t1 = 1
2
,

F (t, x) = [0,
1

9
sinx+

|x|
t+ 9

+
1

9
].

And

I1(u) =
1

9
| sin(u)|+ 1, for u ∈ R.

Clearly

sup{|v| : v ∈ F (t, x)} ≤ 1

9
| sinx|+ |x|

t+ 9
+

1

9
,
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Hd(F (t, x), F (t, y)) ≤ [
1

9
+

1

t+ 9
]|x− y|,

and

|I1(u)| ≤ 1

9
| sin(u)|+ 1, |I1(u)− I1(v)| ≤ 1

9
|u− v|.

Let p(t) = 1
9

+ 1
t+9
. Then ‖p‖|∞ = 2

9
and

Tα‖p‖∞Γ(α)(1+mTα−1
0 )

Γ(2α)
+

mTα−1
0 L

Γ(α)
' 0, 73965 < 1.

Hence from Theorem 3.2, the problem (3.3) has at least one solution. It is clear that

F is a mLL-selectionable multivalued map ( the fonction f(t, u) = 1
9

sinu + |u|
t+9

+ 1
9

is
measurable, locally-Lipchitzian) with compact convex values. Then the solution set is a
compact and contractible.
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Chapter 4

Solutions set for fractional
differential inclusions

4.1 Introduction

We consider the following initial value problem for fractional order differential inclu-
sion

RLDαy(t) ∈ F (t, y(t)), a.e. t ∈ J = (0, T ], 0 < α ≤ 1, (4.1)

lim
t−→0+

t1−αy(t) = c, (4.2)

where RLDα is the standard Riemann-Liouville fractional derivative, F : J×R→ P(R)
is a Carathéodory multivalued function (P(R) is the family of all nonempty subsets of R)
and c ∈ R.

4.2 The upper semi-continuous case

In this section, we present a global existence result and prove the compactness of the
solution set for problem (4.1) − (4.2) by using a nonlinear alternative for multivalued
maps combined with a compactness argument. Consider the Banach space

Cα([0, T ],R) = {y ∈ C((0, T ],R) : lim
t−→0

t1−αy(t) exists }.

Endowed with the norm

‖y‖α = sup{t1−α|y(t)| : t ∈ (0, T ]},

Cα is a Banach space. For A a subset of the space Cα([0, T ],R), define Aα by Aα = {yα :
y ∈ A}, where

yα(t) =

{
t1−αy(t), t ∈ (0, T ],
lim
t−→0

t1−αy(t), t = 0.

Lemma 4.1 Let A be a bounded set in Cα([0, T ],R). Assume that Aα is equicontinuous
on C([0, T ],R). Then A is relatively compact in Cα([0, T ],R).
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Proof. Let {yn}∞n=1 ⊂ A, then {(yα)n}∞n=1 ⊂ C([0, T ],R). From Arzelá-Ascoli theorem,
the set K0 = {(yα)n : n ∈ N∗} is relatively compact in C([0, T ],R), thus there exists
a subsequence of {(yα)n}n∈N, still denoted by {(yα)n}∞n=1, which converges to y, where
y ∈ (C([0, T ],R), ‖.‖∞).
Hence

‖(yα)n − z‖ = sup{|t1−αyn(t)− t1−αtα−1y(t)|, t ∈ (0, T ]} −→ 0.

Therefore
{yn}∞n=1 −→ z on Cα([0, T ],R).

2

Let us define what we mean by a solution of problem (4.1)− (4.2).

Definition 4.2 A function y ∈ Cα is said to be a solution of problem (4.1)− (4.2) if there
exists v ∈ L1(J,R) such that v(t) ∈ F (t, y(t)) a.e. t ∈ J satisfies RLDαy(t) = v(t) on J
and condition limt−→0 t

1−αy(t) = c, is satisfied.

As a consequence of Lemma 1.7 and Lemma 1.8, we have the following result which is
useful in what follows.

Lemma 4.3 Let 0 < α ≤ 1 and let ρ ∈ L1(J,R). Then, y satisfies the following equation

y(t) = tα−1c+
1

Γ(α)

∫ t

0

(t− s)α−1ρ(s)ds, a.e. t ∈ J,

if and only if y satisfies the following problem

RLDαy(t) = ρ(t), for each t ∈ J,

lim
t−→0

t1−αy(t) = c.

We assume that the multi-valued map F is a compact and convex valued which satisfies
following hypotheses:

(H1) F : J × R→ Pcp,c(R) is a Carathéodory multi-valued map,

(H2) there exist nonnegative constants a, b ∈ R+ such that

‖F (t, x)‖P ≤ at1−α|x|+ b, for a.e. t ∈ J and each x ∈ R.

Theorem 4.4 Under Assumptions (H1) − (H2), the initial-value problem (4.1) − (4.2)
has at least one solution. Moreover, the solution set SF (c) is compact.

Proof.
Existence results: Consider the operator N : Cα → P(Cα) defined for y ∈ Cα by

N(y) = {h ∈ Cα : h(t) = tα−1c+
1

Γ(α)

∫ t

0

(t− s)α−1v(s)ds, a.e. t ∈ J},

where v ∈ SF,y = {v ∈ L1(J,R) : v(t) ∈ F (t, y(t)) a.e. t ∈ J}. Note that from [60,
Theorem 5.10], the set SF,y is nonempty if and only if the mapping t → inf{‖v(t)‖ :
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v(t) ∈ F (t, y(t))} belongs to L1(J). It is further bounded if and only if the mapping
t → ‖F (t, y(t))‖P = sup{‖v(t)‖ : v(t) ∈ F (t, y(t))} belongs to L1(J), this particularly
holds true when F satisfies (H1).
Clearly, from Lemma 4.3, the fixed points of N are solutions to (4.1) − (4.2). We shall
prove that N satisfies the assumptions of the nonlinear alternative of Leray-Schauder type.
The proof is given in several steps.

Step 1. N(y) is convex for each y ∈ Cα.

Indeed, if h1, h2 belong to N(y), then there exist v1, v2 ∈ SF,y, such that for each
t ∈ J , we have

hi(t) = tα−1c+ 1
Γ(α)

∫ t
0
(t− s)α−1vi(s)ds, i = 1, 2.

Let 0 ≤ d ≤ 1. Then, for each t ∈ J , we have

(dh1 + (1− d)h2)(t) = tα−1c

+ 1
Γ(α)

∫ t
0
(t− s)α−1[dv1(s) + (1− d)v2(s)]ds.

Since SF,y is convex (because F has convex values), we have

dh1 + (1− d)h2 ∈ N(y).

Step 2. N maps bounded sets into bounded sets in Cα(J,R).
Indeed, it is enough to show that there exists a positive constant l such that for each

y ∈ Br = {y ∈ Cα(J,R) : ‖y‖α ≤ r}, we have ‖N(y)‖α ≤ l. Let y ∈ Br. Then for each
h ∈ N(y), there exists v ∈ SF,y such that

h(t) = tα−1c+
1

Γ(α)

∫ t

0

(t− s)α−1v(s)ds.

By (H2), we have

|t1−αh(t)| ≤ |c|+ t1−α

Γ(α)

∫ t
0
(t− s)α−1|v(s)|ds

≤ |c|+ t1−α

Γ(α)

∫ t
0
(t− s)α−1(as1−α|y(s)|+ b)ds

≤ |c|+ at1−α

Γ(α)

∫ t
0
(t− s)α−1|s1−αy(s)|ds+ t1−α

Γ(α)

∫ t
0
(t− s)α−1bds

≤ |c|+ T (ra+b)
Γ(1+α)

= l.

Step 3. N maps bounded sets into equicontinuous sets of Cα([0, T ],R).
Let τ1, τ2 ∈ (0, T ], τ1 < τ2 and Br be a bounded set of Cα([0, T ],R) as Step 2, let y ∈ Br

and h ∈ N(y), then

|τ 1−α
2 h(τ2) − τ 1−α

1 h(τ1)| ≤ τ1−α2 −τ1−α1 |
Γ(α)

∫ τ1
0

(τ1 − s)α−1||v(s)|ds
+

|(τ1−α2

Γ(α)

∫ τ1
0
|(τ2 − s)α−1 − (τ1 − s)α−1||v(s)|ds

+
τ1−α2

Γ(α)

∫ τ2
τ1

(τ2 − s)α−1|v(s)|ds
≤ Tα(ar+b)

Γ(α+1)
(τ 1−α

2 − τ 1−α
1 ) + T 1−α(ar+b)

Γ(α+1)
((τ2 − τ1)α − τα2 + τα1 )

+ Tα(ar+b)
Γ(α+1)

(τα2 − τα1 ).
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As τ2 −→ τ1, the right-hand side of the above inequality tends to zero. Then N(Br) is
equicontinuous.

As a consequence of Steps 1 to 3 together with Lemma 4.1, we can conclude that
N : Cα → P(Cα) is completely continuous.

Step 4. N is u.s.c.

To this end, it is sufficient to show that N has a closed graph. Let hn ∈ N(yn) be such
that hn −→ h and yn −→ y as n −→ +∞.

Then there exists M > 0 such that ‖yn‖α ≤ M . We shall prove that h ∈ N(y).
hn ∈ N(yn) means that there exists vn ∈ SF,yn such that, for a.e. t ∈ J , we have

hn(t) = tα−1c+
1

Γ(α)

∫ t

0

(t− s)α−1vn(s)ds,

(H2) implies that vn(t) ∈ aM + bB(0, 1). Then (vn)n∈N is integrably bounded in L1(J,R).
It follows that (vn)n∈N is weakly compact . There exists a subsequence still denoted
(vn)n∈N, which converges weakly to some limit v ∈ L1(J,R). Furthermore, for a.e. t ∈ J ,
the mapping Γt : L1(J,R)→ R defined by

Γt(g) =
1

Γ(α)

∫ t

0

(t− s)α−1g(s)ds,

is a continuous linear operator. Then it remains continuous if these spaces are endowed
with their weak topologies. Moreover, for a.e. t ∈ J , we have

h(t) = tα−1c+
1

Γ(α)

∫ t

0

(t− s)α−1v(s)ds.

It remains to prove that v(t) ∈ F (t, y(t)), a.e. t ∈ J . Mazur’s Lemma 1.19 yields the

existence of αni ≥ 0, i = 1, . . . , k(n) such that
∑k(n)

i=1 α
n
i = 1 and the sequence of convex

combinations gn(.) =
∑k(n)

i=1 α
n
i vi(.) converges strongly to v in L1. Using Lemma 1.20, we

obtain that

v(t) ∈
⋂
N≥1 {gN(t)} a.e. t ∈ J

⊂
⋂
N≥1 co{vn(t), n ≥ N}

⊂
⋂
N≥1 co

{⋃
n≥N F (t, yN(t))

}
= co {lim supF (t, yn(t)))} .

(4.3)

However, the fact that the multivalued x → F (., x) is u.s.c. and has compact values,
together Lemma 1.21 implies that limn−→∞ supF (t, yn(t)) = F (t, y(t)), a.e. t ∈ J, com-
bining with (4.3) yields that v(t) ∈ coF (t, y(t)), from the convexity and closedness of F
it follows that v(t) ∈ F (t, y(t)), a.e. t ∈ J. Thus h ∈ N(y), proving that N has a closed
graph. Finally, with Lemma 1.16 and the compactness of N , we conclude that N is u.s.c.

Step 5 : A priori bounds on solutions.
Let y ∈ Cα(J,R) be such that y ∈ λN(y) for some λ ∈ (0, 1). Then there exists
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v ∈ L1(J,R) with v ∈ SF,y such that, for each t ∈ J .

y(t) = ctα−1 +
1

Γ(α)

∫ t

0

(t− s)α−1v(s)ds.

From (H2), we have

|t1−αy(t)| ≤ |c|+ t1−α

Γ(α)

∫ t
0
(t− s)α−1|v(s)|ds

≤ |c|+ t1−α

Γ(α)

∫ t
0
(t− s)α−1(as1−α|y(s)|+ b)ds

≤ |c|+ bT
Γ(1+α)

+ aT 1−α

Γ(α)

∫ t
0
(t− s)α−1|s1−αy(s)|ds.

From Lemma 1.4, there exists k(α) > 0 such that

|t1−αy(t)| ≤ L+
ak(α)T 1−α

Γ(α)

∫ t

0

(t− s)α−1Lds,

where L = |c|+ bT
Γ(1+α)

. Therefore

‖y‖α ≤ L+
ak(α)T

Γ(1 + α)
= M̃.

Let
U := {y ∈ Cα([0, T ],R) : ‖y(t)‖Ωc < M̃ + 1},

and consider the operator N : U −→ Pcv,cp(Cα). From the choice of U , there is no y ∈ ∂U
such that y ∈ λN(y) for some λ ∈ (0, 1). As a consequence of the nonlinear alternative of
Leray-Schauder type [37], we deduce that N has a fixed point y in U which is a solution
of the problem (4.1)-(4.2).

Compactness of the solutions set:

Let
SF (c) = {y ∈ Cα(J,R) : y is a solution of problem (4.1)-(4.2) }.

From the previous consideration, there exists M̃ such that for every y ∈ SF (c), ‖y‖α ≤ M̃ .
Since N is completely continuous, N(SF (c)) is relatively compact in Cα. Let y ∈ SF (c),
then y ∈ N(y) and hence SF (c) ⊂ N(SF (c)). It remains to prove that SF (c) is a closed
subset in Cα. Let {yn : n ∈ N} ⊂ SF (c) be such that the sequence (yn)n∈N converges to y.
For every n ∈ N, there exists vn such that vn(t) ∈ F (t, yn(t)), a.e. t ∈ J and

yn(t) = tα−1c+
1

Γ(α)

∫ t

0

(t− s)α−1vn(s)ds.

Arguing as in Step 4, we can prove that there exists v such that v(t) ∈ F (t, y(t)) and

y(t) = tα−1c+
1

Γ(α)

∫ t

0

(t− s)α−1v(s)ds.

Therefore y ∈ SF (c) which yields that SF (c) is closed, and hence compact in Cα.
2
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4.3 Covitz Nadler approach

4.3.1 Existence results

We present now a result for the problem (4.1)-(4.2) with a non-convex valued right hand
side. Our considerations are based on the fixed point theorem for contraction multivalued
maps given by Covitz and Nadler.

Theorem 4.5 Assume that the following hypothesis holds:

(H3) F : J × R −→ Pcp(R) has the property that F (·, u) : J → Pcp(R) is measurable for
each u ∈ R,

(H4) there exist a function p ∈ C([0, T ],R+) such that

Hd(F (t, z1), F (t, z2)) ≤ p(t)‖z1 − z2‖, for all z1, z2 ∈ R,

and
d(0, F (t, 0)) ≤ p(t), t ∈ J.

If
Tα‖p‖∞Γ(α)

Γ(2α)
< 1, (4.4)

then the problem (4.1)-(4.2) has at least one solution.

Remark 4.6 For each y ∈ Cα the set SF,y is nonempty since by (H3), F has a measurable
selection (see [21], Theorem III.6).

Proof. We shall show that N satisfies the assumptions of Lemma 1.34. The proof will
be given in two steps.

Step 1: N(y) ∈ Pcl(Cα(J,R)) for each y ∈ Cα(J,R).

Indeed, let (yn)n≥0 ∈ N(y) such that yn −→ ỹ in Cα(J,R). Then, ỹ ∈ Cα(J,R) and
there exists vn ∈ SF,y such that, for each t ∈ J,

yn(t) = tα−1c+ 1
Γ(α)

∫ t
0
(t− s)α−1vn(s)ds.

Using the fact that F has compact values and from (H4), we may pass to a subsequence
if necessary to get that vn converges to v in L1(J,R). Moreover, for a.e. t ∈ J , we have

yn(t) −→ ỹ(t) = tα−1c+ 1
Γ(α)

∫ t
0
(t− s)α−1v(s)ds.

So, ỹ ∈ N(y).
Step 2: There exists γ < 1 such that

Hd(N(y), N(y)) ≤ γ‖y − y‖α for each, y, y ∈ Cα.

Let y, y ∈ Cα and h1 ∈ N(y). Then there exists v1(t) ∈ F (t, y(t)) such that for each t ∈ J
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h1(t) = tα−1c+ 1
Γ(α)

∫ t
0
(t− s)α−1v1(s)ds.

From (H4) it follows that

Hd(F (t, y(t)), F (t, y(t))) ≤ p(t)|y(t)− y(t)|.

Hence, there exists w ∈ F (t, y(t)) such that

|v1(t)− w| ≤ p(t)|y(t)− y(t)|, t ∈ J.

Consider U : J → P(R) given by

U(t) = {w ∈ R : |v1(t)− w| ≤ p(t)|y(t)− y(t)|}.

Since the multivalued operator V (t) = U(t) ∩ F (t, y(t)) is measurable (see Proposition
III.4 in [21]), there exists a function v2(t) which is a measurable selection for V . So,
v2(t) ∈ F (t, y(t)), and for each t ∈ J,

|v1(t)− v2(t)| ≤ p(t)|y(t)− y(t)|.

Let us define for each t ∈ J

h2(t) = tα−1c+ 1
Γ(α)

∫ t
0
(t− s)α−1v2(s)ds.

Then for t ∈ J

|t1−αh1(t)− t1−αh2(t)| ≤ t1−α

Γ(α)

∫ t
0
(t− s)α−1|v2(s)− v1(s)|ds

≤ t1−α‖p‖∞
Γ(α)

∫ t
0
(t− s)α−1|y(s)− y(s)|ds

≤ t1−α‖p‖∞
Γ(α)

∫ t
0
(t− s)α−1sα−1‖y − y‖αds.

Thus,

‖h1 − h2‖α ≤
Tα‖p‖∞Γ(α)

Γ(2α)
‖y − y‖α.

By an analogous relation, obtained by interchanging the roles of y and y, it follows that

Hd(N(y), N(y)) ≤ Tα‖p‖∞Γ(α)

Γ(2α)
‖y − y‖α.

So, by (4.4), N is a contraction and thus, by Lemma 1.34, N has a fixed point y which is
solution to (4.1)-(4.2).

2

4.3.2 Structure of the solutions set

Theorem 4.7 Let F : J×R→ Pcp,cv(R) be a Carathéodory and mLL-selectionable multi-
valued which satisfies conditions (H2). Then for every c ∈ R, the solution set SF (c) is
compact and contractible.
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Proof. Let f ∈ F be measurable and locally Lipschitz selection. Consider the single-
valued problem

RLDαy(t) = f(t, y(t)), a.e. t ∈ J = (0, T ], 0 < α ≤ 1, (4.5)

lim
t−→0+

t1−αy(t) = c. (4.6)

Arguing as in Theorem 4.5, we can prove that the (4.5)-(4.6) has exactly one local solution
x for every c ∈ R. Theorem 4.4 implies that SF (c) is nonempty and compact. We define
the homotopy H : SF (c)× [0, 1]→ SF (c) by

H(y, λ)(t) =

{
y(t), 0 < t ≤ λT,
x(t) λT < t ≤ T,

where x is the unique solution of problem (4.5)− (4.6). In particular

H(y, λ) =

{
y, for λ = 1,
x, for λ = 0.

We prove that H is a continuous homotopy. Let (yn, λn) ∈ SF (c) × [0, 1] be such that
(yn, λn) −→ (y, λ), as n −→ +∞.
We shall prove that H(yn, λn) −→ H(y, λ), we have

H(yn, λn)(t) =

{
yn(t), for t ∈ (0, λnT ],
x(t), for t ∈ (λnT, T ].

We consider several cases,

(a) if lim
n−→+∞

λn = 0,

H(y, 0)(t) = x(t), t ∈ (0, T ].

Hence
‖H(yn, λn)−H(y, λ)‖α tends to 0 as n −→ +∞.

(b) If λn 6= 0 and 0 < lim
n−→∞

λn < 1, two cases must be treated,

If t ∈ (0, λnT ], then H(yn, λn)(t)−H(y, λ)(t) = yn(t)− y(t),
since yn ∈ SF (c), there exist vn ∈ SF,yn such that

yn(t) = tα−1c+ 1
Γ(α)

∫ t
0
(t− s)α−1vn(s)ds, t ∈ (0, λnT ].

We must show that there exists v ∈ SF,y such that, for each t ∈ J ,

y(t) = tα−1c+ 1
Γ(α)

∫ t
0
(t− s)α−1v(s)ds, t ∈ (0, λT ].

Since F (t, ·) is upper semi-continuous, then for every ε > 0, there exist n0(ε) ≥ 0 such
that for every n ≥ n0, we have

vn(t) ∈ F (t, yn(t)) ⊂ F (t, y(t)) + εB(0, 1), a.e. t ∈ J.
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Since F (·, ·) has compact values, then there exists a subsequence vnm(·) such that

vnm(·)→ v(·) as m→∞

and
v(t) ∈ F (t, y(t)), a.e. t ∈ J.

Since yn converges to y, there exists M > 0 such that ‖yn‖α ≤M.
Hence, from (H2), we have

|vn(t)| ≤ aM + b, a.e. t ∈ J,

which implies
vn(t) ∈ aM + bB(0, 1).

From the Lebesgue dominated convergence theorem, yields

y(t) = tα−1c+
1

Γ(α)

∫ t

0

(t− s)α−1v(s)ds, t ∈ (0, λT ].

If t ∈ (λnT, T ], then
H(yn, λn)(t) = H(y, λ)(t).

Thus
‖H(yn, λn)−H(y, λ)‖α −→ 0 as n −→∞.

(c) If λ = 1, we have

H(yn, λn) = H(y, λ) = y.

Therefore H is a continuous function, proving that SF (c) is contractible to the point x.
2

4.4 Examples

Consider the problem

RLD
1
2y(t) ∈ F1(t, y(t)), a.e. t ∈ J = (0, 1], α =

1

2
, (4.7)

lim
t−→0+

t
1
2y(t) = 4. (4.8)

Let F1 : (0, 1]× R→ P(R) be a multivalued map given by

F1(t, x) =

[
3x2

3x2 + 1
+ t3, t1−α|x|+ |x|

|x|+ 2
+ t2 + 2

]
. (4.9)

It is clear that F1 is a Carathéodory multivalued map with compact, convex values and
for f ∈ F1, we have

|f(t)| ≤ t1−α|x|+ |x|
|x|+ 2

+ t2 + 2| ≤ 4 + t1−α|x|, x ∈ R.
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Thus,
‖F1(t, x)‖P = sup{|y| : y ∈ F (t, x)} ≤ at1−α|x|+ b, x ∈ R,

with a = 1 and b = 4. Hence, by Theorem 4.4, the problem (4.7)-(4.8) with F given by
(4.9) has at least one solution and the solution set SF1(4) is compact.

Consider the multivalued map F2 : (0, 1]× R→ P(R) given by

F2(t, x) =

[
0,

t1−α|x|
t+ 9

+
1

9

]
, (4.10)

and the fractional differential inclusion defined by

RLD
1
2y(t) ∈ F2(t, y(t)), a.e. t ∈ J = (0, 1], α =

1

2
, (4.11)

lim
t−→0+

t
1
2y(t) = 4. (4.12)

Clearly

‖F2(t, x)‖ = sup{|v| : v ∈ F2(t, x)}

≤ t1−α|x|
t+ 9

+
1

9

≤ t1−α

9
|x|+ 1

9
,

and

Hd(F2(t, x), F2(t, y)) ≤ 1

t+ 9
|x− y|,

where p(t) = 1
t+9
. Then ‖p‖|∞ = 1

9
and Tα‖p‖∞Γ(α)

Γ(2α)
≈ 0.1969 < 1. Hence by Theorem

4.7, the problem (4.11)-(4.12) with F2 given by (4.10) has at least one solution. It is clear
that F2 is a Carathéodory multivalued and mLL-selectionable map with compact, convex
values and satisfies the growth condition (H2). Then the solution set SF2(4) is a compact
and contractible set.
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Chapter 5

Boundary value problems for
fractional differential equation in
Banach space

5.1 Introduction

We consider the following boundary- value problem

RLDα
0+y(t) = f(t, y(t)), t ∈ J = (0,+∞), (5.1)

I2−α
0+ y(0+) = y0, (5.2)

RLDα−1
0+ y(∞) = y∞. (5.3)

RLDα
0+ denote Riemann-Liouville fractional derivative, 1 < α ≤ 2. The operator I2−α

0+

denotes the left-sided Riemann-Liouville fractional integral, the state y(·) takes value in a
Banach space E, f : (0,∞)×E → E will be specified in later sections and (y0, y∞) ∈ E×E.

5.2 Main result

We consider the space of functions

Cα([0,∞), E) = {y ∈ C(J,E) : lim
t→0+

t2−αy(t) exists and finite}.

For y ∈ Cα((0,∞), E), we define yα by

yα(t) =

{
t2−αy(t), t ∈ (0,∞),
limt−→0 t

2−αy(t), t = 0.

It is clear that yα ∈ C([0,∞), E).
We consider the following Banach space

Xα([0,∞), E) = {y ∈ Cα([0,∞), E) : lim
t→∞

t2−αy(t)

1 + tα
exists and finite}.

51



A norm in this space is given by

‖y‖α = sup
t∈J

t2−α‖y(t)‖
1 + tα

.

Let
B = {y ∈ Xα([0,∞), E) : ‖y‖α ≤ R}.

We will need to introduce the following hypotheses which are assumed here after.

(H1) There exists a nonnegative functions a, b ∈ C(J,R+) such that

‖f(t, u)‖ ≤ a(t) + t2−αb(t)‖u‖, for all t ∈ J and u ∈ E,

where ∫ ∞
0

(1 + tα)b(t)dt < Γ(α),

∫ ∞
0

a(t)dt <∞.

(H2) For all (0, c] ⊂ J , there exists a constant A > 0 such that

∀t ∈ (0, c],∀x, y ∈ E : ‖f(t, x)− f(t, y)‖ ≤ t2−αA

1 + tα
‖x− y‖.

(H3) There exists nonnegative function ` ∈ L1(J,R+) such that, for each nonempty,
bounded set Ω ⊂ Xα([0,∞), E)

γ(f(t,Ω(t))) ≤ t2−α`(t)γ(Ω(t)), for all t ∈ J,

where ∫ ∞
0

(1 + tα)`(t)dt ≤ Γ(α).

(H4)

R >
‖y∞‖+ (α− 1)‖y0‖+

∫∞
0
a(t)dt

Γ(α)−
∫∞

0
(1 + tα)b(t)dt

.

Definition 5.1 A function y ∈ Xα([0,+∞), E) is said to be solution of the problem (5.1)-
(5.3) if y satisfies the equation RLDα

0+y(t) = f(t, y(t)) and the conditions (5.2)− (5.3).

Lemma 5.2 Let 1 < α < 2 and let h : J → E be continuous. Then, y satisfies the
following equation

y(t) =
1

Γ(α)
[y∞ −

∫ ∞
0

h(t)dt]tα−1 +
y0

Γ(α− 1)
tα−2 +

1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds (5.4)

if and only if y satisfies the following problem

RLDα
0+y(t) = h(t), t ∈ J = (0,+∞), (5.5)

I2−α
0+ y(0+) = y0, (5.6)

RLDα−1
0+ y(∞) = y∞. (5.7)
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Proof. Assume that y satisfies the problem (5.5)-(5.7). We may apply Lemma 1.8 to
reduce equation (5.5) to an equivalent integral equation

y(t) = c1t
α−1 + c2t

α−2 + Iα0+h(t), (5.8)

for some c1, c2 ∈ R. Applying I2−α
0+ to both side of (5.8), we have

I2−α
0+ y(t) = c1I

2−α
0+ tα−1 + c2I

2−α
0+ tα−2 + I2−α

0+ Iα0+h(t).

From Remark 1.9, we then get

I2−α
0+ y(t) =

c1Γ(α)

Γ(2)
t+ c2Γ(α− 1) +

1

Γ(2)

∫ t

0

(t− s)h(s)ds.

As t −→ 0, we obtain

c2 =
y0

Γ(α− 1)
.

Applying RLDα−1
0+ to both side of (5.8), we have

RLDα−1
0+ y(t) = cRL1 Dα−1

0+ tα−1 + cRL2 Dα−1
0+ tα−2 +RL Dα−1

0+ Iα0+h(t).

From Remark 1.9 and Remark 1.10, we then get

RLDα−1
0+ y(t) = c1Γ(α) +

1

Γ(1)

∫ t

0

h(s)ds.

Hence

c1 =
1

Γ(α)
(y∞ −

∫ ∞
0

h(t)dt).

Thus, we have

y(t) =
1

Γ(α)
[y∞ −

∫ ∞
0

h(t)dt]tα−1 +
y0

Γ(α− 1)
tα−2 +

1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds.

Conversely. The proof is simple. 2

Consider the operator N : Xα([0,∞), E)→ Xα([0,∞), E) defined by

N(y)(t) =
y∞

Γ(α)
tα−1 +

y0

Γ(α− 1)
tα−2 − 1

Γ(α)

∫ t

0

[tα−1 − (t− s)α−1]f(s, y(s))ds

− 1

Γ(α)

∫ ∞
t

tα−1f(s, y(s))ds.

The following several Lemmas present some properties of the operator N , which are
necessary for the proof of our main result.

Lemma 5.3 Suppose that conditions (H1) and (H2) are valid. Then the operator N is
bounded and continuous.
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Proof. For y ∈ Xα([0,∞), E), from (H1), it is easy to deduce that N(y) ∈ Xα([0,∞), E).
Furthermore, (H1) guarantees that

t2−α‖N(y)(t)‖
1 + tα

≤ ‖y∞‖
Γ(α)

+
‖y0‖

Γ(α− 1)
+

1

Γ(α)

∫ ∞
0

‖f(s, y(s))‖ds

≤ ‖y∞‖
Γ(α)

+
‖y0‖

Γ(α− 1)
+
‖y‖α
Γ(α)

∫ ∞
0

(1 + tα)b(t)dt+
1

Γ(α)

∫ ∞
0

a(t)dt.

Hence, N : Xα([0,∞), E)→ Xα([0,∞), E) is bounded. Next, we prove that N is contin-
uous. Let {yn}∞n=1 ⊂ Xα([0,∞), E) and y ∈ Xα([0,∞), E) such that yn → y as n → ∞.
Then, {yn}∞n=1 is a bounded set of Xα([0,∞), E), i.e. there exists M > 0 such that
‖yn‖α ≤M , for n > 1. We also have by taking limit that ‖y‖α ≤M . In view of condition
(H1), for any ε > 0, there exists L > 0 such that∫ ∞

L

a(t)dt <
Γ(α)

6
ε,

∫ ∞
L

(1 + tα)b(t)dt <
Γ(α)

6M
ε,

and from (H2), there exists Ñ ∈ N such that, for all n ≥ Ñ and t ∈ (0, L], we have

‖f(s, yn(s))− f(s, y(s))‖ < Γ(α)

3L
ε.

Therefore, for all t ∈ J and n > Ñ , we obtain

t2−α

1 + tα
‖N(yn)(t)−N(y)(t)‖ ≤ 1

Γ(α)

∫ t

0

‖f(s, yn(s))− f(s, y(s))‖ds

+
1

Γ(α)

∫ ∞
t

‖f(s, yn(s))− f(s, y(s))‖ds.

If t ≤ L and n > Ñ , we have

t2−α

1 + tα
‖N(yn)(t)−N(y)(t)‖ ≤ 1

Γ(α)

∫ t

0

‖f(s, yn(s))− f(s, y(s))‖ds

+
1

Γ(α)

∫ ∞
t

‖f(s, yn(s))− f(s, y(s))‖ds

≤ 1

Γ(α)

∫ t

0

‖f(s, yn(s))− f(s, y(s))‖ds

+
1

Γ(α)

[∫ L

t

‖f(s, yn(s))− f(s, y(s))‖ds+

∫ ∞
L

‖f(s, yn(s))− f(s, y(s))‖ds
]

≤ 2

Γ(α)

∫ L

0

‖f(s, yn(s))− f(s, y(s))‖ds

+
2M

Γ(α)

∫ ∞
L

(1 + sα)b(s)ds+
2

Γ(α)

∫ ∞
L

a(s)ds

≤ ε

3
+
ε

3
+
ε

3
= ε.
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The case when t > L and n > Ñ is treated similarly. Thus, we conclude that

‖yn − y‖α → 0 as n→∞,

namely, N is continuous. 2

Lemma 5.4 Let condition (H1) be satisfied and B be a bounded subset of Xα([0,∞), E).
Then

(i) t2−αN(B)(t)
1+tα

is equicontinuous on any compact interval of J .

(ii) For given ε > 0, there exists a constant N1 > 0 such that ‖ t
2−α
1 N(y)(t1)

1+tα1
− t2−α2 N(y)(t2)

1+tα2
‖ <

ε, for any t1, t2 ≥ N1 and y(.) ∈ B.

Proof. We have

N(y)(t) =
y∞ −

∫∞
0
f(t, y(t))dt

Γ(α)
tα−1 +

y0

Γ(α− 1)
tα−2

+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s))ds.

In view of condition (H1) and the boundedness of B, there exists M > 0 such that∫ ∞
0

‖f(t, y(t))‖dt ≤M for any y ∈ B. (5.9)

In order to prove (i), let the constant r be such that ‖y‖α ≤ r, for any y ∈ B, and without
loss of generality, let [a, b] ⊂ J be a compact interval and t1, t2 ∈ [a, b] with t1 < t2. Then

‖t
2−α
1 N(y)(t1)

1 + tα1
− t2−α2 N(y)(t2)

1 + tα2
‖ ≤ ‖y∞‖+M

Γ(α)
| t1
1 + tα1

− t2
1 + tα2

|

+
‖y0‖

Γ(α− 1)

∣∣∣∣ 1

1 + tα1
− 1

1 + tα2

∣∣∣∣
+

1

Γ(α)

∥∥∥∥∫ t1

0

(t1 − s)α−1f(s, y(s))ds−
∫ t2

0

(t2 − s)α−1f(s, y(s))ds

∥∥∥∥
≤ ‖y∞‖+M

Γ(α)
| t1
1 + tα1

− t2
1 + tα2

|+ ‖y0‖
Γ(α− 1)

∣∣∣∣ 1

1 + tα1
− 1

1 + tα2

∣∣∣∣
+

1

Γ(α)

∫ t1

0

|(t2 − s)α−1 − (t1 − s)α−1|‖f(s, y(s))‖ds

+
1

Γ(α)

∫ t2

t1

(t2 − s)α−1‖f(s, y(s))‖ds

≤ ‖y∞‖+M

Γ(α)
| t1
1 + tα1

− t2
1 + tα2

|+ ‖y0‖
Γ(α− 1)

∣∣∣∣ 1

1 + tα1
− 1

1 + tα2

∣∣∣∣
+

1

Γ(α)

∫ t1

0

|(t2 − s)α−1 − (t1 − s)α−1|a(s)ds
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+
r

Γ(α)

∫ t1

0

|(t2 − s)α−1 − (t1 − s)α−1|(1 + sα)b(s)ds

+
1

Γ(α)

∫ t2

t1

(t2 − s)α−1a(s)ds+
r

Γ(α)

∫ t2

t1

(t2 − s)α−1(1 + sα)b(s)ds

≤ ‖y∞‖+M

Γ(α)
| t1
1 + tα1

− t2
1 + tα2

|+ ‖y0‖
Γ(α− 1)

∣∣∣∣ 1

1 + tα1
− 1

1 + tα2

∣∣∣∣
+
a∗ + b∗r

Γ(α)

(∫ t1

0

(t2 − s)α−1 − (t1 − s)α−1ds

)
+
a∗ + b∗r

Γ(α)

∫ t2

t1

(t2 − s)α−1ds

+
2b∗r

Γ(α)

(∫ t2

0

(t2 − s)α−1sαds−
∫ t1

0

(t1 − s)α−1sαds

)
≤ ‖y∞‖+M

Γ(α)
| t1
1 + tα1

− t2
1 + tα2

|+ ‖y0‖
Γ(α− 1)

∣∣∣∣ 1

1 + tα1
− 1

1 + tα2

∣∣∣∣
+
a∗ + b∗r

Γ(1 + α)
(tα2 − tα1 − (t2 − t1)α) +

a∗ + b∗r

Γ(1 + α)
(t2 − t1)α

+
2b∗rB(α, α + 1)

Γ(α)
(t2α2 − t2α1 ),

where a∗ = maxt∈[a,b] a(t) and b∗ = maxt∈[a,b] b(t). As t2 → t1, the right-hand side of the

above inequality tends to zero. Then t2−αN(B)(t)
1+tα

is equicontinuous on [a, b].
Next, we verify assertion (ii). Let ε > 0, we heve

‖t
2−α
1 N(y)(t1)

1 + tα1
− t2−α2 N(y)(t2)

1 + tα2
‖ ≤ ‖y∞‖+M

Γ(α)

∣∣∣∣ t1
1 + tα1

− t2
1 + tα2

∣∣∣∣
+

‖y0‖
Γ(α− 1)

∣∣∣∣ 1

1 + tα1
− 1

1 + tα2

∣∣∣∣
+

1

Γ(α)

∥∥∥∥∫ t1

0

t2−α1 (t1 − s)α−1

1 + tα1
f(s, y(s))ds−

∫ t2

0

t2−α2 (t2 − s)α−1

1 + tα2
f(s, y(s))ds

∥∥∥∥ .
It is sufficient to prove that∥∥∥∥∫ t1

0

t2−α1 (t1 − s)α−1

1 + tα1
f(s, y(s))ds−

∫ t2

0

t2−α2 (t2 − s)α−1

1 + tα2
f(s, y(s))ds

∥∥∥∥ ≤ ε.

Relation (5.9) yields that there exits N0 > 0 such that∫ ∞
N0

‖f(t, y(t))‖dt ≤ ε

3
, for any y ∈ B. (5.10)

On the other hand, since limt→∞
t2−α(t−N0)α−1

1+tα
= 0, there exists N1 > N0 such that, for

any t1, t2 ≥ N1 and s ∈ [0, N0], we have∣∣∣∣t2−α2 (t2 − s)α−1

1 + tα2
− t2−α1 (t1 − s)α−1

1 + tα1

∣∣∣∣ < ε

3M
. (5.11)
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Now taking t1, t2 ≥ N1, from (5.10), (5.11), we can arrive at∥∥∥∥∫ t1

0

t2−α1 (t1 − s)α−1

1 + tα1
f(s, y(s))ds−

∫ t2

0

t2−α2 (t2 − s)α−1

1 + tα2
f(s, y(s))ds

∥∥∥∥
≤
∫ N1

0

∣∣∣∣t2−α2 (t2 − s)α−1

1 + tα2
− t2−α1 (t1 − s)α−1

1 + tα1

∣∣∣∣ ‖f(s, y(s))‖ds

+

∫ t1

N1

t2−α1 (t1 − s)α−1

1 + tα1
‖f(s, y(s))‖ds+

∫ t2

N1

t2−α2 (t2 − s)α−1

1 + tα2
‖f(s, y(s))‖ds

<
ε

3M

∫ ∞
0

‖f(s, y(s))‖ds+ 2

∫ ∞
N1

‖f(s, y(s))‖ds < ε.

Therefore, the proof of lemma 5.4 is completed. 2

We denote by γXα the Kuratowski measure of non-compactness defined on any bounded
subset of Xα([0,∞), E)

Lemma 5.5 [57] Suppose that condition (H1) holds and B is a bounded subset of Xα([0,∞), E).

Then γXα(N(B)) = supt∈J γ
(
t2−αN(B)(t)

1+tα

)
.

Theorem 5.6 Suppose that conditions (H1), (H2) (H3) and (H4) are valid. Then the
problem (5.1)-(5.3) has at least one solution.

Proof.
First, we transform the problem (5.1)-(5.3) into a fixed point problem. Consider the
operator N : Xα([0,∞), E)→ Xα([0,∞), E) defined by

N(y)(t) =
y∞

Γ(α)
tα−1 +

y0

Γ(α− 1)
tα−2 − 1

Γ(α)

∫ t

0

[tα−1 − (t− s)α−1]f(s, y(s))ds

− 1

Γ(α)

∫ ∞
t

tα−1f(s, y(s))ds.

From Lemma 5.2, the fixed points of N are solutions to (5.1)-(5.3). We shall show that
N satisfies the assumptions of Mönch fixed point theorem.
Then, we can derive that N : B → B. Indeed, for any y ∈ B, by condition (H1), we get

‖t
2−αN(y)(t)

1 + tα
‖ ≤ ‖y∞‖

Γ(α)
+

‖y0‖
Γ(α− 1)

+
1

Γ(α)

∫ ∞
0

‖f(t, y(t))‖dt

≤ (1

Γ(α)

(
‖y∞‖+ (α− 1)‖y0‖+

∫ ∞
0

a(t)dt+R

∫ ∞
0

(1 + tα))b(t)dt

)
< R.

Hence, from (H4), we have ‖Ny‖α ≤ R, so, we conclude that N : B → B. Clearly B is a
bounded, convex and closed subset of Xα([0,∞), E), together with Lemma 5.3, we know
that N : B → B is continuous. Finally, we need to prove the following implication

V ⊂ conv{N(V ) ∪ {0}} =⇒ γXα(V ) = 0, for any V ⊂ B.
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Let V ⊂ B such that V ⊂ conv{N(V )∪ {0}} and t ∈ J , we choose ξ > 0 and n > 0 such
that ξ < t < n. For each y ∈ V , we consider

Nξ,n(y)(t) =
y∞

Γ(α)
tα−1 +

y0

Γ(α− 1)
tα−2 +

1

Γ(α)

∫ t

ξ

[tα−1 − (t− s)α−1]f(s, y(s))ds

+
1

Γ(α)

∫ n

t

(t− s)α−1f(s, y(s))ds.

Then from (H1), we obtain that

t2−α

1 + tα
‖Nξ,n(y)(t)−N(y)(t)‖ ≤ 1

Γ(α)

∫ ξ

0

‖f(t, y(t))‖dt+
1

Γ(α)

∫ ∞
n

‖f(t, y(t))‖dt

≤ 1

Γ(α)

(∫ ξ

0

a(t)dt+R

∫ ξ

0

(1 + tα))b(t)dt+

∫ ∞
n

a(t)dt+R

∫ ∞
n

(1 + tα))b(t)dt

)
,

this shows that Hd

(
t2−αNξ,n(V )(t)

1+tα
, t

2−αN(V )(t)
1+tα

)
→ 0 as ξ → 0 and n→∞, t ∈ J , where Hd

denotes the Hausdorff metric in space E. By the prorerty of noncompactness mearure,
we get

lim
ξ→0, n→∞

γ

(
t2−αNξ,n(V )(t)

1 + tα

)
= γ

(
t2−αN(V )(t)

1 + tα

)
. (5.12)

From lemma 1.16, the set { t
2−αNξ,n(V )(t)

1+tα
} ⊂ Xα([0,∞), E) is equicontinuous on any com-

pact of J . By (H1). Using Lemma 1.32, Lemma 1.18 and (H3), we arrive at

γ

(
t2−αNξ,nV (t)

1 + tα

)
≤ 1

Γ(α)

∫ n

ξ

(1 + tα)`(t)γ

(
t2−αV (t)

1 + tα

)
dt

≤ 1

Γ(α)

∫ n

ξ

(1 + tα)`(t)γ

(
t2−αN(V )(t)

1 + tα

)
dt

≤ 1

Γ(α)

∫ n

ξ

(1 + tα)`(t)γXα(N(V ))dt.

From (5.12), we know that

γ

(
t2−αN(V )(t)

1 + tα

)
≤ 1

Γ(α)

∫ ∞
0

(1 + tα)`(t)γXα(N(V ))dt.

Thus,

γXα(N(V )) ≤ 1

Γ(α)

∫ ∞
0

(1 + tα)`(t)γXα(N(V ))dt.

Consequently, by condition (H3). We get γXα(N(V )) = 0; that is γXα(V ) = 0. From the
theorem 1.33, we conclude that N has a fixed point y ∈ B which is a solution of problem
(5.1)-(5.3). 2
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5.3 Example

We consider the following problem.

RLD
3
2y(t) =

( √
tyn(t)

(1 + t
3
2 )e10t

+
2t

(1 + t2)2

)∞
n=1

, t ∈ J = (0,+∞), (5.13)

I
1
2

0+y(t) = y0, (5.14)

RLD
1
2

0+y(∞) = y∞. (5.15)

Let
E = {(y1, . . . , yn, . . .) : sup |yn| <∞},

with the norm ‖y‖ = supn |yn|, then E is a Banach space and Problem (5.13)-(5.15) can
be regarded as a problem of the form (5.1)-(5.3), with

α =
3

2
and f(t, y(t)) = (f(t, y1(t)), . . . , f(t, yn(t)), . . .),

where

f(t, yn(t)) =

√
tyn(t)

(1 + t
3
2 )e10t

+
2t

(1 + t2)2
, n ∈ N∗.

We shall verify the conditions (H1)− (H3). Evidently, f is continuous in J × E and

‖f(t, y(t))‖ ≤
√
t

(1 + t
3
2 )e10t

‖y(t)‖+
2t

(1 + t2)2
.

With the aid of simple computation, we find that∫ ∞
0

e−5tdt =
1

10
< Γ(

3

2
) and

∫ ∞
0

2t

(1 + t2)2
dt = 1 <∞.

Finally, we verify condition (H3). For any bounded set B ⊂ E, we have

f(t, B(t)) =

√
t

(1 + t
3
2 )e5t

B(t) + { 2t

(1 + t2)2
}.

Then

γ(f(t, B(t)) ≤
√
t

(1 + t
3
2 )e5t

γ(B(t)).

Since
∫∞

0
e−10tdt = 0.1 < Γ(3

2
), we conclude that condition (H3) is satisfied. Therefore,

Theorem 5.6 ensures that problem (5.13)-(5.15) has a solution.
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Chapter 6

Existence result for a fractional
differential equation involving a
sequential derivative

6.1 Introduction

We consider the following initial value problem of fractional-ordinary differential equation:

(P)


RLDα

0+y
′(t) = f(t, y(t), y′(t)), t ∈ (0, T ],

I1−α
0+ y′(0) = a,

y(0) = b,

where 0 < α ≤ 1 and RLDα
0+ denote the left-sided Riemann-Liouville fractional derivative.

The operator I1−α
0+ denotes the left-sided Riemann-Liouville fractional integral, E is a

Banach space with the norm ‖.‖, a, b ∈ E and f : (0, T ] × E × E → E a function
satisfying some specified conditions (see, section 6.3).

6.2 Background and basic results

We introduce in this section some notation and technical results which are used throughout
this chapter. For all 0 < α < 1, let C1−α([0, T ], E) be the Banach spaces of functions
from the interval [0, T ] into E which is defined as:

C1−α([0, T ], E) = {y ∈ C((0, T ], E) : lim
t→0+

t1−αy(t) exists and finite}.

A norm in this space is given by

‖y‖α = sup
t∈[0,T ]

t1−α‖y(t)‖,

and

C1
α([0, T ], E) = {y : [0, T ]→ E : y ∈ C([0, T ], E) and y′ ∈ C1−α([0, T ], E)}
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with the norm
‖y‖C1

α
= sup

t∈[0,T ]

‖y(t)‖+ sup
t∈[0,T ]

t1−α‖y′(t)‖

For any subset N of C1−α([0, T ], E)), we put Nα =: {yα, y ∈ N}, where

yα(t) =

{
t1−αy(t), if t ∈ (0, T ]

lim
t→0

t1−αy(t), if t = 0.

Clearly the function yα belongs to C([0, T ], E), and hence Nα ⊆ C([0, T ], E).

Lemma 6.1 ([31]) Let λ, ν, ω > 0. Then∫ t

0

(t− s)ν−1sλ−1e−ωsds ≤Mtν−1, t > 0,

where

M =

(
Γ(λ)(1 + λ(1 + λ)/ν)

ωλ

)
max{21−ν , 1}.

Lemma 6.2 [31] Let α > 0 and 0 ≤ γ < 1. If γ ≤ α, then Iα0+ is bounded from
Cγ ([0, T ], E) into C ([0, T ], E).

Lemma 6.3 [31] Let 0 < α < 1, 0 ≤ γ < 1. If y ∈ Cγ ([0, T ], E) and I1−α
0+ y ∈

C1
γ ([0, T ], E) then

Iα0+D
α
0+y(t) = y(t)−

I1−α
0+ y(0)

Γ(α)
tα−1, for all t ∈ (0, T ].

Lemma 6.4 Let h a function of C([0, T ], E) and y be a function in C1
α([0, T ], E). Then,

y satisfies the following equation

y(t) = b+
atα

Γ(α + 1)
+

1

Γ(α)

∫ t

0

∫ s

0

(s− τ)α−1h(τ)dτds. (6.1)

If and only if y satisfies the following problem

(P∗)


RLDα

0+y
′(t) = h(t), t ∈ (0, T ],

I1−α
0 y′(0) = a,

y(0) = b,

Proof.
Let y ∈ C1

α([0, T ], E) be a solution of (6.1), we have y(0) = b. Next, by applying d
dt

to
both sides of (6.1), we get

y′(t) =
atα−1

Γ(α)
+

1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds. (6.2)
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Applying I1−α
0+ to both sides of the equation (6.2) and utilizing Remak 1.9, we get

I1−α
0+ y′(t) = a+ I1

0+h(t)

Taking t −→ 0, we get
I1−α

0+ y′(0+) = a.

Conversely, let y ∈ C1
α ([0, T ], E) be a solution of problem (P∗). We want to prove that

y is a solution of (6.1). By the definition of C1
α ([0, T ], E) , Lemma 6.2 and Definition of

I1−α
0+ , we have I1−α

0+ y′ ∈ C ([0, T ], E) and
d

dt

(
I1−α

0+ y′(t)
)

= RLDα
0+y

′(t) ∈ C1−α ([0, T ], E) .

Thus, we have
I1−α

0+ y′ ∈ C1
α ([0, T ], E) .

Now, applying Lemma 6.3 to obtain

Iα0+D
α
0+y

′(t) = y′(t)−
I1−α

0+ y′(0)

Γ(α)
tα−1 = Iα0+h(t).

Which implies

y′(t) =
atα−1

Γ(α)
+

1

Γ(α)

∫ t

0

(t− s)α−1h(s)ds,

then

y(t) = y(0) +
atα

Γ(α)
+

1

Γ(α)

∫ t

0

∫ s

0

(s− τ)α−1h(τ)dτds

= b+
atα

Γ(α)
+

1

Γ(α)

∫ t

0

∫ s

0

(s− τ)α−1h(τ)dτds.

Thus, y is a solution of (6.1). 2

6.3 Existence of the solutions

Let
B = {y ∈ C1

α([0, T ], E) : ‖y‖C1
α
≤ R}.

We assume the following hypotheses:

(H1) The function f : (0, T ]× E × E → E is continuous and for all x, y, u, v ∈ E and t ∈
(0, T ]:

‖f(t, x, y)− f(t, u, v)‖ ≤ A‖x− u‖+ t1−αB‖y − v‖,
where A, B ∈ R+.

(H2) For t ∈ (0, T ] and u, v ∈ E,

‖f(t, u, v)‖ ≤ a(t)‖u‖+ tλe−σtb(t)‖v‖,

where σ > 0, λ ≥ 1− α and a(.), b(.) : [0,∞)→ R+ are continuous functions,
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(H3) There exist two functions `,  ∈ C([0, T ],R+) such that for each bounded nonempty
subset Ω ⊂ C1

α([0, T ], E),

γ(f(t,Ω(t),Ω′(t))) ≤ `(t)γ(Ω(t)) + (t)γ(t1−αΩ′(t)), for all t ∈ (0, T ],

and
TF ′(T ) + F (T ) < 1,

where Ω(t) = {y(t) : y ∈ Ω}, Ω′(t) = {y′(t) : y ∈ Ω} and

F (t) =
2

Γ(α)

∫ t

0

∫ s

0

(s− τ)α−1(`(τ) + (τ))dτds, for all t ∈ (0, T ],

(H4) α(1 + α)b∗C + (1 + α)[a∗T + b∗CTα] + a∗T 1+α < Γ(2 + α),
where a∗ = sup[0,T ] a(t) and b∗ = sup[0,T ] b(t).

(H5)

R >
‖b‖Γ(2 + α) + (1 + α)‖a‖Tα + α(1 + α)‖a‖

Γ(2 + α)− [α(1 + α)b∗C + (1 + α)[a∗T + b∗CTα] + a∗T 1+α]
.

Define the operator N : C1
α([0, T ], E)→ C1

α([0, T ], E) by

Ny(t) = b+
atα

Γ(1 + α)
+

1

Γ(α)

∫ t

0

∫ s

0

(s− τ)α−1f(τ, y(τ), y′(τ))dτds,

and the operator N ′ : C1−α([0, T ], E)→ C1−α([0, T ], E) by

N ′y(t) = (Ny)′(t) =
atα−1

Γ(α)
+

1

Γ(α)

∫ t

0

(t− s)α−1f(s, y(s), y′(s))ds.

We will give some useful lemmas to prove our main result.

Lemma 6.5 Suppose that (H1) and (H2) hold. Then

(1) N is continuous and bounded.

(2) NB is equicontinuous for all bounded subset B of C1
α([0, T ], E).

Proof. Let us prove (1), we start to prove that N is bounded. Let y ∈ C1
α([0, T ], E),

from (H2) it is easy to deduce that Ny ∈ C1
α([0, T ], E). Using (H2) and Lemma 1.15, for

all y ∈ Bκ = {y ∈ C1
α([0, T ], E) : ‖y‖C1

α
< κ} and t ∈ (0, T ] we get

‖Ny(t)‖ ≤ ‖b‖+
‖a‖tα

Γ(1 + α)
+

1

Γ(α)

∫ t

0

∫ s

0

(s− τ)α−1‖f(τ, y(τ), y′(τ))‖dτds

≤ ‖b‖+
‖a‖Tα

Γ(α + 1)
+
a∗‖y‖∞

Γ(α)

∫ t

0

∫ s

0

(s− τ)α−1dτds

+
b∗‖y′‖α
Γ(α)

∫ t

0

∫ s

0

(s− τ)α−1τλ+α−1e−στdτds.
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So,

‖Ny‖∞ ≤ ‖b‖+
‖a‖Tα

Γ(1 + α)
+
a∗κT 1+α

Γ(2 + α)
+
b∗κCTα

Γ(1 + α)
= M1. (6.3)

And, we have alos

‖t1−α(Ny)′(t)‖ ≤ ‖a‖
Γ(α)

+
t1−α

Γ(α)

∫ t

0

(t− s)α−1‖f(s, y(s), y′(s))‖ds

≤ ‖a‖
Γ(α)

+
a∗‖y‖∞t1−α

Γ(α)

∫ t

0

(t− s)α−1ds

+
b∗‖y′‖Cαt1−α

Γ(α)

∫ t

0

(t− s)α−1sλ+α−1e−σsds.

So,

‖(Ny)′‖α ≤
‖a‖
Γ(α)

+
a∗κT

Γ(α + 1)
+
b∗κC

Γ(α)
= M2, (6.4)

where

C = max{1, 21−α}Γ(λ+ α)[1 + (λ+ α)(λ+ α + 1)/α]σ−(λ+α).

From (6.3) and (6.4), we get

‖(Ny)‖C1
α
≤M = M1 +M2.

Now we will prove that N is continuous. Let {yn}n∈N → y in C1
α([0, T ], E). The hypothesis

(H1) confirm the existence of an integer m ∈ N such that, for all n ≥ m and t ∈ (0, T ],

‖f(t, yn(t), y′n(t))− f(t, y(t), y′(t))‖ < Γ(1 + α)

T

[
1 + α

1 + α + Tα

]
ε. (6.5)

Thus, ∀t ∈ (0, T ],

‖Nyn(t)−Ny(t)‖+ t1−α‖(Nyn)′(t)− (Ny)′(t)‖

≤ 1

Γ(α)

∫ t

0

∫ s

0

(s− τ)α−1‖f(τ, yn(τ), y′n(τ))− f(τ, y(τ), y′(τ))‖dτds

+
t1−α

Γ(α)

∫ t

0

(t− s)α−1‖f(s, yn(s), y′n(s))− f(s, y(s), y′(s))‖ds.

From (6.5), we conclude that for all n ≥ m:

‖Nyn −Ny‖C1
α
< ε.

To prove (2), it suffices to show that NBκ and (NBκ)
′ are equicontinuous respectively in

C([0, T ], E) and in C1−α([0, T ], E). Let y ∈ Bκ and t1, t2 ∈ (0, T ] with t1 < t2. First of
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all, we have

‖N(y)(t2)−N(y)(t1)‖ ≤ a(tα2 − tα1 )

Γ(α + 1)

+
1

Γ(α)

∫ t2

t1

∫ s

0

(s− τ)α−1‖f(τ, y(τ), y′(τ))‖dτds

≤ a(tα2 − tα1 )

Γ(α + 1)
+

a∗κ

Γ(α)

∫ t2

t1

∫ s

0

(s− τ)α−1dτds

+
b∗κ

Γ(α)

∫ t2

t1

∫ s

0

(s− τ)α−1τλ+α−1e−στdτds

≤ a+ b∗κC

Γ(α + 1)
(tα2 − tα1 ) +

a∗κ

Γ(α + 2)
(tα+1

2 − tα+1
1 ).

By taking t2 tends to t1, the right-hand side of the last inequality approaches to 0.
Therefore NBκ is equicontinuous in C([0, T ], E).
And, we also have

‖t1−α2 N ′(y)(t2)− t1−α1 N ′(y)(t1)‖ ≤ t1−α1

Γ(α)

×
∥∥∥∥∫ t2

0

(t2 − s)α−1f(s, y(s), y′(s))ds−
∫ t1

0

(t1 − s)α−1f(s, y(s), y′(s))ds

∥∥∥∥
≤ t1−α1

Γ(α)

∫ t1

0

[(t1 − s)α−1 − (t2 − s)α−1]‖f(s, y(s), y′(s))‖ds

+
t1−α2 − t1−α1

Γ(α)

∫ t1

0

(t2 − s)α−1‖f(s, y(s), y′(s))‖ds

+
t1−α2

Γ(α)

∫ t2

t1

(t2 − s)α−1‖f(s, y(s), y′(s))‖ds

≤ a∗κt1−α1

Γ(α)

∫ t1

0

[(t1 − s)α−1 − (t2 − s)α−1]ds

+
b∗κt1−α1

Γ(α)

∫ t1

0

[(t1 − s)α−1 − (t2 − s)α−1]sλ+α−1ds

+
a∗κ(t1−α2 − t1−α2 )

Γ(α)

∫ t1

0

(t2 − s)α−1ds

+
b∗κ(t1−α2 − t1−α2 )

Γ(α)

∫ t1

0

(t2 − s)α−1sλ+α−1ds

+
a∗κt1−α2

Γ(α)

∫ t2

t1

(t2 − s)α−1ds+
a∗κt1−α2

Γ(α)

∫ t2

t1

(t2 − s)α−1sλ+α−1ds

≤ a∗κT 1−α + b∗κT λ

Γ(α + 1)
[tα1 − tα2 + (t2 − t1)α]
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+
a∗κTα + b∗κT λ+2α−1

Γ(α + 1)
(t1−α2 − t1−α2 ) +

a∗κT 1−α + b∗κT λ

Γ(α + 1)
(t2 − t1)α.

By taking t2 tends to t1, the right-hand side of the last inequality approaches to 0, and
hence (NBκ)

′ is equicontinuous in C1−α([0, T ], E). 2

To present our main result, we recall here some definitions and notations. We denote
by γα the Kuratowski measure of non-compactness defined on any bounded subset of
C1
α([0, T ], E). We can easily show the following inequality

γα(D) ≤ sup
t∈[0,T ]

γ(D(t)) + sup
t∈(0,T ]

γ(D′α(t)) ≤ 2γα(D), (6.6)

where D(t) = {y(t) : y ∈ D}, D′α(t) = {y′α(t) : y ∈ D} and D is a bounded, equicontinu-
ous subset of C1

α([0, T ], E).

Theorem 6.6 Suppose that conditions (H1)− (H5) are valid. Then Problem (P) has at
least one solution.

Proof. Using Lemma 6.4, it is clear that the fixed points of the operator N , defined
previously, are solutions of Problem (P). We will verify that N satisfies the assumptions
of Mönch fixed point theorem (Theorem 1.33).
First, we show that N is well-defined from B to B, indeed: let y ∈ B. By using the
condition (H2) and after some calculations, we get

‖Ny(t)‖+ ‖t1−α(Ny)′(t)‖ ≤ ‖b‖+
‖a‖Tα

Γ(α + 1)
+
‖a‖
Γ(α)

+

[
α(α + 1)b∗C + (α + 1)[a∗T + b∗CTα] + a∗Tα+1

Γ(α + 2)

]
R.

From (H4) and the inequality (H5), we obtain

∀y ∈ B : ‖Ny‖C1
α
< R.

Note that B is bounded, convex and closed subset of C1
α([0, T ], E) and N is continuous

on B. Next we need to prove the following implication

V ⊂ conv{N(V ) ∪ {0}} =⇒ γα(V ) = 0, for any V ⊂ B.

Let V ⊂ B such that V ⊂ conv{N(V )∪{0}}. From Lemmas 1.32, 6.5, (H3), the inequality
(6.6) and the previous steps, we arrive at

γ(NV (t)) + γ(t1−α(NV )′(t)) ≤ 1

Γ(α)

∫ T

0

∫ s

0

(s− τ)α−1`(τ)γ(NV (τ))dτds

+
1

Γ(α)

∫ T

0

∫ s

0

(s− τ)α−1(τ)γ((NV )′α(τ))dτds

+
T

Γ(α)

∫ T

0

(t− s)α−1`(s)γ(NV (s))ds+
T

Γ(α)

∫ T

0

t− s)α−1(s)γ((NV )′α(s))ds
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Thus,
γα(NV ) ≤ [F (T ) + TF ′(T )] γα(NV ).

By condition (H3). We get γα(N(V )) = 0, that is γα(V ) = 0. From the theorem 1.33, N
has a fixed point y ∈ B which is a solution of Problem (P). 2

6.4 Example

We shall now consider the following fractional-ordinary differential equation

RLD
1
2y′(t) =

(
sin(t)

20(1 + t2)
yn(t) +

√
t

20(1 + t2)e5
√

2t
y′n(t)

)∞
n=1

, t ∈ (0, 1], (6.7)

I
1
2

0+y
′(0+) = (1, 0, . . . , 0, . . .), (6.8)

y(0) = (1, 0, . . . , 0, . . .). (6.9)

Let
E = {(y1, y2, . . . , yn, . . .) : sup

n
|yn| <∞},

with the norm ‖y‖ = supn |yn|, then (E, ‖.‖) consists a Banach space, by comparing with
the equations of Problem (P), we notice that

α = λ =
1

2
and f(t, y(t), y′(t)) = (f(t, y1(t), y′1(t)), . . . , f(t, yn(t), y′n(t)), . . .),

where

f(t, yn(t), y′n(t)) =
sin(t)

20(1 + t2)
yn(t) +

√
t

20(1 + t2)e5
√

2t
y′n(t), n ∈ N∗.

Clear that f : (0, 1]× E × E → E is continuous and

‖f(t, y(t), y′(t))‖ ≤ 1

20(1 + t2)
‖y(t)‖+

√
t

20(1 + t2)e5
√

2t
‖y′(t)‖.

Hence (H1) and (H2) are satisfied. Next, For any bounded set B ⊂ C1
α([0, 1], E), we have

f(t, B(t), B′(t)) =
sin(t)

20(1 + t2)
B(t) +

√
t

20(1 + t2)
B′(t).

Then

γ(f(t, B(t), B′(t)) ≤ sin(t)

20(1 + t2)
γ(B(t)) +

1

20(1 + t2)
γ(
√
tB′(t)),

since F (1) + F ′(1) ≤ 1
5Γ(2.5)

+ 1
5Γ(1.5)

' 0.3760 < 1. So, (H3) holds. We have C = 1, thus

α(1 + α)b∗C + (1 + α)[a∗T + b∗CTα] + a∗Tα+1 = 0.475 < Γ(2 + α) = 1.3293.

So, (H4) holds. Therefore, Theorem 6.6 ensures that problem (6.7)-(6.9) has a solution.
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