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Introduction

Stabilization of evolution problems

Problems of global existence and stability in time of Partial Differential Equations made object,
recently, of many work. In this thesis we were interested in study of the global existence and
the stabilization of some evolution equations.

The purpose of stabilization is to attenuate the vibrations by feedback, thus it consists
in guaranteeing the decrease of energy of the solutions to 0 in a more or less fast way by a
mechanism of dissipation

More precisely, the problem of stabilization consists in determining the asymptotic be-
haviour of the energy by E(t), to study its limits in order to determine if this limit is null or
not and if this limit is null, to give an estimate of the decay rate of the energy to zero.

This problem has been studied by many authors for various systems. In our study, we
obtain several type of stabilization

1) Strong stabilization: E(t)→ 0, as t→∞.

2) Logarithmic stabilization: E(t) ≤ c(log(t))−δ,∀t > 0, (c, δ > 0).

3) polynomial stabilization: E(t) ≤ ct−δ,∀t > 0, (c, δ > 0)

4) uniform stabilization: E(t) ≤ ce−δt,∀t > 0, (c, δ > 0).

For wave equation with dissipation of the form u′′ − ∆xu + g(u′) = 0, stabilization problems
have been investigated by many authors:
When g : IR → IR is continuous and increasing function such that g(0) = 0, global existence
of solutions is known for all initial conditions (u0, u1) given in H4(Ω) × L2(Ω). This result
is, for instance, a consequence of the general theory of nonlinear semi-groups of contractions
generated by a maximal monotone operator (see Brézis [16]).

Moreover, if we impose on the control the condition ∀λ 6= 0, g(λ) 6= 0, then strong asymptotic
stability of solutions occurs in H1

0 (Ω)× L2(Ω), i.e.,

(u, u′)→ (0, 0) strongly in H1
0 (Ω)× L2(Ω),

without speed of convergence. If the solution goes to 0 as time goes to ∞, how to get energy
decay rates?

5
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Dafermos has written in 1978 ”Another advantage of this approach is that it is so simplistic
that it requires only quite weak assumptions on the dissipative mechanism. The corresponding
drawback is that the deduced information is also weak, never yielding, for example, decay rates
of solutions.”

Many authors have worked since then on energy decay rates. First results were obtained for
linear stabilization, then for polynomial stabilization (see M. Nakao A. Haraux [30], E. Zuazua
and V. Komornik [36]) and then extended to arbitrary growing feedbacks (close to 0). In the
same time, geometrical aspects were considered.

By combining the multiplier method with the techniques of micro-local analysis, Lasiecka et
al have investigated different dissipative systems of partial differential equations (with Dirich-
let and Neumann boundary conditions) under general geometrical conditions with nonlinear
feedback without any growth restrictions near the origin or at infinity. The computation of de-
cay rates is reduced to solving an appropriate explicitly given ordinary differential equation of
monotone type. More precisely, the following explicit decay estimate of the energy is obtained:

E(t) ≤ h(
t

t0
− 1), ∀t ≥ t0, (1)

where t0 > 0 and h is the solution of the following differential equation:

h′(t) + q(h(t)) = 0, ∀t ≥ 0 and h(0) = E(0) (2)

and the function q is determined entirely from the behavior at the origin of the nonlinear
feedback by proving that E satisfies

(Id− q)−1
(
E((m+ 1)t0)

)
≤ E(mt0), ∀m ∈ IN.

In this thesis, the main objective is to give a global existence and stabilization results.
This work consists in three chapter.

Chapter 1: The Euler-Bernoulli beam equation with dy-

namic boundary control of fractional derivative type

In this chapter, we consider the Timoshenko beam system with dynamic controls of fractional
derivative type, that is,

(P ) ϕtt(x, t) + ϕxxxx(x, t) = 0 in ]0, L[×]0,+∞[

where (x, t) ∈ (0, L)× (0,+∞). This system is subject to the boundary conditions

ϕ(0, t) = ϕx(0, t) = 0 in (0,+∞)
ϕxx(L, t) = 0 in (0,+∞)
−mϕtt(L, t) + ϕxxx(L, t) = γ∂α,ηt ϕ(L, t) in (0,+∞)



CONTENTS 7

We prove a global existence result using the semi-group theory based on maximum monotone
method. Furthermore, we show that our system is not uniformly stable in general, since it is
the case of the interval, more precisely we show that an infinite number of eigenvalues approach
the imaginary axis. Also, we look for a polynomial decay rate for smooth initial data for our
system by applying a frequency domain approach combining with a multiplier method.

Chapter 2: Optimal decay rates for the acoustic wave

motions with boundary memory damping

In this chapter, we consider the Timoshenko beam system with dynamic controls of fractional
derivative type, that is,

(P )



ytt(x, t)− yxx(x, t) = 0 in (0, L)× (0,+∞),
y(0, t) = 0 in (0,+∞),
yx(L, t) = zt(t) in (0,+∞),
yt(L, t) +mz(t) + γ∂α,ηt z(t) = 0 in (0,+∞),
y(x, 0) = y0(x), yt(x, 0) = y1(x) in (0, L),

where (x, t) ∈ (0, L) × (0,+∞),m > 0, γ > 0, η ≥ 0 and the initial data are taken in suitable
spaces. We prove a global existence result using the semi-group theory based on maximum
monotone method. Furthermore, we show that our system is not uniformly stable in general,
since it is the case of the interval, more precisely we show that an infinite number of eigenvalues
approach the imaginary axis. Also, we look for a polynomial decay rate for smooth initial data
for our system by applying a frequency domain approach combining with a multiplier method.

Chapter 3:Exponential decay of the Timoshenko beam

system with fractional time delays

In this chapter, we consider the same system as above

(P )
{
ρ1ϕtt(x, t)−K(ϕx + ψ)x(x, t) + a1∂

σ1,κ1
t ϕ(x, t− τ1) + a2ϕt(x, t) = 0,

ρ2ψtt(x, t)− bψxx(x, t) +K(ϕx + ψ)(x, t) + ã1∂
σ2,κ2
t ψ(x, t− τ2) + ã2ψt(x, t) = 0,

where (x, t) ∈ (0, L)× (0,+∞). This system is subject to the boundary conditions

ϕ(0, t) = ϕ(L, t) = 0, ψ(0, t) = ψ(L, t) = 0 in (0,+∞).

we prove exponential energy decay estimate using the semigroup theory of linear operators and
an estimate on the resolvent of the generator associated with the semigroup.
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Chapter 1

PRELIMINARIES

As the analysis done in this P.H.D thesis local on the semigroup and spectral analysis theories,
we recall, in this chapter, some basic definitions and theorems which will be used in the following
chapters. we refer to

1.1 Bounded and Unbounded linear operators

We start this chapter by give some well known results abounded and unbounded operators.
We are not trying to give development, but review the basic definitions and theorem, mostly
without proof. Let E, (‖.‖E) and (F, ‖.‖F ) be two Banach spaces over IC, and H will always
denote a Hilbert space equipped with the inner scalar product < ., . >H and the corresponding
norm ‖.‖H .
A linear operator T : E 7→ F is a transformation which maps lineary E in F, that is

T (αu+ βv) = αT (u) + βT (v), ∀u, v ∈ E and α, β ∈ IC

Definition 1.1.1 A linear operator T : E 7→ F is said to be bounded there exists C ≥ 0 such
that

‖Tu‖F < C‖u‖E ∀u ∈ E

The set of all bounded linear operators from E into F is denoted by L(E,F ). Moreover, the set
of all bounded linear operators from E into F is denoted by L(E)

Definition 1.1.2 A bounded operator T ∈ L(E,F ) is said to be co;pact if for each sequence
(x)

n∈IN ∈ E with ‖xn‖E = 1 for each n ∈ IN, the sequence (Txn)
n∈IN has a subsequence which

converges in F.
The set of all compact operators from E into F is denoted by K(E,F ). For simplicity one writes
K(E) = K(E,F )

Definition 1.1.3 Let T ∈ L(E,F ), we define

9
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� Range of T by

R(T ) = {Tu : u ∈ E} ⊂ F.

� Kernel of T by

ker(T ) = {u ∈ E : Tu = 0} ⊂ E.

Theorem 1.1.1 ( fredholm alternative) If T ∈ K(E), then

� ker(I − T ) is finite dimension, (I is the identity operator on E)

� R(I − T ) is closed

� ker(I − T ) = 0⇔ R(I − T ) = E

Definition 1.1.4 An unbounded linear operator T from E into F is a pair (T,D(T)), consisting
of a subspace D(T ) ⊂ E (called the domain of T ) and a linear transformation

T : D(T ) ⊂ E → F

In the case when E = F then we say (T,D(T)) is an unbounded linear operator on E. If
D(T ) = E then T ∈ L(E,F ).

Definition 1.1.5 Let T : D(T ) ⊂ E → F be an unbounded linear operator.

� The range of T is defined by

R(T ) = {Tu : u ∈ D(T )} ⊂ F

� The kernel of T is defined by

ker(T ) = {u ∈ D(T ) : Tu = 0} ⊂ E

� the graph of T is defined by

G(T ) = {(u, Tu) : u ∈ D(T )} ⊂ E × F

Definition 1.1.6 A map T is said to be closed if G(T ) is closed in E × F .the closeness of an
unbounded linear operator T can be characterize as following
if un ∈ D(T ) such that un → u in E and Tun → v in F, then u ∈ D(T ) and Tu = v

Definition 1.1.7 Let T : D(T ) ⊂ E → F be a closed unbounded linear operator.

� The resolvent set of T is defined by

ρ(T ) = {λ ∈ IC : λI − T is bijective from D(T ) onto F}
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� The resolvent of T is defined by

R(λ, T ) = {(λI − T )−1 : λ ∈ ρ(T )}

� The spectrum set of T is the complement of the resolvent set in IC , denoted by

σ(T ) = IC/ρ(T )

Definition 1.1.8 Let T : D(T ) ⊂ E → F be a closed unbounded linear operator. we can split
the spectrum σ(T ) of T into three disjoint sets, given by

� The ponctuel spectrum of T is define by

σp(T ) = {λ ∈ IC : ker(λI − T ) 6= {0}}

in this case λ is called an eignvalue of T

� The continuous spectrum of T is define by

σc(T ) = {λ ∈ IC : ker(λI−T ) = 0,R(λI − T ) = F and (λI−T )−1 is not bounded}.

� The residual spectrum of T is define by

σc(T ) = {λ ∈ IC : ker(λI − T ) = 0 and R(λI − T ) is not dense in F}

Definition 1.1.9 Let T : D(T ) ⊂ E → F be a closed unbounded linear operator and let λ be
an eigenvalue of A. A non-zero element e ∈ E is called a generalized eigenvalue of T associated
with the eigenvalue λ, if there exists n ∈ IN∗ such that

(λI − T )ne = 0 and (λI − T )n−1e 6= 0

. If n = 1, then is called an eigenvector.

Definition 1.1.10 Let T : D(T ) ⊂ E → F be a closed unbounded linear operator. We say
that T has compact resolvent, if there exist λ0 ∈ ρ(T ) such that (λ0I − T )−1 is compact.

Theorem 1.1.2 Let (T,D(T ))be a closed unbounded linear operator on H then the space
(D(T ), ‖.‖D(T )) where ‖u‖D(A) = ‖Tu‖H + ‖u‖H ∀u ∈ D(T ) is Banach space.

Theorem 1.1.3 Let (T,D(T)) be a closed unbounded linear operator on H then, ρ(T ) is an
open set of IC
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1.2 Semigroups, Existence and uniqueness of solution

In this section, we start by introducing some basic concepts concerning the semigroups. The
vast majority of the evolution equations can be reduced to the form{

Ut = AU, t > 0
U(0) = U0,

(1.1)

where A is the infinitesimal generator of C0-semigroup S(T ) over a Hilbert space H. Lets start
by basic definitions and theorems.
Let (X, ‖.‖X) be a Banach space, and H be a Hlbert space equipped with the inner product
< ., . >H and the induced norm ‖.‖H

Definition 1.2.1 A family (S(t))t≥0 of bounded linear operations in X is called a strong con-
tinuous semigroup (in short, a C0-semigroup) if

� S(0) = I (I is called identity operator on X).

� S(t+ s) = S(t)S(s), ∀t, s ≥ 0

� For each u ∈ H,S(t)u is continuous in t on [0,+∞[

Sometimes we also denote S(t) by etA

Definition 1.2.2 For a semigroup (S(t))t≥0, we define an linear operator A with domain D(A)
consisting of points u such that the limit

Au := lim
t→0+

S(t)u− u
t

, u ∈ D(A)

exists. Then A is called the infinitesimal generator of the semigroup in X. Then there exist a
constant M ≥ 1 and ω ≥ 0 such that

‖S(t)‖L(X) ≥Meωt,∀t ≥ 0

If ω = 0 then the corresponding semigroup is uniformly bounded. moreover, if M = 1 then
(S(t))t≥0 is said to be a C0-semigroup of contractions.

Definition 1.2.3 An unbounded linear operator (A,D(A)) on H, is said to be dissipative if

R < Au, u >H≥ 0, ∀u ∈ D(A)

Definition 1.2.4 An unbounded linear operator (A,D(A)) on X, is said to be m-dissipative if

� A is dissipative operator

� ∃λ0 > such that R(λ0I − A) = X

Theorem 1.2.1 Let A be a m-dissipative operator, then
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� R(λ0I − A) = X, ∀λ > 0

� ]0,∞[⊆ ρ(A)

Theorem 1.2.2 (Hill-Yoshida) An unbounded linear operator (A,D(A)) on X, is the infinites-
imal generator of a C0-semigroup of contractions (S(t))t≥0 if and only if

� A is closed and D(A) = X

� The resolvent set ρ(A) of contains IR+, and for all λ > 0,

‖(λI − A)−1‖L(X) ≤ λ−1

Theorem 1.2.3 ( Lumer-philips ) Let (A,D(A)) be an unbounded linear operator on X, with
dense domain D(A) in X. A is the infinitesimal generator of c0-semigroup of contractions if
and only if is a m-dissipative operator.

Theorem 1.2.4 Let (A,D(A)) be an unbounded linear operator on X. If A is dissipative with
R(I − A) = X, and X is reflexive then D(A) = X

Corollary 1.2.1 Let (A,D(A)) be an unbounded linear operator on H. A is the infinitesimal
generator of a C0-semigroup of contractions if and only if A is m-dissipative operator.

Theorem 1.2.5 Let A be a linear operator with dense domain D(A) in a Hilbert space H.
If A is dissipative and 0 ∈ ρ(A), then A is the infinitesimal generator of C0-semigroup of
contractions on H.

Theorem 1.2.6 ( Hill-Yoshida) Let (A,D(A)) be an unbounded linear operator on H. Assume
that A is the infinitesimal generator of C0-semigroup of contractions(S(t))t≥0

1. For U0 ∈ D(A), the problem (1.1) admits a unique strong solution

U(t) = S(t)U0 ∈ C0(IR+, D(A)) ∩ C1(IR+, H)

.

2. For U0 ∈ H, the problem (1.1) admits a unique weak solution

U(t) ∈ C0(IR+, H)

.
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1.3 Stability of semigroups

In this section we start by introducing definition about strong, exponential and polynomial
stability of a C0-semigroup. Then we collect some results about the stability of C0-semigroup.

Let (X, ‖.‖H) be a Banach space, and H be a Hilbert space equipped with the inner prod-
uct < ., . >H and the induced norm ‖.‖H .

Definition 1.3.1 Assume that A is the operator of a strongly continuous semigroup of con-
tractions (S(t))t≥0 on X. We say that the C0-semigroup (S(t))t≥0 is

� Strongly stable if

lim
t→+∞

‖S(t)u‖X = 0 ∀u ∈ X

� Uniformly stable if

lim
t→+∞

‖S(t)u‖ L(X)
= 0

� Exponentially stable if there exist two positive constants M and ε such that

‖S(t)u‖X ≤Me−εt‖u‖X ∀t > 0,∀u ∈ X

� Polynomially stable if there exist two positive constants C and α such that

‖S(t)u‖X ≤ Ct−α‖u‖X ∀t > 0,∀u ∈ X

Proposition 1.3.1 Assume that A is the generator of a strongly continuous semigroup of
contractions (S(t))t≥0 on X. The following statements are equivalent

� (S(t))t≥0 is uniformly stable

� (S(t))t≥0 is exponentially stable

First, we look for the necessary conditions of strong stability of a C0-semigroup. The result was
obtained by Arendt and Batty

Theorem 1.3.1 (Arendt and Batty) Assume that A is the generator of a strongly continuous
semigroup of contractions (S(t))t≥0 on a reflexive Banach space X. If

� A has no pure imaginary eigenvalues.

� σ(A) ∩ iIR is countable.

Then S(t)is strongly stable.
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Remark 1.3.1 If the resolvent (I −T )−1 of T is compact, then σ(T ) = σp(T ). Thus, the state
of Theorem (1.3) lessens to σp(A) ∩ iIR = ∅.

Next, when the C0-semigroup is strongly stable, we look for the necessary and suffient conditions
of exponential stability of C0-semigroup. In fact, exponential stability results are obtained using
different methods like: multipliers method, frequency domain approach, Riez basis approach,
Fourier analysis or a combination of them. In this thesis we will review only two methods. The
first method is a frequency domain approach method was obtained by Huang-Pruss.

Theorem 1.3.2 (Huang-Pruss) Assume that A is the generator of strongly continuous semi-
group of contractions (S(t))t≥0 on H. S(t) is uniformly stable if and only if

� iIR ⊂ ρ(A).

� sup
β∈IR ‖(iβI − A)−1‖L(H) < +∞

The second one, is a classical method based on the spectrum analysis of the operator A.

Definition 1.3.2 Let (A,D(A)) be an unbounded linear operator on H. Assume that A is the
infinitesimal generator of C0-semigroup of contractions (S(t))t≥0

� The growth bound of A is define by

ω0(A) = ω ∈ IR : ∃Nω ∈ IR such that ∀t ≥ 0 we have ‖S(t)‖ ≤ Nωe
ωt

� The spectral bound of A is define by

s(A) = sup R(λ) : λ ∈ σ(A)

Proposition 1.3.2 Let (A,D(A)) be an unbounded linear operator on H. Assume that A is the
infinitesimal generator of C0-semigroup of contractions (S(t))t≥0. Then, (S(t))t≥0 is uniformly
exponentially stable if and only if its growth bound ω0(A) < 0

Proposition 1.3.3 Let (A,D(A)) be an unbounded linear operator on H. Assume that A is the
infinitesimal generator of C0-semigroup of contractions (S(t))t≥0. Then, we have

s(A) ≤ ω0(A)

Corollary 1.3.1 Let (A,D(A)) be an unbounded linear operator on H. Assume that s(A) = 0,
then (S(t))t≥0 is not uniformly exponentially stable.
In this case when the C0-semigroup is not exponentially stable we look for a polynomial one. In
general, polynomial stability results also are obtained using different methods like: multipliers
method, frequency domain approach, Riez basis approach, Fourier analysis or a combination of
them. In this thesis we will review only one method. The first method is a frequency domain
approach method was method was obtained by Batty, A.Borichev and Tomilov, Z. Liu and
B.Rao.
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Theorem 1.3.3 (Batty, A.Borichev and Y.Tomilov, Z.Liu and B.Rao ) Assume that A is the
generator of a strongly continuous semigroup of contractions (S(t))t≥0 on H. If iIR ⊂ ρ(A),
then for a fixed l > 0 the following conditions are equivalent

1. lim
|λ|→+∞

sup
1

λl
‖(λI − A)−1‖L(H) < +∞

2. ‖S(t)U0‖H ≤
C

tl−1
‖U0‖D(A) ∀t > 0, U0 ∈ D(A), for some C > 0

1.4 Fractional Derivative control

In this part, we introduce the necessary elements for the good understanding of this manuscript.
It includes a brief reminder of the basic elements of the theory of fractional computation as
well as some examples of applications of this theory in this scientific field. The concept of
fractional co;putation is a generalization of ordinary derivation and integration to an arbitrary
order. Derivatives of non-integer order are now widely applied in many domains, for example
in economics, electronics, mechanics, biology, probability and viscoelasticity.
A particular interest for fractional derivation is related to the mechanical modeling of gums and
rubbers. In short, all kinds of materials that preserve the memory of previous deformations in
particular viscoelastic. Indeed, the fractional derivation is introduced naturally. There exists a
many mathematical definitions of fractional order integration and derivation. These definitions
do not always lead to identical results but are equivalent for a wide large of functions. We
introduce the fractional integration operator as well as the two most definitions of fractional
derivatives, used, namely that Riemann-Liouville and Caputo, by giving the most important
properties of the notations. Fractional systems appear in different fields of research. however,
the progressive interest in their applications in the basic and applied sciences. It can be noted
that for most of the domains presented (automatic, physics, mechanics of continuous media).
The fractional operators are used to take into account memory effects. We can mention the
works that reroute various applications of fractional computation.
In physics, on of the most remarkable applications of fractional computation in physics was
in the context of classical mechanics. Riewe, has shown that the Lagragien of the motion of
temporal derivatives of fractional orders leads to an equation of motion with friction forces
and nonconservative are essential in macroscopic variational processing such as friction. This
result are remarkable because friction forces and non conservative forces are essential in the
usual macroscopic variational processing and therefore in the most advances methods classi-
cal mechanics. Riewe, has generalized the usual Lagrangian variation which depends on the
fractional derivatives in order to deal with the usual non-conservative forces. On the another
hand, serval approaches have been developed to generalize the principle of least action and the
Euler-Lagrange equation to the case of fractional derivative. The definition of the fractional
order derivation is based on that of a fractional order integration, a fractional order derivation
takes on a global character in contrast to an integral derivation. It turns out that the deriva-
tive of a fractional order integration, a fractional order derivation takes on a global character
in contrast to an integral derivation. It turns out that the derivative of a fractional order of a
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function requires the knowledge of f(t) over the entire interval ]a, b[, where in the whole case
only the local knowledge of f around around t is necessary. This property allows to interpret
fractional order systems as long memory systems, the whole systems being then interpretable
as systems with short memory. Now, we give the definition of the fractional derivatives in the
sense of Riemann-Liouville as well as some essential properties.

Definition 1.4.1 The fractional integral of order α > 0, in sense Rieamann-Liouville is given
by

Iαa f(t) =
1

Γ(α)

∫ t

a
(t− s)α−1f(s)ds, t > a

Definition 1.4.2 The fractional derivative of order α > 0, in sens of Rieamann-Liouville of a
function f defined on the interval [a, b] is given by

Dα
RL,a(t) = DnIn−αα f(t) =

1

Γ(n− α)

dn

dtn

∫ t

a
(t− s)n−α−1f(s)ds, n = [α] + 1, t > a

In particular, if α = 0, then
D0
RL,af(t) = I0

af(t) = f(t)

If α = n ∈ IN, then
D0
RL,af(t) = f (n)(t).

moreover, if 0 < α < 1, then n = 1, then

Dα
RL,af(t) =

1

Γ(1− α)

d

dt

∫ t

a
(t− s)−αf(s)ds, t > a

Example 1.4.0.1 Let α > 0, γ > −1 and f(t) = (t− a)γ, then

Iαa f(t) =
Γ(γ + 1)

Γ(γ + α + 1)
(t− a)γ+α,

Dα
RL,af(t) =

Γ(γ)

Γ(γ − α + 1)
(t− a)γ−α

In particular, if γ = 0 and α > 0, then Dα
RL,a(C) = C

(t− α)−α

Γ(1− α)

The derivatives of Riemann-Liouville have certain disadvantages when attempting to model
real world phenomena. The problems studied require a definition of the fractional derivatives
allowing the use of the physically interpretable initial conditions introducing y(0), y′(0), ect.
There shortcomings led to an alternatives that satisfies these demands in the last sixties. It
was introduced by Caputo.In fact, Caputo and Minardi used this definition in their work on
viscoelasticity.
Now, we give the definition of the fractional derivatives in the sense of Caputo as well as some
essential properties.
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Definition 1.4.3 The fractional derivative of order α > 0, in sense of Caputo, defined on the
interval[a, b], is given by

Dα
C,af(t) = Dα

RL,a

(
f(t)−

n−1∑
k=0

f (k)(a)

k!
(t− a)k

)
.

where

n =
{

[α] + 1 if α 6∈ IN,
α if α ∈ IN∗,

In particular, where 0 < α < 1, the relation (1.4.3) take the form

Dα
C,af(t) = Dα

C,a([f(t)− f(a)])
= I1−α

a f ′(t)
=

1

Γ(1− α)

∫ t

a
(t− a)−αf ′(s)ds

If α ∈ IN, then f (n)(t) Dα
C,af(t) = fn(t) coincides i.e

Dα
Caf(t) = fn(t).

Example 1.4.0.2 Let α > 0 and f(t)(t− a)γ where γ > −1. then

Dα
Caf(t) =

Γ(γ)

Γ(γ − α + 1)
(t− a)γ−α

In particular, if γ = 0 and α > 0, then Dα
CaC = 0



Chapter 2

THE EULER-BERNOULLI BEAM
EQUATION WITH DYNAMIC
BOUNDARY CONTROL OF
FRACTIONAL DERIVATIVE TYPE

2.1 Introduction

In this chapter we investigate the existence and decay properties of solutions for the initial
boundary value problem of the Euler Bernoulli beam equation of the type

(P ) ϕtt(x, t) + ϕxxxx(x, t) = 0 in ]0, L[×]0,+∞[

where (x, t) ∈ (0, L)× (0,+∞). This system is subject to the boundary conditions

ϕ(0, t) = ϕx(0, t) = 0 in (0,+∞)
ϕxx(L, t) = 0 in (0,+∞)
−mϕtt(L, t) + ϕxxx(L, t) = γ∂α,ηt ϕ(L, t) in (0,+∞)

where γ > 0. The notation ∂α,ηt stands for the generalized Caputo’s fractional derivative of
order α with respect to the time variable. It is defined as follows

∂α,ηt w(t) =
1

Γ(1− α)

∫ t

0
(t− s)−αe−η(t−s)dw

ds
(s) ds, η ≥ 0.

The system is finally completed with initial conditions

ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x)

where the initial data (ϕ0, ϕ1) belong to a suitable function space.
The problem (P ) describes the motion of clamped flexible beam where one end is clamped,

and the free end holds a rigid tip mass whose mass m is positive.

19
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Models of this form play a fundamental role in many mechanical systems and thus occur
in many applications such as exible robot arms, helicopter rotor blades, spacecraft antennae,
airplane wings, high-rise buildings, etc. An important issue is the suppression of vibrations,
since undesired oscillations can reduce the performance of the system, or worse, result in damage
to the structure. For this reason, the Euler-Bernoulli beam is often coupled with a boundary
control, which acts on the tip and is used to dissipate the vibration.

A simple model describing the transverse vibration of a system of non-homogeneous con-
nected Euler-Bernoulli beams, which was developed in [20], is given by a system of the form

(EB)



ρϕtt(x, t) + EIϕxxxx(x, t) = 0 in ]0, L[×]0,+∞[
ϕ(0, t) = 0,
ϕx(0, t) = 0,
mϕtt(1, t)− EIϕxxx(1, t) = −fe, k1 ∈ IR,
−EIϕxx(1, t)− Jϕxtt(1, t) = τe, k2 ∈ IR,
ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x), x ∈ (0, L)

where ρ denotes the mass density per unit length, EI is the flexural rigidity coefficient, m is
the mass of a of the tip mass, J is the mass moment of inertia, and the following variables have
engineering meanings:

ϕ = vertical displacement,
ϕx = rotation,

−EIϕxx = bending moment
−EIϕxxx = shear

at a point x, at time t.
fe and τe describe the external torque and force acting on the tip mass.

Control of elastic systems is one of the main themes in control engineering. The case of the
wave equation with linear and nonlinear boundary feedback has attracted a lot of attention in
recent years. The bibliography of works in the direction is truly long (see [3], [17], [18], [19],
[30], [36], [42]) and many energy estimates have been derived for arbitrary growing feedbacks
(polynomial, exponential or logarithmic decay).

For plates, also with linear and nonlinear boundary feedback acting through shear forces
and moments, we refer to [39]), [40] for stabilization results and [37] for estimates of the decay.
The more difficult case of control by moment only has been studied in [41]. All these papers
are based on multiplied techniques.

The case of homogeneous beam [20] has also been considered, in the more difficult case of
control by moment only and an exponential stability is proved.

In [1] Z. Achouri et all study the decay rate of the energy of the Euler-Bernoulli equation
with a boundary fractional derivative control as in this study (with m = 0). Using energy
methods, they prove strong asymptotic stability under the condition η = 0 and a polynomial
type decay rate E(t) ≤ C/t1/(1−α) if η 6= 0.

The boundary feedback under the consideration are of fractional type and are described by
the fractional derivatives

∂α,ηt w(t) =
1

Γ(1− α)

∫ t

0
(t− s)−αe−η(t−s)dw

ds
(s) ds
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The order of our derivatives is between 0 and 1. Very little attention has been paid to this
type of feedback. In addition to being nonlocal, fractional derivatives involve singular and
nonintegrable kernels (t−α, 0 < α < 1). This leads to substantial mathematical difficulties since
all the previous methods developed for convolution terms with regular and/or integrable kernels
are no longer valid.

It has been shown (see [49]) that, as ∂t, the fractional derivative ∂αt forces the system to
become dissipative and the solution to approach the equilibrium state. Therefore, when applied
on the boundary, we can consider them as controllers which help to reduce the vibrations.

In recent years, the application of fractional calculus has become a new interest in research
areas such as viscoelasticity, chaos, biology, wave propagation, fluid flow, electromagnetics,
automatic control, and signal processing (see [59]). For example, in viscoelasticity, due to the
nature of the material microstructure, both elastic solid and viscous fluid like response qualities
are involved. Using Boltzmann assumptions, we end up with a stress-strain relationship defined
by a time convolution. Viscoelastic response occurs in a variety of materials, such as soils,
concrete, rubber, cartilage, biological tissue, glasses, and polymers (see [8], [9], [10] and [46]).
In our case, the fractional dissipations may come from a viscoelastic surface of the beam or
simply describe an active boundary viscoelastic damper designed for the purpose of reducing
the vibrations (see [48], [49]).

Our purpose in this chapter is to give a global solvability in Sobolev spaces and energy decay
estimates of the solutions to the problem (P ) with a boundary control of fractional derivative
type. We think that the interaction of the tip mass and boundary control have an effect on the
result of [1].

To obtain global solutions to the problem (P ), we use the argument combining the semigroup
theory (see [16]) with the energy estimate method. For decay estimates, Under the condition
η = 0, using a spectral analysis, we prove non-uniform stability. On the other hand if η 6= 0,
we also show a polynomial type decay rate using a frequency domain approach and a recent
theorem of A. Borichev and Y. Tomilov.

2.2 Augmented model

This section is concerned with the reformulation of the model (P ) into an augmented system.
For that, we need the following claims.

Theorem 2.2.1 (see [48]) Let µ be the function:

µ(ξ) = |ξ|(2α−1)/2, −∞ < ξ < +∞, 0 < α < 1. (2.1)

Then the relationship between the ’input’ U and the ’output’ O of the system

∂tφ(ξ, t) + (ξ2 + η)φ(ξ, t)− U(t)µ(ξ) = 0, −∞ < ξ < +∞, η ≥ 0, t > 0, (2.2)

φ(ξ, 0) = 0, (2.3)

O(t) = (π)−1 sin(απ)
∫ +∞

−∞
µ(ξ)φ(ξ, t) dξ (2.4)
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is given by

O = I1−α,ηU = Dα,ηU (2.5)

where

[Iα,ηf ](t) =
1

Γ(α)

∫ t

0
(t− τ)α−1e−η(t−τ)f(τ) dτ.

Lemma 2.2.1 If λ ∈ D = {λ ∈ IC : Reλ+ η > 0} ∪ {λ ∈ IC : Imλ 6= 0} then

∫ +∞

−∞

µ2(ξ)

λ+ η + ξ2
dξ =

π

sinαπ
(λ+ η)α−1.

Proof Let us set

fλ(ξ) =
µ2(ξ)

λ+ η + ξ2
.

We have ∣∣∣∣∣ µ2(ξ)

λ+ η + ξ2

∣∣∣∣∣ ≤


µ2(ξ)

Reλ+ η + ξ2
or

µ2(ξ)

|Imλ|+ η + ξ2

Then the function fλ is integrable. Moreover

∣∣∣∣∣ µ2(ξ)

λ+ η + ξ2

∣∣∣∣∣ ≤


µ2(ξ)

η0 + η + ξ2
for all Reλ ≥ η0 > −η

µ2(ξ)

η̃0 + ξ2
for all |Imλ| ≥ η̃0 > 0

From Theorem 1.16.1 in [69], the function

fλ : D → IC is holomorphe.

For a real number λ > −η, we have∫ +∞

−∞

µ2(ξ)

λ+ η + ξ2
dξ =

∫ +∞

−∞

|ξ|2α−1

λ+ η + ξ2
dξ =

∫ +∞

0

xα−1

λ+ η + x
dx ( with ξ2 = x)

= (λ+ η)α−1
∫ +∞

1
y−1(y − 1)α−1 dy ( with y = x/(λ+ η) + 1)

= (λ+ η)α−1
∫ 1

0
z−α(1− z)α−1 dz ( with z = 1/y)

= (λ+ η)α−1B(1− α, α) = (λ+ η)α−1Γ(1− α)Γ(α) = (λ+ η)α−1 π

sin πα
.

Both holomorphic functions fλ and λ 7→ (λ+ η)α−1 π

sin πα
coincide on the half line ]−∞,−η[,

hence on D following the principe of isolated zeroes.



2.2. AUGMENTED MODEL 23

We are now in a position to reformulate system (P ). Indeed, by using Theorem 2.2.1, system
(P ) may be recast into the augmented model:

(P ′)



ϕtt + ϕxxxx = 0,
∂tφ(ξ, t) + (ξ2 + η)φ(ξ, t)− ϕt(L, t)µ(ξ) = 0,
ϕ(0, t) = ϕx(0, t) = 0,
ϕxx(L, t) = 0,

ϕxxx(L, t)−mϕtt(L, t) = ζ
∫ +∞

−∞
µ(ξ)φ(ξ, t) dξ,

ϕ(x, 0) = ϕ0(x), ϕt(x, 0) = ϕ1(x).

We define the energy associated to the solution of the problem (P’) by the following formula:

E(t) =
1

2
‖ϕt‖2

2 +
1

2
‖ϕxx‖2

2 +
γ

2
(π)−1 sin(απ)

∫ +∞

−∞
(φ(ξ, t))2 dξ +

m

2
|ϕt(L, t)|2. (2.6)

Lemma 2.2.2 Let (ϕ, φ) be a solution of the problem (P ′). Then, the energy functional defined
by (2.6) satisfies

E ′(t) = −(π)−1 sin(απ)γ
∫ +∞

−∞
(ξ2 + η)(φ(ξ, t))2 dξ ≤ 0. (2.7)

Proof
Multiplying the first equation in (P ′) by ϕt, integrating over (0, L) and using integration by
parts, we get

1

2

d

dt
‖ϕt‖2

2 +
∫ L

0
ϕxxxxϕtdx = 0.

Then

d

dt

(
1

2
‖ϕt‖2

2 +
1

2
‖ϕxx‖2

2

)
+mϕt(L, t)ϕtt(L, t) + ζϕt(L, t)

∫ +∞

−∞
µ(ξ)φ(ξ, t) dξ = 0. (2.8)

Multiplying the second equation in (P ′) by γ(π)−1 sin(απ)φt and integrating over (−∞,+∞),
to obtain:

ζ

2

d

dt
‖φ‖2

2 + ζ
∫ +∞

−∞
(ξ2 + η)(φ(ξ, t))2 dξ − ζϕt(L, t)

∫ +∞

−∞
µ(ξ)φ(ξ, t) dξ = 0. (2.9)

From (2.6), (2.8) and (2.9) we get

E ′(t) = −ζ
∫ +∞

−∞
(ξ2 + η)(φ(ξ, t))2 dξ

where ζ = (π)−1 sin(απ)γ. This completes the proof of the lemma.
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2.3 Global existence

In this section we will give well-posedness results for problem (P ′) using semigroup theory. Let
us introduce the semigroup representation of the (P ′). Let U = (ϕ, ϕt, φ, v)T and rewrite (P ′)
as {

U ′ = AU,
U(0) = (ϕ0, ϕ1, φ0, v0),

(2.10)

where the operator A is defined by

A


ϕ
u
φ
v

 =


u

−ϕxxxx
−(ξ2 + η)φ+ u(L)µ(ξ)

1

m
ϕxxx(L)− ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ)dξ

 (2.11)

with domain

D(A) =


(ϕ, u, φ, v)T in H : ϕ ∈ H4(0, L) ∩H2

L(0, L), u ∈ H2
L(0, L),

ϕxx(L) = 0,−(ξ2 + η)φ+ u(L)µ(ξ) ∈ L2(−∞,+∞),
|ξ|φ ∈ L2(−∞,+∞), v = u(L)

 . (2.12)

where the energy space H is defined as

H = H2
L(0, L)× L2(0, L)× L2(−∞,+∞)× IC

where
H2
L(0, L) = {ϕ ∈ H2(0, L) : ϕ(0) = ϕx(0) = 0}

For U = (ϕ, u, φ, v)T , U = (ϕ, u, φ, v)T , we define the following inner product in H

〈U,U〉H =
∫ L

0
(uu+ ϕxxϕxx) dx+ ζ

∫ +∞

−∞
φφ dξ +mvv.

We show that the operator A generates a C0- semigroup in H. In this step, we prove that
the operator A is dissipative. Let U = (ϕ, u, φ, v)T . Using (2.10), (2.7) and the fact that

E(t) =
1

2
‖U‖2

H, (2.13)

we get

〈AU,U〉H = −ζ
∫ +∞

−∞
(ξ2 + η)(φ(ξ))2 dξ. (2.14)

Consequently, the operator A is dissipative. Now, we will prove that the operator λI − A is
surjective for λ > 0. For this purpose, let (f1, f2, f3, f4)T ∈ H, we seek U = (ϕ, u, φ, v)T ∈ D(A)
solution of the following system of equations

λϕ− u = f1,
λu+ ϕxxxx = f2,
λφ+ (ξ2 + η)φ− u(L)µ(ξ) = f3,

λϕ− 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞
φ(ξ)u(ξ) dξ = f4.

(2.15)
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Suppose that we have found ϕ. Therefore, the first equation in (2.15) gives

u = λϕ− f1. (2.16)

It is clear that u ∈ H2
L(0, L). Furthermore, by (2.15) we can find φ as

φ =
f3(ξ) + µ(ξ)u(L)

ξ2 + η + λ
. (2.17)

By using (2.15) and (2.16) the function ϕ satisfying the following system

λ2ϕ+ ϕxxxx = f2 + λf1. (2.18)

Solving system (2.18) is equivalent to finding ϕ ∈ H4 ∩H2
L(0, L) such that∫ L

0
(λ2ϕw + ϕxxxxw) dx =

∫ L

0
(f2 + λf1)w dx, (2.19)

for all w ∈ H2
L(0, L). By using (2.19) and (2.17) the function ϕ satisfying the following system

∫ L

0
(λ2ϕw + ϕxxwxx) dx+ (λm+ ζ̃)u(L)w(L)+

=
∫ L

0
(f2 + λf1)w dx+mf4w(L)− ζ

∫ +∞

−∞

µ(ξ)

ξ2 + η + λ
f3(ξ) dξ w(L)

(2.20)

where ζ̃ = ζ
∫ +∞

−∞

µ2(ξ)

ξ2 + η + λ
dξ. Using again (2.16), we deduce that

u(L) = λϕ(L)− f1(L). (2.21)

Inserting (2.21) into (2.20), we get
∫ L

0
(λ2ϕw + ϕxxwxx) dx+ λ(λm+ ζ̃)ϕ(L)w(L)

=
∫ L

0
(f2 + λf1)w dx+mf4w(L) + (λm+ ζ̃)f1(L)w(L)− ζ

∫ +∞

−∞

µ(ξ)

ξ2 + η + λ
f3(ξ) dξ w(L)

(2.22)
Consequently, problem (2.22) is equivalent to the problem

a(ϕ,w) = L(w) (2.23)

where the bilinear form a : [H2
L(0, L)×H2

L(0, L)]→ IR and the linear form
L : H2

L(0, L)→ IR are defined by

a(ϕ,w) =
∫ L

0
(λ2ϕw + ϕxxwxx) dx+ λ(λm+ ζ̃)ϕ(L)w(L)

and

L(w) =
∫ L

0
(f2 + λf1)w dx+mf4w(L) + (λm+ ζ̃)f1(L)w(L)− ζ

∫ +∞

−∞

µ(ξ)

ξ2 + η + λ
f3(ξ) dξ w(L).
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It is easy to verify that a is continuous and coercive, and L is continuous. So applying the
Lax-Milgram theorem, we deduce that for all w ∈ H2

L(0, L) problem (2.23) admits a unique
solution ϕ ∈ H2

L(0, L). Applying the classical elliptic regularity, it follows from (2.22) that
ϕ ∈ H4(0, L). Therefore, the operator λI − A is surjective for any λ > 0. Consequently, using
Hille-Yosida theorem, we have the following results.

Theorem 2.3.1 (Existence and uniqueness)

(1) If U0 ∈ D(A), then system (2.10) has a unique strong solution

U ∈ C0(IR+, D(A)) ∩ C1(IR+,H).

(2) If U0 ∈ H, then system (2.10) has a unique weak solution

U ∈ C0(IR+,H).

2.4 Lack of exponential stability

In order to state and prove our stability results, we need some lemmas.

Theorem 2.4.1 ([60]) Let S(t) = eAt be a C0-semigroup of contractions on Hilbert space.
Then S(t) is exponentially stable if and only if

ρ(A) ⊇ {iβ : β ∈ IR} ≡ iIR

and
lim
|β|→∞

‖(iβI −A)−1‖L(H) <∞.

Theorem 2.4.2 ([14]) Let S(t) = eAt be a C0-semigroup on a Hilbert space. If

iIR ⊂ ρ(A) and sup
|β|≥1

1

βl
‖(iβI −A)−1‖L(H) < M

for some l, then there exist c such that

‖eAtU0‖2 ≤ c

t
2
l

‖U0‖2
D(A).

Theorem 2.4.3 ([44]) Let A be the generator of a uniformly bounded C0. semigroup {S(t)}t≥0

on a Hilbert space H. If:

(i) A does not have eigenvalues on iIR.
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(ii) The intersection of the spectrum σ(A) with iIR is at most a countable set,

then the semigroup {S(t)}t≥0 is asymptotically stable, i.e, ‖S(t)z‖H → 0 as t → ∞ for any
z ∈ H.

Theorem 2.4.4 The semigroup generated by the operator A is not exponentially stable.

Proof: We will examine two cases.
Case 1 η = 0: We shall show that iλ = 0 is not in the resolvent set of the operator A. Indeed,
noting that (x sinx, 0, 0, 0)T ∈ H, and denoting by (ϕ, u, φ, v)T the image of (x sinx, 0, 0, 0)T

by A−1, we see that φ(ξ) = |ξ| 2α−5
2 L sinL. But, then φ 6∈ L2(−∞,+∞), since α ∈]0, 1[. And

so (ϕ, u, φ, v)T 6∈ D(A).
• Case 2 η 6= 0: We aim to show that an infinite number of eigenvalues of A approach the
imaginary axis which prevents the Euler-Bernoulli system (P ) from being exponentially stable.
Indeed we first compute the characteristic equation that gives the eigenvalues of A. Let λ be
an eigenvalue of A with associated eigenvector U = (ϕ, u, φ, v)T . Then AU = λU is equivalent
to 

λϕ− u = 0,
λu+ ϕxxxx = 0,
λφ+ (ξ2 + η)φ− u(L)µ(ξ) = 0,

λv − 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ) dξ = 0

(2.24)

From (2.24)1 − (2.24)2 for such λ, we find

λ2ϕ+ ϕxxxx = 0. (2.25)

Using (2.24)3 and (2.24)4, we get

ϕ(0) = 0, ϕx(0) = 0, ϕxx(L) = 0

λv − 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞

µ2(ξ)

ξ2 + λ+ η
dξu(L)

= − 1

m
ϕxxx(L) +

(
λ+

γ

m
(λ+ η)α−1

)
λϕ(L) = 0.

(2.26)

The caracteristics polynomiale of (2.25) is

s4 + λ2 = 0.

We find the roots

t1(λ) =
1√
2

(1 + i)
√
λ, t2(λ) = −t1, t3(λ) = it1, t4(λ) = −t3.

Here and below, for simplicity we denote ti(λ) by ti. The solution ϕ is given by

ϕ(x) =
4∑
i=1

cie
tix. (2.27)
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Thus the boundary conditions may be written as the following system:

M(λ)C(λ) =


1 1 1 1
t1 t2 t3 t4

t21e
t1L t22e

t2L t23e
t3L t24e

t4L

h(t1)et1L h(t2)et2L h(t3)et3L h(t4)et4L



c1

c2

c3

c4

 =


0
0
0
0

 (2.28)

where we have set
h(r) = r3 − λ

(
mλ+ γ(λ+ η)α−1

)
.

Hence a non-trivial solution ϕ exists if and only if the determinant of M(λ) vanishes. Set
f(λ) = detM(λ), thus the characteristic equation is f(λ) = 0.

Our purpose in the sequel is to prove, thanks to Rouché’s Theorem, that there is a subse-
quence of eigenvalues for which their real part tends to 0.

In the sequel, since A is dissipative, we study the asymptotic behavior of the large eigen-
values λ of A in the strip −α0 ≤ R(λ) ≤ 0, for some α0 > 0 large enough and for such λ, we
remark that etiL, i = 1, . . . , 4 remains bounded.

Lemma 2.4.1 There exists N ∈ IN such that

{λk}k∈Z∗,|k|≥N ⊂ σ(A) (2.29)

where

λk = i



(
k + 1

4

)
π

L

2

+
1

Lm
− 1

π(2k + 1
2
)m2
− 1

π2(2k + 1
2
)2m2

(
1− 2

3

L

m

)
+ α̃
k4−2α + β

k4−2α + o
(

1
k4−2α

)
, |k| ≥ N, α̃ ∈ iIR, β ∈ IR, β < 0.

Moreover for all |k| ≥ N , the eigenvalues λk are simple.

Proof

f(λ) = 8it61 + 2it61e
(1−i)Lt1 + 2it61e

(1+i)Lt1 + 2it61e
−(1+i)Lt1 + 2it61e

(−1+i)Lt1

− (2 + 2i)mλ2t31e
(1−i)Lt1 + 2(1− i)mλ2t31e

(1+i)Lt1 − 2(1− i)mλ2t31e
−(1+i)Lt1

+2(1 + i)mλ2t31e
(−1+i)Lt1 − 2(1 + i)qrλt31e

(1−i)Lt1 + 2(1− i)qrλt31e(1+i)Lt1

−2(1− i)qrλt31e−(1+i)Lt1 + 2(1 + i)qrλt31e
(−1+i)Lt1

= 2im
√

2λt61e
−iL
√

2λ

(
e(1+i)L

√
2λ − i+

1

m
√

2λ

(
e(1+i)L

√
2λ + 1

)
+

γr

mλ

(
e(1+i)L

√
2λ − i

)
+ie2iL

√
2λ − e(−1+i)L

√
2λ +

γr

mλ

(
ie2iL

√
2λ − e(−1+i)L

√
2λ
)

+
1

m
√

2λ

(
e2iL

√
2λ + e(−1+i)L

√
2λ + 4eiL

√
2λ
))

(2.30)
Since all the eigenvalues locate on the open left-half complex plane, and since λ is symmetric
with respect to the real axis, we need only to consider the case where π/2 ≤ θ ≤ π. Since√
λ =

√
|λ|(cos θ

2
+ i sin θ

2
), we see that

e−
√

2λ = O(e−µ
√
|λ|), ei

√
2λ = O(e−µ

√
|λ|), µ > 0.
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We set

f̃(λ) =

(
e(1+i)L

√
2λ − i+

1

m
√

2λ
(e(1+i)L

√
2λ + 1) +

γr

mλ
(e(1+i)L

√
2λ − i)

+ie2iL
√

2λ − e(−1+i)L
√

2λ +
γr

mλ
(ie2iL

√
2λ − e(−1+i)L

√
2λ)

+
1

m
√

2λ
(e2iL

√
2λ + e(−1+i)L

√
2λ + 4eiL

√
2λ)

)
= f0(λ) + f1(λ)

λ1/2
+ f2(λ)

λ2−α
+ f3(λ)

λ3−α
+ o

(
1

λ3−α

)
(2.31)

where

f0(λ) = e(1+i)L
√

2λ − i, (2.32)

f1(λ) =
1√
2m

(e(1+i)L
√

2λ + 1). (2.33)

f2(λ) =
γ

m
(e(1+i)L

√
2λ − i). (2.34)

f3(λ) =
γη(α− 1)

m
(e(1+i)L

√
2λ − i). (2.35)

Note that f0 and f1 remain bounded in the strip −α0 ≤ R(λ) ≤ 0.
Step 2. We look at the roots of f0. From (2.32), f0 has one familie of roots that we denote λ0

k.

f0(λ) = 0⇔ e(1+i)L
√

2λ = i.

Hence

(1 + i)L
√

2λ = i
(

2k +
1

2

)
π, k ∈ Z,

i.e.,

λ0
k =

i

4L2

(
2k +

1

2

)2

π2, k ∈ Z.

Now with the help of Rouché’s Theorem, we will show that the roots of f̃ are close to those of
f0. Changing in (2.31) the unknown λ by u = (1 + i)L

√
2λ then (2.31) becomes

f̃(u) = (eu + 1) +O
(

1

u

)
= f0(u) +O

(
1

u

)
.

The roots of f0 are uk =
i

4L2
(2k +

1

2
)2π2, k ∈ Z, and setting u = uk + reit, t ∈ [0, 2π], we

can easily check that there exists a constant C > 0 independent of k such that |eu + 1| ≥ Cr
for r small enough. This allows to apply Rouché’s Theorem. Consequently, there exists a
subsequence of roots of f̃ which tends to the roots uk of f0. Equivalently, it means that there
exists N ∈ IN and a subsequence {λk}|k|≥N of roots of f(λ), such that λk = λ0

k + o(1) which

tends to the roots
i

4L2
(2k +

1

2
)2π2 of f0. Finally for |k| ≥ N, λk is simple since λ0

k is.
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Step 3. From Step 2, we can write

λk =
i

4L2
(2k +

1

2
)2π2 + εk. (2.36)

Using (2.36), we get

e(1+i)L
√

2λ = i+
2iL2

π

εk
(2k + 1

2
)

+ o(
εk
k

). (2.37)

Substituting (2.37) into (2.31), using that f̃(λk) = 0, we get:

f̃(λk) =
2iL2

π

εk
(2k + 1

2
)

+
2L

m(2k + 1
2
)π

+ o(
εk
k

) = 0 (2.38)

and hence

εk =
i

Lm
. (2.39)

This step shows that εk is equivalent to a pure imaginary number. Since we are interested
in the asymptotic behavior of the real part of the εk. we need to find the next term in the
development.
Step 4. From Step 2, we can write

λk =
i

4L2
(2k +

1

2
)2π2 +

i

Lm
+ εk. (2.40)

Using (3.21) and (2.40), we obtain

f̃(λk) =
2iL2

π

εk
(2k + 1

2
)
− L2

m2(2k + 1
2
)2π2

+ o(
εk
k

) + o(
1

k2
) = 0 (2.41)

and hence

εk = − i

π(2k + 1
2
)m2

. (2.42)

Step 5. From Step 2, we can write

λk =
i

4L2
(2k +

1

2
)2π2 +

i

Lm
− i

π(2k + 1
2
)m2

+ εk. (2.43)

Using (3.21) and (2.40), we obtain

f̃(λk) =
2iL2

π

εk
(2k + 1

2
)

+
2

3
L2 2L− 3m

π3(2k + 1
2
)3m3

+ o(
εk
k

) + o(
1

k3
) = 0 (2.44)

and hence

εk = − i

π2(2k + 1
2
)2m2

(
1− 2

3

L

m

)
. (2.45)



2.5. ASYMPTOTIC STABILITY 31

Step 6. From Step 2, we can write

λk =
i

4L2
(2k +

1

2
)2π2 +

i

Lm
− i

π(2k + 1
2
)m2
− i

π2(2k + 1
2
)2m2

(
1− 2

3

L

m

)
+ εk. (2.46)

Using (2.41), we obtain

f̃(λk) = 2iL2

π
εk

(2k+ 1
2

)
+

8

π4

L3

(2k + 1
2
)4m3

+
2γL

πm2

(
4L

π

)4−2α iα

(2k + 1
2
)5−2α

+o( εk
k

) +O( 1
k5

) = 0

(2.47)

hence

εk = i

(
4L

(π(2k + 1
2
)m)3

+
γ

Lm2

(
4L

π

)4−2α cosαπ
2

(2k + 1
2
)4−2α

)

− γ

Lm2

(
4L

π

)4−2α sinαπ
2

(2k + 1
2
)4−2α

.

(2.48)

From (2.39) we have in that case |k|2(2−α)Rλk ∼ β, with

β = − γ

Lm2

(
2L

π

)4−2α

sinα
π

2
.

The operator A has a non exponential decaying branch of eigenvalues. Thus the proof is
complete.

2.5 Asymptotic stability

Lemma 2.5.1 A does not have eigenvalues on iIR.

Proof
We will argue by contraction. Let us suppose that there λ ∈ IR, λ 6= 0 and U 6= 0, such that
AU = iλU . Then, we get

iλϕ− u = 0,
iλu+ ϕxxxx = 0,
iλφ+ (ξ2 + η)φ− u(L)µ(ξ) = 0,

iλv − 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ) dξ = 0

(2.49)

Then, from (2.14) we have

φ ≡ 0. (2.50)

From (2.49)3, we have

u(L) = 0. (2.51)
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Hence, from (2.49)1 we obtain

ϕ(L) = 0 and ϕxxx(L) = 0. (2.52)

From (2.49)1 and (2.49)2, we have

−λ2ϕ+ ϕxxxx = 0. (2.53)

Now, we prove that ϕx(L) = 0. We have the following Lemma.

Lemma 2.5.2 ([23]) Let ϕ ∈ H2(0, L) a solution of equation (2.53). Assume there exists
ζ ∈ [0, L[ such that ϕ(ζ), ϕx(ζ), ϕxx(ζ) are ≥ 0, and ϕ(ζ) +ϕx(ζ) > 0. Then ϕ, ϕx, ϕxx are > 0
on ]ζ, L].

Proof We integrate equation (2.53) from ζ < x to x:

ϕxxx(x) = ϕxxx(ζ) +
∫ x

ζ
ϕxxxx(t) dt

= ϕxxx(ζ) + λ2
∫ x

ζ
ϕ(t) dt.

Integrating once more, we get

ϕxx(x)− ϕxx(ζ) = (x− ζ)ϕxxx(ζ) + λ2
∫ x

ζ

∫ t

ζ
ϕ(z) dz dt

= (x− ζ)ϕxxx(ζ) + λ2
∫ x

ζ
(x− t)ϕ(t) dt.

ϕxx(x) = ϕxx(ζ) + (x− ζ)ϕxxx(ζ) + λ2
∫ x

ζ
(x− t)ϕ(t) dt. (2.54)

Since ϕ(ζ) +ϕx(ζ) > 0 and ϕ(ζ) ≥ 0, there exists η > 0 such that ϕ > 0 on ]ζ, η]. Let η ≤ 1 as
large as possible, and suppose η < 1, that is, ϕ(η) = 0. By (2.54) and assumptions in Lemma
2.5.2, ϕxx ≥ 0 on [ζ, η]. Thus ϕx is nondecreasing, and therefore ≥ 0 on [ζ, η].

Then ϕ is also nondecreasing on [ζ, η]. But this contradicts ϕ(η) = 0. Thus η = 1 and ϕ is
> 0 on ]ζ, η]. The same is true for ϕxxx, ϕxx and ϕx.

Corollary 2.5.1 Soit ϕ ∈ H2(0, L) a solution of equation (2.53) such that ϕ(L) ≥ 0, ϕx(L) ≤
0, ϕxx(L) ≥ 0, and ϕ(L)− ϕx(L) > 0. Then ϕ > 0 on [0, L[.

Proof We set ψ(x) = ϕ(L− x). Then ψ satisfies (2.54). Then applying Lemma 2.5.2.
Now, as ϕ(L) = 0, assume ϕx(L) 6= 0, for instance ϕx(L) < 0, without restriction. By

corollary 2.5.1, ϕ > 0 on [0, L[, thus ϕ(0) > 0, which is a contradiction. Therefore, ϕ(L) =
ϕx(L) = ϕxx(L) = ϕxxx(L) = 0.

Consider X = (ϕ, ϕx, ϕxx, ϕxxx). Then we can rewrite (2.52) and (2.53) as the initial value
problem

d

dx
X = BX

X(L) = 0,
(2.55)
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where

B =


0 1 0 0
0 0 1 0
0 0 0 1
−λ2 0 0 0


By the Picard Theorem for ordinary differential equations the system (2.55) has a unique
solution X = 0. Therefore ϕ = 0. It follows from (2.49), that u = 0 and φ = 0, i.e., U = 0.
Consequently, A does not have purely imaginary eigenvalues, so the condition (i) of Theorem
2.4.3 holds. The condition (ii) of Theorem 2.4.3 will be satisfied if we show that σ(A) ∩ {iIR}
is at most a countable set. We have the following lemma.

Lemma 2.5.3 We have
iIR ⊂ ρ(A) if η 6= 0,
iIR∗ ⊂ ρ(A) if η = 0

where IR∗ = IR− {0}.
Proof
Let λ ∈ IR. Let F = (f1, f2, f3)T ∈ H be given, and let X = (ϕ, u, φ)T ∈ D(A) be such that

(iλI −A)X = F. (2.56)

Equivalently, we have 

iλϕ− u = f1,
iλu+ ϕxxxx = f2,
iλφ+ (ξ2 + η)φ− u(L)µ(ξ) = f3,

iλv − 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ) dξ = f4

(2.57)

From (2.57)1 and (2.57)2, we have

−λ2ϕ+ ϕxxxx = (f2 + iλf1) (2.58)

Suppose that λ 6= 0. It is enough to consider λ > 0. Let λ = τ 2. Taking into account the
domain boundary conditions ϕ(0) = ϕx(0) = 0, implies that the general solution for (2.58) is
of the form

ϕ(x) = A(cosh τx− cos τx) +B(sinh τx− sin τx)

+
1

2τ 3

∫ x

0
(f2(σ) + iτ 2f1(σ))(sinh τ(x− σ)− sin τ(x− σ)) dσ.

(2.59)

Hence
ϕx(x) = τ [A(sinh τx+ sin τx) +B(cosh τx− cos τx)]

+
1

2τ 2

∫ x

0
(f2(σ) + iτ 2f1(σ))(cosh τ(x− σ)− cos τ(x− σ)) dσ,

(2.60)

ϕxx(x) = τ 2[A(cosh τx+ cos τx) +B(sinh τx+ sin τx)]

+
1

2τ

∫ x

0
(f2(σ) + iτ 2f1(σ))(sinh τ(x− σ) + sin τ(x− σ)) dσ,

(2.61)
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ϕxxx(x) = τ 3[A(sinh τx− sin τx) +B(cosh τx+ cos τx)]

+
1

2

∫ x

0
(f2(σ) + iτ 2f1(σ))(cosh τ(x− σ) + cos τ(x− σ)) dσ.

(2.62)

Taking the remaining boundary condition ϕxx(L) = 0, we obtain

A(cosh τL+ cos τL) +B(sinh τL+ sin τL)

= − 1

2τ 3

∫ L

0
(f2(σ) + iτ 2f1(σ))(sinh τ(L− σ) + sin τ(L− σ)) dσ.

(2.63)
From (2.57)3, we have

φ(ξ) =
u(L)µ(ξ) + f3(ξ)

iλ+ ξ2 + η
.

Then(
iλ+

ζ

m

∫ +∞

−∞

µ2(ξ)

iλ+ ξ2 + η
dξ

)
u(L)− 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞

µ(ξ)f3(ξ)

iλ+ ξ2 + η
dξ = f4. (2.64)

Since

ζ
∫ +∞

−∞

µ2(ξ)

iλ+ ξ2 + η
dξ = γ(iλ+ η)α−1

and
u(L) = iλϕ(L)− f1(L),

using (2.64), we get

iλ
(
iλ+

γ

m
(iλ+ η)α−1

)
ϕ(L)− 1

m
ϕxxx(L)

=
(
iλ+

γ

m
(iλ+ η)α−1

)
f1(L)− ζ

m

∫ +∞

−∞

µ(ξ)f3(ξ)

iλ+ ξ2 + η
dξ + f4.

Then

A[iτ 2(iτ 2 +
γ

m
(iλ+ η)α−1)(cosh τL− cos τL)− τ 3

m
(sinh τL− sin τL)]

+B[iτ 2(iτ 2 +
γ

m
(iλ+ η)α−1)(sinh τL− sin τL)− τ 3

m
(cosh τL+ cos τL)]

=
1

2m

∫ L

0
(f2(σ) + iτ 2f1(σ))(cosh τ(L− σ) + cos τ(L− σ)) dσ

−i(iτ 2 +
γ

m
(iτ 2 + η)α−1)

1

2τ

∫ L

0
(f2(σ) + iτ 2f1(σ))(sinh τ(L− σ)− sin τ(L− σ)) dσ

+(iτ 2 +
γ

m
(iτ 2 + η)α−1)f1(L)− ζ

m

∫ +∞

−∞

µ(ξ)f3(ξ)

iτ 2 + ξ2 + η
dξ + f4.

(2.65)

Using (2.65) and (2.63), a linear system in A and B is obtained(
m11 m12

m21 m22

)(
A
B

)
=
(
C̃1

C̃2

)
(2.66)
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where

m11 = (cosh τL+ cos τL),
m12 = (sinh τL+ sin τL),

m21 = [iτ 2(iτ 2 +
γ

m
(iλ+ η)α−1)(cosh τL− cos τL)− τ 3

m
(sinh τL− sin τL)],

m22 = [iτ 2(iτ 2 +
γ

m
(iλ+ η)α−1)(sinh τL− sin τL)− τ 3

m
(cosh τL+ cos τL)].

C̃1 = − 1

2τ 3

∫ L

0
(f2(σ) + iτ 2f1(σ))(sinh τ(L− σ) + sin τ(L− σ)) dσ

C̃2 =
1

2m

∫ L

0
(f2(σ) + iτ 2f1(σ))(cosh τ(L− σ) + cos τ(L− σ)) dσ

−i(iτ 2 +
γ

m
(iτ 2 + η)α−1)

1

2τ

∫ L

0
(f2(σ) + iτ 2f1(σ))(sinh τ(L− σ)− sin τ(L− σ)) dσ

+(iτ 2 +
γ

m
(iτ 2 + η)α−1)f1(L)− ζ

m

∫ +∞

−∞

µ(ξ)f3(ξ)

iτ 2 + ξ2 + η
dξ + f4.

Let the determinant of the linear system given in (2.66) be denoted by D. Then the following
is obtained:

D = m11m22 −m12m21

= −τ
3

m
(cosh τL+ cos τL)2 +

τ 3

m
(sinh τL+ sin τL)(sinh τL− sin τL)

−2iτ 2(iτ 2 +
γ

m
(iλ+ η)α−1)[cosh τL sin τL− sinh τL cos τL]

= −2
τ 3

m
(1 + cosh τL cos τL)− 2iτ 2(iτ 2 +

γ

m
(iλ+ η)α−1)[cosh τL sin τL− sinh τL cos τL]

= −2
τ 3

m
(1 + cosh τL cos τL) + 2τ 4[cosh τL sin τL− sinh τL cos τL]

−2
γ

m
τ 2(τ 4 + η2)

α−1
2 sin(1− α)θ [cosh τL sin τL− sinh τL cos τL]

−2i
γ

m
τ 2(τ 4 + η2)

α−1
2 cos(1− α)θ [cosh τL sin τL− sinh τL cos τL]

where θ ∈]− π/2, π/2[ such that
cos θ = η√

λ2+η2

sin θ = λ√
λ2+η2

.

The roots of

[cosh$ sin$ − sinh$ cos$] = 0

are of the form $k = δk + kπ, δk < π/4, k ∈ IN∗. Hence

1 + cosh$k cos$k 6= 0 ∀k ∈ IN∗.

Then

D 6= 0 ∀λ ∈ IR∗.
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Hence iλ−A is surjective for all λ ∈ IR∗. Now, if λ = 0 and η 6= 0, the system (2.57) is reduced
to the following system 

u = −f1,
ϕxxxx = f2,
(ξ2 + η)φ− u(L)µ(ξ) = f3,

− 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ) dξ = f4

(2.67)

We deduce from (2.67)2

ϕxxx(x) =
∫ x

0
f2(s) ds+ C.

ϕxx(x) =
∫ x

0

∫ s

0
f2(r) dr ds+ Cx+ C ′.

ϕx(x) =
∫ x

0

∫ s

0

∫ r

0
f2(z) dz dr ds+

C

2
x2 + C ′x+ C ′′.

ϕ(x) =
∫ x

0

∫ s

0

∫ r

0

∫ z

0
f2(w) dw dz dr ds+

C

6
x3 +

C ′

2
x2 + C ′′x+ C ′′′.

As ϕ(0) = ϕx(0) = 0, we find C ′′ = C ′′′ = 0.
From (2.67)1 and (2.67)3, we have

ϕxxx(L) = ζ
∫ +∞

−∞

µ2(ξ)

ξ2 + η
dξu(L) + ζ

∫ +∞

−∞

µ(ξ)f3(ξ)

ξ2 + η
dξ −mf4

= −γηα−1f1(L) + ζ
∫ +∞

−∞

µ(ξ)f3(ξ)

ξ2 + η
dξ −mf4.

We find

C = −
∫ L

0
f2(r) dr − γηα−1f1(L) + ζ

∫ +∞

−∞

µ(ξ)f3(ξ)

ξ2 + η
dξ −mf4.

Because ϕxx(L) = 0, we find

C ′ = −CL−
∫ L

0

∫ s

0
f2(r) dr ds.

Hence A is surjective.

Lemma 2.5.4 Let A be defined by (2.11). Then

A∗


ϕ
u
φ
v

 =


−u
ϕxxxx

−(ξ2 + η)φ− u(L)µ(ξ)

− 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ) dξ

 (2.68)

with domain

D(A∗) =


(ϕ, u, φ, v)T in H : ϕ ∈ H4(0, L) ∩H2

L(0, L), u ∈ H2
L(0, L), v ∈ IC

ϕxx(L) = 0,−(ξ2 + η)φ− u(L)µ(ξ) ∈ L2(−∞,+∞), u(L) = v
|ξ|φ ∈ L2(−∞,+∞).

 . (2.69)
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Proof
Let U = (ϕ, u, φ, v)T and V = (ϕ̃, ũ, φ̃, ṽ)T . We have < AU, V >H=< U,A∗V >H.

< AU, V >H =
∫ L

0
uxxϕ̃xx dx−

∫ L

0
ũϕxxxx dx+ ζ

∫ +∞

−∞
[−(ξ2 + η)φ+ u(L)µ(ξ)]φ̃ dξ

+m

(
1

m
ϕxxx(L)− ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ) dξ

)
ṽ

=
∫ L

0
uϕ̃xxxx dx−

∫ L

0
ũxxϕxx dx− ϕ̃xxx(L)u(L) + ϕ̃xx(L)ux(L)− ϕxxx(L)ũ(L)

−ζ
∫ +∞

−∞
φ[(ξ2 + η)φ̃] dξ + ζu(L)

∫ +∞

−∞
µ(ξ)φ̃ dξ + ϕxxx(L)ṽ − ζ

∫ +∞

−∞
µ(ξ)φ(ξ) dξṽ.

As v = u(L) and if we set ṽ = ũ(L) and ϕ̃xx(L) = 0, we find

< AU, V >H =
∫ L

0
uϕ̃xxxx dx−

∫ L

0
ũxxϕxx dx− ζ

∫ +∞

−∞
φ[(ξ2 + η)φ̃+ µ(ξ)ũ(L)] dξ

+mv

(
− 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ) dξ

)
.

Theorem 2.5.1 σr(A) = ∅, where σr(A) denotes the set of residual spectrum of A.

Proof
Since λ ∈ σr(A), λ ∈ σp(A∗) the proof will be accomplished if we can show that σp(A) = σp(A∗).
This is because obviously the eigenvalues of A are symmetric on the real axis. From (2.68), the
eigenvalue problem A∗Z = λZ for λ ∈ IC and 0 6= Z = (ϕ, u, φ, v) ∈ D(A∗) we have

λϕ+ u = 0,
λu− ϕxxxx = 0,
λφ+ (ξ2 + η)φ+ u(L)µ(ξ) = 0,

λv +
1

m
ϕxxx(L)− ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ) dξ = 0

(2.70)

From (2.70)1 and (2.70)2, we find

λ2ϕ+ ϕxxxx = 0, (2.71)

As v = u(L) = −λϕ(L), we deduce from (2.70)3 and (2.70)3 that

ϕxxx(L) = −mλu(L) + ζ
∫ +∞

−∞
µ(ξ)φ(ξ) dξ = λ(mλ+ γ(λ+ η)α−1)ϕ(L). (2.72)

with the following conditions

ϕ(0) = 0, ϕx(0) = 0, ϕxx(L) = 0. (2.73)

System (2.71)-(2.73) is the same as (2.25) and (2.26). Hence A∗ has the same eigenvalues with
A. The proof is complete.
•Case2 η 6= 0:
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Theorem 2.5.2 The semigroup SA(t)t≥0 is polynomially stable and

‖SA(t)U0‖H ≤
1

t1/(4−2α)
‖U0‖D(A).

Proof
We will need to study the resolvent equation (iλ−A)U = F , for λ ∈ IR, namely

iλϕ− u = f1,
iλu+ ϕxxxx = f2,
iλφ+ (ξ2 + η)φ− u(L)µ(ξ) = f3,

iλv − 1

m
ϕxxx(L) +

ζ

m

∫ +∞

−∞
µ(ξ)φ(ξ) dξ = f4

(2.74)

where F = (f1, f2, f3, f4)T . Taking inner product in H with U and using (2.14) we get

|Re〈AU,U〉| ≤ ‖U‖H‖F‖H. (2.75)

This implies that

ζ
∫ +∞

−∞
(ξ2 + η)(φ(ξ, t))2 dξ ≤ ‖U‖H‖F‖H. (2.76)

and, applying (2.74)1, we obtain

||λ||ϕ(L)| − |f1(L)||2 ≤ |u(L)|2.

We deduce that
|λ|2|ϕ(L)|2 ≤ c|f1(L)|2 + c|u(L)|2.

Moreover, from (2.74)4, we have

ϕxxx(L) = imλu(L) + ζ
∫ +∞

−∞
µ(ξ)φ(ξ) dξ −mf4.

Then

|ϕxxx(L)|2 ≤ 2m2|λ|2|u(L)|2 + 2m2f 2
4 + 2ζ2

∣∣∣∣∫ +∞

−∞
µ(ξ)φ(ξ) dξ

∣∣∣∣2
≤ 2m2|λ|2|u(L)|2 + 2m2f 2

4 + 2ζ2

(∫ +∞

−∞
(ξ2 + η)−1|µ(ξ)|2 dξ

) ∫ +∞

−∞
(ξ2 + η)|φi(ξ)|2 dξ

≤ 2m2|λ|2|u(L)|2 + c‖U‖H‖F‖H + c′‖F‖2
H.

(2.77)

From (2.74)3, we obtain
u(L)µ(ξ) = (iλ+ ξ2 + η)φ− f3(ξ). (2.78)

By multiplying (2.78)1 by (iλ+ ξ2 + η)−1µ(ξ), we get

(iλ+ ξ2 + η)−1u(L)µ2(ξ) = µ(ξ)φ− (iλ+ ξ2 + η)−1µ(ξ)f3(ξ). (2.79)
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Hence, by taking absolute values of both sides of (2.79), integrating over the interval ]−∞,+∞[
with respect to the variable ξ and applying Cauchy-Schwartz inequality, we obtain

S|u(L)| ≤ U
(∫ +∞

−∞
(ξ2 + η)|φ|2 dξ

) 1
2

+ V
(∫ +∞

−∞
|f3(ξ)|2 dξ

) 1
2

(2.80)

where

S =
∫ +∞

−∞
(|λ|+ ξ2 + η)−1|µ(ξ)|2 dξ

U =
(∫ +∞

−∞
(ξ2 + η)−1|µ(ξ)|2 dξ

) 1
2

V =
(∫ +∞

−∞
(|λ|+ ξ2 + η)−2|µ(ξ)|2 dξ

) 1
2

.

Thus, by using again the inequality 2PQ ≤ P 2 +Q2, P ≥ 0, Q ≥ 0, we get

S2|u(L)|2 ≤ 2U2
(∫ +∞

−∞
(ξ2 + η)|φ|2 dξ

)
+ 2V 2

(∫ +∞

−∞
|f3(ξ)|2 dξ

)
. (2.81)

We deduce that

|u(L)|2 ≤ c|λ|2−2α‖U‖H‖F‖H + c‖F‖2
H. (2.82)

Let us introduce the following notation

Iϕ(α) = |u(α)|2 + |ϕxx(α)|2

Eϕ(L) =
∫ L

0
Iϕ(s) ds.

Lemma 2.5.5 Let q ∈ H1(0, L). We have that

∫ L

0
qx[|u(x)|2 + 3|ϕxx(x)|2] dx+ 2

∫ L

0
qxxϕxxϕx dx ≤ [qIϕ]L0 − 2Lϕxxx(L)ϕx(L) +R (2.83)

where R satisfies

|R| ≤ C‖U‖H‖F‖H.

for a positive constant C.

Proof
To get (2.83), let us multiply the equation (2.74)2 by qϕx Integrating on (0, L) we obtain

iλ
∫ L

0
uqϕx dx+

∫ L

0
ϕxxxxqϕx dx =

∫ L

0
f2qϕx dx

or

−
∫ L

0
uq(iλϕx) dx+

∫ L

0
qϕxxxxϕx dx =

∫ L

0
f2qϕx dx.
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Since iλϕx = ux + f1x taking the real part in the above equality results in

−1

2

∫ L

0
q
d

dx
|u|2 dx− 1

2

∫ L

0
q
d

dx
|ϕxx|2 dx+ [ϕxxxϕxq]

L
0 +

∫ L

0
qxxϕxxϕx dx+

∫ L

0
qx|ϕxx|2 dx

= Re
∫ L

0
f2qϕx dx+Re

∫ L

0
uqf 1x dx.

Performing an integration by parts we get∫ L

0
qx[|u(x)|2 + 3|ϕxx(x)|2] dx+ 2

∫ L

0
qxxϕxxϕx dx = [qIϕ]L0 − 2q(L)ϕxxx(L)ϕx(L) +R

where

R = 2Re
∫ L

0
f2qϕx dx+ 2Re

∫ L

0
uqf 1x dx.

It is clear that
|R| ≤ C‖U‖H‖F‖H. (2.84)

If we take q(x) = x in Lemma 2.5.5 we arrive at

Eϕ(L) ≤ LIϕ(L)− 2Lϕxxx(L)ϕx(L) +R. (2.85)

Using the continuous embeddings from H2(0, L) into C1([0, L]) we deduce

|ϕx(L)| ≤ C‖ϕ‖H2(0,L) ≤ C ′‖ϕxx‖L2(0,L) ≤ C ′‖U‖H.

Using inequalities (2.85) and (2.84) we conclude that there exists a positive constant C such
that∫ L

0
Iϕ(s) ds ≤ LIϕ(L) + C(|λ|4−2α‖U‖H‖F‖H + |λ|2‖F‖2

H)
1
2‖U‖H + C ′‖U‖H‖F‖H. (2.86)

Since that ∫ +∞

−∞
(φ(ξ))2 dξ ≤ C

∫ +∞

−∞
(ξ2 + η)(φ(ξ))2 dξ ≤ C‖U‖H‖F‖H.

Substitution of inequalities (2.82) into (2.86) we get that

‖U‖2
H ≤ C(|λ|2−2α + 1)‖U‖H‖F‖H + C ′(|λ|4−2α‖U‖H‖F‖H + |λ|2‖F‖2

H)
1
2‖U‖H + C ′′‖F‖2

H.

So we have
‖U‖H ≤ C|λ|4−2α‖F‖H.

The conclusion then follows by applying the Theorem 2.4.2.



Chapter 3

OPTIMAL DECAY RATES FOR THE
ACOUSTIC WAVE MOTIONS WITH
BOUNDARY MEMORY DAMPING

3.1 Introduction

In this chapter we investigate the existence and decay properties of solutions for the initial
boundary value problem of the wave equation of the type

(P )



ytt(x, t)− yxx(x, t) = 0 in (0, L)× (0,+∞),
y(0, t) = 0 in (0,+∞),
yx(L, t) = zt(t) in (0,+∞),
yt(L, t) +mz(t) + γ∂α,ηt z(t) = 0 in (0,+∞),
y(x, 0) = y0(x), yt(x, 0) = y1(x) in (0, L),

where (x, t) ∈ (0, L) × (0,+∞),m > 0, γ > 0, η ≥ 0 and the initial data are taken in suitable
spaces. The notation ∂α,ηt stands for the generalized Caputo’s fractional derivative of order α,
0 < α < 1, with respect to the time variable (see Choi and MacCamy [22]). It is defined as
follows

∂α,ηt w(t) =
1

Γ(1− α)

∫ t

0
(t− s)−αe−η(t−s)dw

ds
(s) ds, η ≥ 0.

The problem (P ) describes sound wave propagation in a domain which is full of some kind of
medium and with a portion of boundary made of light-weight viscoelastic material.

Acoustic model was proposed by Morse and Ingard [51], and improved in a rigorous math-
ematical way by Beale and Rosencrans [11]. Under the assumption that each local-reacting
boundary point acts as a spring, the author analyzed the model in both bounded and exterior
domains in [12], [13]. Uniform energy decay rates were studied in [15], [57] for acoustic wave
systems with both internal and boundary memory damping terms. To our knowledge, there has
been few work about the decay rates of acoustic wave energies when only one memory damping
acting on the acoustic boundary.

41
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Recently, In [33], the authors considered the following initial boundary value problem with
memory type acoustic boundary conditions,

(P )



ytt(x, t)−∆y(x, t) = 0 in Ω× (0,+∞),
y(x, t) = 0 in Γ0 × (0,+∞),
∂y
∂ν

(x, t) = zt(x, t) in Γ1 × (0,+∞),

yt(x, t) +mz(x, t) + γ∂α,0t z(x, t) = 0 in Γ1 × (0,+∞),
y(x, 0) = y0(x), yt(x, 0) = y1(x) in (0, L),

They proved well-posedness and strong stability of the system (P ) without giving an energy
decay rate. Very Recently, in [32] the authors proved that the energy is polynomially stable
but without obtaining the precise exponent.

The aim of the present chapter is to obtain more precise rates of decay. This can be achieved
via some theorems about operator semigroups. We provide a standard method of going from
resolvent estimates for a suitable PDE to rates of decay of classical (strong) solutions.

We should mention here that the approach in [33] and [32], which is based on Laplace
transform is different from ours. By redescribing the fractional derivative term by means of
a suitable diffusion equation as in [48], the original model is transformed into an augmented
system which can be more easily tackled by the energy method.

3.2 Augmented model

This section is concerned with the reformulation of the model (P ) into an augmented system.
For that, we need the following claims.

Theorem 3.2.1 (see [48]) Let µ be the function:

µ(ξ) = |ξ|(2α−1)/2, −∞ < ξ < +∞, 0 < α < 1. (3.1)

Then the relationship between the ’input’ U and the ’output’ O of the system

∂tφ(ξ, t) + (ξ2 + η)φ(ξ, t)− U(t)µ(ξ) = 0, −∞ < ξ < +∞, η ≥ 0, t > 0, (3.2)

φ(ξ, 0) = 0, (3.3)

O(t) = (π)−1 sin(απ)
∫ +∞

−∞
µ(ξ)φ(ξ, t) dξ (3.4)

is given by

O = I1−α,ηU = Dα,ηU (3.5)

where

[Iα,ηf ](t) =
1

Γ(α)

∫ t

0
(t− τ)α−1e−η(t−τ)f(τ) dτ.
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Lemma 3.2.1 (see [1]) If λ ∈ Dη = IC\]−∞,−η] then

∫ +∞

−∞

µ2(ξ)

λ+ η + ξ2
dξ =

π

sinαπ
(λ+ η)α−1.

We are now in a position to reformulate system (P ). Indeed, by using Theorem 3.2.1, system
(P ) may be recast into the augmented model:

(P ′)



ytt(x, t)− yxx(x, t) = 0 in (0, L)× (0,+∞)
∂tφ(ξ, t) + (ξ2 + η)φ(ξ, t)− zt(t)µ(ξ) = 0 in (−∞,+∞)× (0,+∞)
y(0, t) = 0 in (0,+∞)
yx(L, t) = zt(t) in (0,+∞)

yt(L, t) +mz(t) + ζ
∫ +∞

−∞
µ(ξ)φ(ξ, t) dξ = 0 in (0,+∞)

y(x, 0) = y0(x), yt(x, 0) = y1(x) in (0, L)

We define the energy associated to the solution of the problem (P ′) by the following formula:

E(t) =
1

2
‖yt‖2

2 +
1

2
‖yx‖2

2 +
m

2
|z(t)|2 +

ζ

2

∫ +∞

−∞
|φ(ξ, t)|2 dξ. (3.6)

Lemma 3.2.2 Let (y, φ) be a solution of the problem (P ′). Then, the energy functional defined
by (3.6) satisfies

E ′(t) = −ζ
∫ +∞

−∞
(ξ2 + η)|φ(ξ, t)|2 dξ ≤ 0. (3.7)

Proof
Multiplying the first equation in (P ′) by yt, integrating over (0, L) and using integration by
parts, we get

1

2

d

dt
‖yt‖2

2 −<
∫ L

0
yxxytdx = 0.

Then
d

dt

(
1

2
‖yt‖2

2 +
1

2
‖yx‖2

2

)
+ <zt(t)

(
mz(t) + ζ

∫ +∞

−∞
µ(ξ)φ(ξ, t) dξ

)
= 0. (3.8)

Multiplying the second equation in (P ′) by ζφt and integrating over (−∞,+∞), to obtain:

ζ

2

d

dt
‖φ‖2

2 + ζ
∫ +∞

−∞
(ξ2 + η)|φ(ξ, t)|2 dξ − ζ<zt(t)

∫ +∞

−∞
µ(ξ)φ(ξ, t) dξ = 0. (3.9)

From (3.6), (3.8) and (3.9) we get

E ′(t) = −ζ
∫ +∞

−∞
(ξ2 + η)|φ(ξ, t)|2 dξ.

This completes the proof of the lemma.
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3.3 Well-posedness

The energy space associated to system (P ) is

H = H1
L(0, L)× L2(0, L)× L2(−∞,+∞)× IC, H1

L(0, L) = {y ∈ H1(0, L), y(0) = 0}

equipped with the inner product

< U, Ũ >H=
∫

Ω

(
vṽ + yxỹx

)
dx+mzz̃ + ζ

∫ +∞

−∞
φφ̃dξ,

where U = (y, v, φ, z)T , Ũ = (ỹ, ṽ, φ̃, z̃)T ∈ H.
Let U = (y, yt, φ, z)T and rewrite (P ′) as{

U ′ = AU,
U(0) = (y0, y1, φ0, z0),

(3.10)

where the operator A is defined by

A


y
v
φ
z

 =


v
yxx

−(ξ2 + η)φ+ yx(L)µ(ξ)
yx(L)

 (3.11)

with domain

D(A) =


(y, v, φ, z)T in H : y ∈ H2(0, L) ∩H1

L(0, L), v ∈ H1
L(0, L), z ∈ IC,

−(ξ2 + η)φ+ yx(L)µ(ξ) ∈ L2(−∞,+∞),

v(L) +mz + ζ
∫ ∞
−∞

µ(ξ)φ(ξ) dξ = 0,

|ξ|φ ∈ L2(−∞,+∞)

 . (3.12)

Now, we will give well-posedness results for problem (P ) using semigroup theory. We show
that the operator A generates a C0- semigroup in H. We prove that A is a maximal dissipative
operator. For this purpose we need the following two lemmas.

Lemma 3.3.1 The operator A is dissipative and satisfies, for any U ∈ D(A),

<〈AU,U〉H = −ζ
∫ +∞

−∞
(ξ2 + η)|φ(ξ)|2 dξ. (3.13)

Proof For any U = (y, u, φ, v)T ∈ D(A), Using (3.10) and the fact that

‖(y, yt, φ, v)‖2
H = ‖U‖2

H, (3.14)

estimate (3.13) easily follows.

Lemma 3.3.2 The operator λI −A is surjective for all λ > 0.
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Proof We need to show that for all F = (f1, f2, f3, f4)T ∈ H, there exists U = (y, u, φ, v)T ∈
D(A) such that

λU −AU = F, (3.15)

that is 
λy − v = f1,
λv − yxx = f2,
λφ+ (ξ2 + η)φ− yx(L)µ(ξ) = f3,
λz − yx(L) = f4.

(3.16)

Suppose that we have found y. Therefore, the first equation in (3.16) gives

v = λy − f1. (3.17)

It is clear that u ∈ H1
L(0, L). Furthermore, by (3.16) we can find φ as

φ =
f3(ξ) + µ(ξ)yx(L)

ξ2 + η + λ
. (3.18)

By using (3.16) and (3.17) the function y satisfying the following system

λ2y − yxx = f2 + λf1. (3.19)

Solving system (3.19) is equivalent to finding y ∈ H2 ∩H1
L(0, L) such that∫ L

0
(λ2yw − yxxw) dx =

∫ L

0
(f2 + λf1)w dx, (3.20)

for all w ∈ H1
L(0, L). By using (3.20) and (3.18) the function y satisfying the following system

∫ L

0
(λ2yw + yxwx) dx+

λ2

m+ γλ(λ+ η)α−1
y(L)w(L)

=
∫ L

0
(f2 + λf1)w dx+

1

m+ γλ(λ+ η)α−1
(λf1(L)− ζλ

∫ +∞

−∞

µ(ξ)

ξ2 + η + λ
f3(ξ) dξ −mf4)w(L)

(3.21)
Consequently, problem (3.21) is equivalent to the problem

a(y, w) = L(w) (3.22)

where the sesquilinear form a : [H1
L(0, L)×H1

L(0, L)]2 → IR and the antilinear form
L : H1

L(0, L)×H1
L(0, L)→ IR are defined by

a(y, w) =
∫ L

0
(λ2yw + yxwx) dx+

λ2

m+ γλ(λ+ η)α−1
y(L)w(L)

and

L(w) =
∫ L

0
(f2+λf1)w dx+

1

m+ γλ(λ+ η)α−1
(λf1(L)−ζλ

∫ +∞

−∞

µ(ξ)

ξ2 + η + λ
f3(ξ) dξ−mf4)w(L).
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It is easy to verify that a is continuous and coercive, and L is continuous. So applying the
Lax-Milgram theorem, we deduce that for all w ∈ H1

L(0, L) problem (3.22) admits a unique
solution y ∈ H1

L(0, L). Applying the classical elliptic regularity, it follows from (3.21) that
y ∈ H2(0, L). Therefore, the operator λI −A is surjective for any λ > 0. Consequently, using
Hille-Yosida Theorem, we have the following well-posedness result:

Theorem 3.3.1 (Existence and uniqueness)

(1) If U0 ∈ D(A), then system (3.10) has a unique strong solution

U ∈ C0(IR+, D(A)) ∩ C1(IR+,H).

(1) If U0 ∈ H, then system (3.10) has a unique weak solution

U ∈ C0(IR+,H).

3.4 Lack of exponential stability

In order to state and prove our stability results, we need the following well known theorems.

Theorem 3.4.1 ([60]-[31]) Let S(t) = eAt be a C0-semigroup of contractions on Hilbert space.
Then S(t) is exponentially stable if and only if

ρ(A) ⊇ {iβ : β ∈ IR} ≡ iIR

and
lim
|β|→∞

‖(iβI −A)−1‖L(H) <∞.

Theorem 3.4.2 ([14]) Let S(t) = eAt be a C0-semigroup on a Hilbert space. If

iIR ⊂ ρ(A) and sup
|β|≥1

1

βδ
‖(iβI −A)−1‖L(H) < M

for some δ > 0, then there exist c such that

‖eAtU0‖2 ≤ c

t
2
δ

‖U0‖2
D(A).

Theorem 3.4.3 ([7]-[44]) Let A be the generator of a uniformly bounded C0. semigroup
{S(t)}t≥0 on a Hilbert space H. If:

(i) A does not have eigenvalues on iIR.
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(ii) The intersection of the spectrum σ(A) with iIR is at most a countable set,

then the semigroup {S(t)}t≥0 is asymptotically stable, i.e, ‖S(t)z‖H → 0 as t → ∞ for any
z ∈ H.

Our main first result is

Theorem 3.4.4 The semigroup generated by the operator A is not exponentially stable.

Proof: We will examine two cases.
Case 1 η = 0: We shall show that iλ = 0 is not in the resolvent set of the operator A. Indeed,
noting that (0, 0, 0, cosL)T ∈ H, and denoting by (y, v, φ, z)T the image of (0, 0, 0, cosL)T by

A−1, we see that φ(ξ) = |ξ| 2α−5
2 cosL. But, then φ 6∈ L2(−∞,+∞), since α ∈]0, 1[. Hence

(y, v, φ, z)T 6∈ D(A).
• Case 2 η 6= 0: We aim to show that an infinite number of eigenvalues of A approach the
imaginary axis which prevents the wave system (P ) from being exponentially stable. Indeed
We first compute the characteristic equation that gives the eigenvalues of A. Let λ be an
eigenvalue of A with associated eigenvector U = (y, v, φ, z)T . Then AU = λU is equivalent to

λy − v = 0,
λv − yxx = 0,
λφ+ (ξ2 + η)φ− yx(L)µ(ξ) = 0,
λz − yx(L) = 0,

v(L) +mz + ζ
∫ +∞

−∞
µ(ξ)φ(ξ) dξ = 0,

(3.23)

From (3.23)1 − (3.23)2 for such λ, we find

λ2y − yxx = 0. (3.24)

Since v = λy(L), using (3.23)3 and (3.23)4, we get{
y(0) = 0,
λ2y(L) + (m+ γλ(λ+ η)α−1)yx(L) = 0.

(3.25)

The solution y is given by

y(x) =
2∑
i=1

cie
tix, (3.26)

where
t1(λ) = λ, t2(λ) = −λ.

Thus the boundary conditions may be written as the following system:

M(λ)C(λ) =
(

1 1
h(t1)et1L h(t2)et2L

)(
c1

c2

)
=
(

0
0

)
(3.27)

where we have set
h(r) = (m+ γλ(λ+ η)α−1)r + λ2.
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Hence a non-trivial solution y exists if and only if the determinant of M(λ) vanishes. Set
f(λ) = detM(λ), thus the characteristic equation is f(λ) = 0.

Our purpose in the sequel is to prove, thanks to Rouché’s Theorem, that there is a subse-
quence of eigenvalues for which their real part tends to 0.

In the sequel, since A is dissipative, we study the asymptotic behavior of the large eigen-
values λ of A in the strip −α0 ≤ R(λ) ≤ 0, for some α0 > 0 large enough and for such λ, we
remark that eti , i = 1, 2 remains bounded.

Lemma 3.4.1 There exists N ∈ IN such that

{λk}k∈Z∗,|k|≥N ⊂ σ(A) (3.28)

where

λk = i
kπ

L
+

α̃

k1−α +
β

k1−α + o
(

1

k1−α

)
, |k| ≥ N, α̃ ∈ iIR, β ∈ IR, β < 0.

Moreover for all |k| ≥ N , the eigenvalues λk are simple.

Proof

f(λ) = et2h(t2)− et1h(t1)

= −e−λL((m+ γλ(λ+ η)α−1) + λ)

(
e2λL − λ− (m+ γλ(λ+ η)α−1)

λ+ (m+ γλ(λ+ η)α−1)

)

= −e−λL((m+ γλ(λ+ η)α−1) + λ)

(
e2λL − 1 + 2

m+ γλ(λ+ η)α−1

m+ λ+ γλ(λ+ η)α−1

)
.

(3.29)

We set

f̃(λ) = e2λL − 1 + 2
m+ γλ(λ+ η)α−1

m+ λ+ γλ(λ+ η)α−1

= f0(λ) + f1(λ)
λ1−α

+ o
(

1
λ1−α

) (3.30)

where

f0(λ) = e2λL − 1, (3.31)

f1(λ) = 2γ. (3.32)

Note that f0 and f1 remain bounded in the strip −α0 ≤ R(λ) ≤ 0.
Step 2. We look at the roots of f0. From (3.31), f0 has one familie of roots that we denote λ0

k.

f0(λ) = 0⇔ e2λL = 1.

Hence

2λL = i2kπ, k ∈ Z,

i.e.,

λ0
k =

ikπ

L
, k ∈ Z.
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Now with the help of Rouché’s Theorem, we will show that the roots of f̃ are close to those of
f0. Changing in (3.30) the unknown λ by u = 2λL then (3.30) becomes

f̃(u) = (eu − 1) +O
(

1

u

)
= f0(u) +O

(
1

u

)
.

The roots of f0 are uk = ik
L
π, k ∈ Z, and setting u = uk + reit, t ∈ [0, 2π], we can easily check

that there exists a constant C > 0 independent of k such that |eu−1| ≥ Cr for r small enough.
This allows to apply Rouché’s Theorem. Consequently, there exists a subsequence of roots of
f̃ which tends to the roots uk of f0. Equivalently, it means that there exists N ∈ IN and a
subsequence {λk}|k|≥N of roots of f(λ), such that λk = λ0

k + o(1) which tends to the roots ik
L
π

of f0. Finally for |k| ≥ N, λk is simple since λ0
k is.

Step 3. From Step 2, we can write

λk = i
1

L
kπ + εk. (3.33)

Using (3.33), we get
e2λkL = 1 + 2Lεk + 2L2ε2

k + o(ε2
k). (3.34)

Substituting (3.34) into (3.30), using that f̃(λk) = 0, we get:

f̃(λk) = 2Lεk +
2γ

(kπi
L

+ εk)(1−α)
+ o(εk) + o(1/k)

= 2Lεk +
2γ

(kπ
L
i)(1−α)

+ o
(

1

k

)
= 0

(3.35)

and hence

εk = − γ

Lα
1

(kπ)(1−α)

(
cos(1− α)

π

2
− i sin(1− α)

π

2

)
+ o

(
1

k1−α

)
for k � 0.

From (3.35) we have in that case |k|1−αRλk ∼ β, with

β = − γ

Lαπ1−α cos(1− α)
π

2
.

The operator A has a non exponential decaying branch of eigenvalues. Thus the proof is
complete.

3.5 Polynomial Stability and Optimality(for η 6= 0)

In the previous section,we have shown that the transmission wave system is not exponentially
stable. In this section, we prove that it is polynomially stable with an optimal rate of decay
when η > 0. To achieve this, we use a recent result by Borichev and Tomilov [14]. Accordingly,
if we consider a bounded C0-semigroup S(t) = eAt on a Hilbert space. If

iIR ⊂ ρ(A) and lim|β|→∞
1

βδ
‖(iβI −A)−1‖L(H) <∞
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for some δ > 0, then there exist c such that

‖eAtU0‖2 ≤ c

t
2
δ

‖U0‖2
D(A).

Our main result is as follows.

Theorem 3.5.1 The semigroup SA(t)t≥0 is polynomially stable and

E(t) = ‖SA(t)U0‖2
H ≤

1

t2/(1−α)
‖U0‖2

D(A).

Moreover, the rate of energy decay t−2/(1−α) is optimal for any initial data in D(A).

Proof
We will need to study the resolvent equation (iλ−A)U = F , for λ ∈ IR, namely

iλy − v = f1,
iλv − yxx = f2,
iλφ+ (ξ2 + η)φ− yx(L)µ(ξ) = f3,
iλz − yx(L) = f4

(3.36)

with the boundary condition

v(L) +mz + ζ
∫ +∞

−∞
µ(ξ)φ(ξ) dξ = 0. (3.37)

We divide the proof into three steps, as follows:
Step 1. Inserting (3.36)1 into (3.36)2, we get

λ2y + yxx = −(f2 + iλf1).

As y(0) = 0, then

y(x) = c1 sinλx− 1

λ

∫ x

0
(f2(σ) + iλf1(σ)) sinλ(x− σ) dσ, (3.38)

and hence
yx(x) = c1λ cosλx−

∫ x

0
(f2(σ) + iλf1(σ)) cosλ(x− σ) dσ, (3.39)

Step 2. With the third equation of (3.36), we get

φ(ξ) =
yx(L)µ(ξ) + f3(ξ)

iλ+ ξ2 + η
. (3.40)

Inserting (3.40) in the boundary condition (3.37), we easy to check that

−λ2y(L) + (m+ γiλ(iλ+ η)α−1)yx(L) = iλf1(L)−mf4 − ζiλ
∫ +∞

−∞

µ(ξ)f3(ξ)

iλ+ ξ2 + η
dξ. (3.41)
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Using (3.38) and (3.39), we can rewrite (3.41) as an equation in the unknown c1

c1(−λ2 sinλL+ λ(m+ γiλ(iλ+ η)α−1) cosλL)

= iλf1(L)−mf4 − ζiλ
∫ +∞

−∞

µ(ξ)f3(ξ)

iλ+ ξ2 + η
dξ − λ

∫ L

0
(f2(σ) + iλf1(σ)) sinλ(L− σ) dσ

+(m+ γiλ(iλ+ η)α−1)
∫ L

0
(f2(σ) + iλf1(σ)) cosλ(L− σ) dσ.

(3.42)
Step 3. We set

g(λ) = −λ sinλL+ (m+ γiλ(iλ+ η)α−1) cosλL. (3.43)

As f1 ∈ H1
∗ (0, L) and f2 ∈ L1(0, L), we have∣∣∣∣∣

∫ L

0
(f2(σ) + iλf1(σ)) sinλ(L− σ) dσ

∣∣∣∣∣ ≤ c(‖f2‖L2(0,L) + ‖f1‖H1(0,L)).∣∣∣∣∣
∫ L

0
(f2(σ) + iλf1(σ)) cosλ(L− σ) dσ

∣∣∣∣∣ ≤ c(‖f2‖L2(0,L) + ‖f1‖H1(0,L)).

As g(λ) 6= 0 for all λ (if η = 0 then for all λ 6= 0) , then c1 is uniqueley determined by (3.42).
Hence the operator iλ−A is surjective for all λ (if η = 0 then for all λ 6= 0). Moreover, taking
account of Lemma 3.4.1, the operator iλ−A is injective for all λ. Then iIR ⊂ ρ(A) (if η = 0
then iIR∗ ⊂ ρ(A)).

Moreover, we can easily prove that

|g(λ)| ≥ c|λ|α for λ large.

Hence
|c1| ≤ c|λ|−α for λ large.

Then, we deduce that
‖yx‖L2(0,L) ≤ c|λ|1−α for λ large.

‖v‖L2(0,L) ≤ c|λ|1−α for λ large.

|z| ≤ c|λ|−α for λ large.

Moreover from (2.14), we have

‖φ‖2
L2(−∞,∞) ≤

∫ +∞

−∞
(ξ2 + η)|φ(ξ)|2 dξ ≤ c‖U‖H‖F‖H.

Thus, we conclude that

‖(iλI −A)−1‖H ≤ c|λ|1−α as |λ| → ∞. (3.44)

The conclusion then follows by applying the Theorem 2.4.2. Besides, we prove that the decay
rate is optimal. Indeed, the decay rate is consistent with the asymptotic expansion of eigenvalues
which show a behavior of the real part like k−(1−α).

Remark 3.5.1 The method developed in this chapter is direct and very flexible; it can be applied
to various dissipative problems. In particulal, we will consider in the futur more general acoustic
wave motions and also multidimensional cases under some geometric control conditions.
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Chapter 4

EXPONENTIAL DECAY OF THE
TIMOSHENKO BEAM SYSTEM
WITH FRACTIONAL TIME DELAYS

4.1 Introduction

In this chapter we investigate the well-posedness and the internal stabilization of the Timo-
shenko beam system in bounded interval (0, L) in the presence of time fractional delay. The
system is given by the two coupled hyperbolic equations

(P )
{
ρ1ϕtt(x, t)−K(ϕx + ψ)x(x, t) + a1∂

σ1,κ1
t ϕ(x, t− τ1) + a2ϕt(x, t) = 0,

ρ2ψtt(x, t)− bψxx(x, t) +K(ϕx + ψ)(x, t) + ã1∂
σ2,κ2
t ψ(x, t− τ2) + ã2ψt(x, t) = 0,

where t denotes the time variable and x is the space variable in ]0, L[. The unknowns ϕ = ϕ(x, t)
and ψ = ψ(x, t) represent, respectively, the transverse displacement of the beam and the
rotation angle of the filament of the beam. In (P ), ρ1 = ρ,ρ2 = Ip, b = EI, where ρ, Ip, E, I
and K are respectively, the density (the mass per unit length), the polar moment of inertia of
a cross-section, Young’s modulus of elasticity, the moment of inertia of a cross-section and the
Shear modulus. The notation ∂α,ηt (α ∈ (0, 1) and η > 0) stands for the generalized Caputo’s
fractional derivative of order α with respect to the time variable. It is defined as follows

∂α,ηt w(t) =
1

Γ(1− α)

∫ t

0
(t− s)−αe−η(t−s)dw

ds
(s) ds, η > 0,

where the parameters a1, a2, ã1 and ã2 are positive constants. Also, we consider the following
initial conditions:

(Pc)
{
ϕ(x, 0) = ϕ0, ϕt(x, 0) = ϕ1, ψ(x, 0) = ψ0, ψt(x, 0) = ψ1, x ∈ (0, L),
ϕt(x, t− τ1) = f0(x, t− τ1), ψt(x, t− τ2) = g0(x, t− τ2) x ∈ (0, L), t ∈ (0, τi).

where τ1, τ2 > 0 are the time delays. Systeme (P ) is subjected to the following boundary
conditions:

(CO) ϕ(0, t) = ϕ(L, t) = ψ(0, t) = ψ(L, t) = 0

53
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The initial data (ϕ0, ϕ1, f0, ψ0, ψ1, g0) belongs to a suitable functional space. There are many
works concerning the stabilization of hyperbolic systems and many authors have shown that an
arbitrary small delay may destabilize a systeme which is asymptotically stable in the absence
of delay see [25]. Namely, [34] proved the exponential stability of the Timoshenko with ai =
0, i = 1, 2. The result of [34] holds under some conditions betwen b and K. [67] showed the
exponential stability of the uniform Thimoshenko beam by using one distributed feedback. [66]
considred the case of the uniform Timoshenko beam under two locally distributed feedbacks and
proved an exponential stability result. [68] proved the uniform stabilization of the Timoshenko
beam under one locally distributed feed-back of b(x)ψt acting in the left-hand side of the second
equation (P ), where b is a positive and continuous function, which satisfies

b(x) ≥ b0 > 0, ∀x ∈ [a0, a1] ⊂ [0, L]

and proved that the uniform stability holds if and only if the wave speeds are equal (K
ρ

= E I
Ip

).

Other-wise, only the asymptotic stability has been proved. [70] proved an exponential stability
of the uniform Timoshenko beam by two pointwise control. Recenly, [26] have treated the
Timoshenko-type systems with internal frictional dampings and discrete time delays

(TM)



ρ1ϕtt(x, t)−K(ϕx + ψ)x(x, t) + a1ϕt(x, t− τ1) + a2ϕt(x, t) = 0,
ρ2ψtt(x, t)− bψxx(x, t) +K(ϕx + ψ)(x, t) + ã1ψt(x, t− τ2) + ã2ψt(x, t) = 0,
ϕ(x, 0) = ϕ0, ϕt(x, 0) = ϕ1

ψ(x, 0) = ψ0, ψt(x, 0) = ψ1

ϕt(x, t− τ1) = f0(x, t− τ1), ψt(x, t− τ2) = g0(x, t− τ2).

It is showed an exponential stability regardless to the speeds of wave propagation of the system
if the weights of the time delays are smaller than the ones of the corresponding dampings,
respectively.

The chapter is organized as follows. Section 2 deals with the well-posedness of the problem
while, in section 3, we prove the uniform decay of the delayed system (P )−(Pc) by constructing
an appropriate Lyapunov functional and by assuming that the weights of the delay are small
enough as in [8].

4.2 Preliminary

This section is concerned with the reformulation of the model (P ) into an augmented system.
For that, we need the following claims.

Theorem 4.2.1 (see [48]) Let ω be the function:

ω(ξ) = |ξ|(2σ−1)/2, −∞ < ξ < +∞, 0 < σ < 1. (4.1)

Then the relationship between the ’input’ U and the ’output’ O of the system

∂tψ(ξ, t) + (ξ2 + κ)ψ(ξ, t)− U(t)ω(ξ) = 0, −∞ < ξ < +∞, κ > 0, t > 0, (4.2)
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ψ(ξ, 0) = 0, (4.3)

O(t) = (π)−1 sin(σπ)
∫ +∞

−∞
ω(ξ)ψ(ξ, t) dξ (4.4)

is given by
O = I1−σ,κU = Dσ,κU, (4.5)

where

[Iσ,κf ](t) =
1

Γ(σ)

∫ t

0
(t− s)σ−1e−κ(t−s)f(s) ds.

Lemma 4.2.1 (see [1]) If λ ∈ Dκ = IC\]−∞,−κ] then∫ +∞

−∞

ω2(ξ)

λ+ κ+ ξ2
dξ =

π

sinσπ
(λ+ κ)σ−1.

We make the following hypotheses on the damping and the delay functions:{
a1κ

σ1−1
1 < a2,

ã1κ
σ2−1
2 < ã2.

(4.6)

We define the energy of the solution by:

E(t) =
1

2

(
ρ1‖ϕt‖2

L2(0,L) + ρ2‖ψt‖2
L2(0,L) + +k‖(ϕx + ψ)‖2

L2(0,L) + b‖ψx‖2
L2(0,L)

+ν1‖z1(x, p)‖2
L2(0,L)×(0,1) + ν2‖z2(x, p)‖2

L2(0,L)×(0,1) + ζ1‖φ1‖2
L2(0,L)×(−∞,+∞)

+ζ2‖φ2‖2
L2(0,L)×(−∞,+∞)

) (4.7)

where νi are positive constants verifying
τ1ζ1

(∫ +∞

−∞

ω2
1(ξ)

ξ2 + κ1

dξ

)
< ν1 < τ1

(
2a2 − ζ1

(∫ +∞

−∞

ω2
1(ξ)

ξ2 + κ1

dξ

))
,

τ2ζ2

(∫ +∞

−∞

ω2
2(ξ)

ξ2 + κ2

dξ

)
< ν2 < τ2

(
2ã2 − ζ2

(∫ +∞

−∞

ω2
2(ξ)

ξ2 + κ2

dξ

)) (4.8)

Remark 4.2.1 Using Lemma 4.2.1, the condition (4.8) means that{
τ1a1κ

σ1−1
1 < ν1 < τ1(2a2 − a1κ

σ−1
1 ),

τ2ã1κ
σ2−1
2 < ν2 < τ2(2ã2 − ã1κ

σ2−1
2 ).

Lemma 4.2.2 Let (ϕ, φ1, z1, ψ, φ2, z2) be a regular solution of the problem (P ′). Then there
exists a positive constant C such that the energy functional defined by (4.7) satisfies

E ′(t) ≤ −C
n∑
j=1

∫
Ω

(
u2
t + z(x, 1, t)2

)
dx. (4.9)
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Proof. Multiplying the first equation in (P ) by ϕt, integrating over (0, L) and using integration
by parts, we get

1

2

d

dt
‖ϕt‖2

2 − k
∫ L

0
(ϕx + ψ)xϕt dx

+ζ
∫ L

0
ϕt

∫ +∞

−∞
ω1(ξ)φ1(x, ξ, t) dξ dx+ a2

∫ L

0
|ϕt(t)|2 dx = 0.

Then
1

2

d

dt
‖ϕt‖2

2 + k
∫ L

0
(ϕx + ψ)ϕxt dx

+ζ
∫ L

0
ϕt

∫ +∞

−∞
ω1(ξ)φ1(x, ξ, t) dξ dx+ a2

∫ L

0
|ϕt(t)|2 dx = 0.

(4.10)

Multiplying the second equation in (P ) by ψt, integrating over (0, L) and using integration by
parts, we get

1

2

d

dt
‖ψt‖2

2 − b
∫ L

0
ψxxψt dx+ k

∫ L

0
(ϕx + ψ)ϕt dx

+ζ̃
∫ L

0
ψt

∫ +∞

−∞
ω2(ξ)φ2(x, ξ, t) dξ dx+ ã2

∫ L

0
|ψt(t)|2 dx = 0.

Then
1

2

d

dt
‖ψt‖2

2 + k
∫ L

0
ψxψxt dx+ k

∫ L

0
(ϕx + ψ)ψt dx

+ζ̃
∫ L

0
ψt

∫ +∞

−∞
ω2(ξ)φ2(x, ξ, t) dξ dx+ ã2

∫ L

0
|ψt(t)|2 dx = 0.

(4.11)

Multiplying the five equation in (P ′) by ζφ1 and integrating over (0, L)×(−∞,+∞), we obtain:

ζ

2

d

dt
‖φ1‖2

L2((0,L)×(−∞,+∞)) + ζ
∫ L

0

∫ +∞

−∞
(ξ2 + κ1)|φ1(x, ξ, t)|2 dξ dx

−ζ
∫ L

0
z1(x, 1, t)

∫ +∞

−∞
ω1(ξ)φ1(x, ξ, t) dξ dx = 0.

(4.12)

Multiplying the six equation in (P ′) by ζ̃φ2 and integrating over (0, L)×(−∞,+∞), we obtain:

ζ̃

2

d

dt
‖φ2‖2

L2((0,L)×(−∞,+∞)) + ζ̃
∫ L

0

∫ +∞

−∞
(ξ2 + κ2)|φ2(x, ξ, t)|2 dξ dx

−ζ̃
∫ L

0
z2(x, 1, t)

∫ +∞

−∞
ω2(ξ)φ2(x, ξ, t) dξ dx = 0.

(4.13)

Multiplying the third equation in (P ′) by ν1z1 and integrating over (0, L)× (0, 1), we get:

1

2

d

dt
‖z1‖2

L2((0,L)×(0,1)) +
τ−1

1

2

∫ L

0

(
z2

1(x, 1, t)− ϕ2
t (x, t)

)
= 0. (4.14)

Multiplying the forth equation in (P ′) by ν2z2 and integrating over (0, L)× (0, 1), we get:

1

2

d

dt
‖z2‖2

L2((0,L)×(0,1)) +
τ−1

2

2

∫ L

0

(
z2

2(x, 1, t)− ψ2
t (x, t)

)
= 0. (4.15)
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From (4.7), (4.10) and (4.14) we get

E ′(t) = −a2‖ϕt‖2
L2 − ã2‖ψt‖2

L2 − ζ
∫ L

0

∫ +∞

−∞
(ξ2 + κ1)|φ1(x, ξ, t)|2 dξ dx

−ζ̃
∫ L

0

∫ +∞

−∞
(ξ2 + κ2)|φ2(x, ξ, t)|2 dξ dx− ζ

∫ L

0
ϕt

∫ +∞

−∞
ω1(ξ)φ1(x, ξ, t) dξ dx

−ζ̃
∫ L

0
ψt

∫ +∞

−∞
ω2(ξ)φ2(x, ξ, t) dξ dx+ ζ

∫ L

0
z1(x, 1, t)

∫ +∞

−∞
ω1(ξ)φ1(x, ξ, t) dξ dx

+ζ̃
∫ L

0
z2(x, 1, t)

∫ +∞

−∞
ω2(ξ)φ1(x, ξ, t) dξ dx+

ν1τ
−1
1

2

∫ L

0
ϕ2
t (x, t) dx

−ν1τ
−1
1

2

∫ L

0
z2

1(x, 1, t) dx+
ν2τ
−1
2

2

∫ L

0
ψ2
t (x, t) dx −

ν2τ
−1
2

2

∫ L

0
z2

2(x, 1, t) dx

(4.16)

Moreover, we have∣∣∣∣∫ +∞

−∞
ωj(ξ)φj(x, ξ, t) dξ

∣∣∣∣ ≤
(∫ +∞

−∞

ω2
j (ξ)

ξ2 + κj
dξ

) 1
2 (∫ +∞

−∞
(ξ2 + κj)|φj(x, ξ, t)|2 dξ

) 1
2

.

Then ∣∣∣∣∣
∫ L

0
zj(x, 1, t)

∫ +∞

−∞
ωj(ξ)φj(x, ξ, t) dξ dx

∣∣∣∣∣
≤
(∫ +∞

−∞

ω2
j (ξ)

ξ2 + κj
dξ

) 1
2

‖zj(x, 1, t)‖L2(0,L)

(∫ L

0

∫ +∞

−∞
(ξ2 + κj)|φj(x, ξ, t)|2 dx dξ

) 1
2

and 

∣∣∣∣∣
∫ L

0
ϕt(x, t)

∫ +∞

−∞
ω1(ξ)φ1(x, ξ, t) dξ dx

∣∣∣∣∣
≤
(∫ +∞

−∞

ω2
1(ξ)

ξ2 + κ1

dξ

) 1
2

‖ϕt(x, t)‖L2(0,L)

(∫ L

0

∫ +∞

−∞
(ξ2 + κ1)|φ1(x, ξ, t)|2 dx dξ

) 1
2

.∣∣∣∣∣
∫ L

0
ψt(x, t)

∫ +∞

−∞
ω2(ξ)φ1(x, ξ, t) dξ dx

∣∣∣∣∣
≤
(∫ +∞

−∞

ω2
2(ξ)

ξ2 + κ2

dξ

) 1
2

‖ψt(x, t)‖L2(0,L)

(∫ L

0

∫ +∞

−∞
(ξ2 + κ2)|φ2(x, ξ, t)|2 dx dξ

) 1
2

.

Applying the Cauchy-Schwarz inequality we obtain

E ′(t) ≤
(
−a2 +

ζI1

2
+
ν1τ
−1
1

2

)∫ L

0
ϕ2
t (x, t) dx +

(
ζI1

2
− ν1τ

−1
1

2

)∫ L

0
z2

1(x, 1, t) dx,(
−ã2 +

ζ̃I2

2
+
ν2τ
−1
2

2

)∫ L

0
ψ2
t (x, t) dx +

(
ζ̃I2

2
− ν2τ

−1
2

2

)∫ L

0
z2

2(x, 1, t) dx,

where Ij =
∫ +∞

−∞

ω2
j (ξ)

ξ2 + κj
dξ, which implies

E ′(t) ≤ −C1

∫
Ω

(
ϕ2
t (x, t) + z2

1(x, 1, t)
)
dx

−C2

∫
Ω

(
ψ2
t (x, t) + z2

2(x, 1, t)
)
dx
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with 
C1 = min

{(
a2 −

ζI1

2
− ν1τ

−1
1

2

)
,

(
−ζI1

2
+
ν1τ
−1
1

2

)}

C2 = min

{(
ã2 −

ζ̃I2

2
− ν2τ

−1
2

2

)
,

(
− ζ̃I2

2
+
ν2τ
−1
2

2

)}

Since νj is chosen satisfying assumption (4.8), the constant Cj is positive. This completes the
proof of the lemma.

4.3 Well-posedness of the problem

In this section we prove the global existence and the uniqueness of the solution of system
(P )− (Pc). for this purpose, we adopt the technique of Nicaise and Pignotti to prove that the
operator A generates a contraction semi-group on the Hilbert space H.
So, let us introduce the following new variables:

z1(x, p, t) = ϕt(x, t− τ1p), x ∈ (0, L), p ∈ (0, 1), t > 0. (4.17)

and

z2(x, p, t) = ψt(x, t− τ2p), x ∈ (0, L), p ∈ (0, 1), t > 0. (4.18)

Then,it is easy to check that

τ1z1t(x, p, t) + z1p(x, p, t) = 0 in (0, L)× (0, 1)× (0,+∞). (4.19)

τ2(z2t(x, p, t) + (z2p(x, p, t) = 0 in (0, L)× (0, 1)× (0,+∞). (4.20)

Therefore, our problem (P ) is equivalent to
(P ′)

ρ1ϕtt(x, t)−K(ϕx + ψ)x(x, t) + ζ
∫ +∞

−∞
ω1(ξ)φ1(x, ξ, t) dξ + a2ϕt(t) = 0

ρ2ψtt(x, t)− bψxx(x, t) +K(ϕx + ψ)(x, t) + ζ̃
∫ +∞

−∞
ω2(ξ)φ2(x, ξ, t) dξ + ã2ψt(t) = 0

τ1z1t(x, p, t) + z1p(x, p, t) = 0
τ2z2t(x, p, t) + z2p(x, p, t) = 0
∂tφ1(x, ξ, t) + (ξ2 + κ1)φ1(ξ, t)− z1(x, 1, t)ω1(ξ) = 0
∂tφ2(x, ξ, t) + (ξ2 + κ2)φ2(ξ, t)− z2(x, 1, t)ω2(ξ) = 0

Now, we will give well-posedness results for problem (P ′) using semigroup theory. Let us
introduce the semigroup representation of the (P ′). Let U = (ϕ, ϕ̃, z1, φ1, ψ, ψ̃, z2, φ2)T ; then U
satisfies the problem

{
U ′ = AU,
U(0) = (ϕ0, ϕ1, f0(.,−.τ), (φ1)0, ψ0, ψ1, g0(.,−.τ), (φ2)0)T ,

(4.21)



4.3. WELL-POSEDNESS OF THE PROBLEM 59

where the operator A is defined by

A



ϕ
ϕ̃
z1

φ1

ψ
ψ̃
z2

φ2


=



ϕ̃
k
ρ1

(ϕx + ψ)x − ζ
ρ1

∫+∞
−∞ ω1(ξ)φ1(x, ξ) dξ − a2

ρ1
ϕ̃

−z1p
τ1

−(ξ2 + κ1)φ1 + z1(x, 1)ω1(ξ)
ψ̃

b
ρ2
ψxx − k

ρ 2
(ϕx + ψ)− ζ̃

ρ2

∫+∞
−∞ ω2(ξ)φ2(x, ξ) dξ − ã2

ρ2
ψ̃

−z2p
τ2

−(ξ2 + κ2)φ2 + z2(x, 1)ω2(ξ)


(4.22)

with domain

D(A) =



(ϕ, ϕ̃, z1, φ1, ψ, ψ̃, z2, φ2)T in H : (ϕ̃, ψ̃) = (z1, z2)(., 0) on (0, L),
−(ξ2 + κ1)ϕ+ z1(x, 1)ω1(ξ) ∈ L2((0, L)× (−∞,+∞),
−(ξ2 + κ2)ψ + z2(x, 1)ω2(ξ) ∈ L2((0, L)× (−∞,+∞),
|ξ|φ1 ∈ L2((0, L)× (−∞,+∞))
|ξ|φ2 ∈ L2((0, L)× (−∞,+∞))


. (4.23)

where
H = H2(0, L) ∩H1

0 (0, L)×H1
0 (0, L)× (H2(0, L) ∩H1

0 (0, L))×H1
0 (0, L)

×L2(0, 1, H1(0, L))× L2(0, 1, H1(0, L)).

and

H1
0 (0, L) = {f ∈ H1(0, L) : f(0) = f(L) = 0}

Now,the energy space H is defined as follows:

H := (H1
0 (0, L)× L2(0, L)× L2((0, L)× (0, 1))× L2(−∞,+∞))2. (4.24)

For U = (ϕ, ϕ̃, z1, φ1, ψ, ψ̃, z2, φ2)T , U = (ϕ, ϕ̃, z1, φ1, ψ, ψ̃, ψ̃, z2, φ2)T for ζ1 and ζ2 positive
constans,we define the following inner product in H as follows:

〈U,U〉H =
∫ L

0
{ρ1ϕ̃ϕ̃+ ρ2ψ̃ψ̃ + k(ϕx + ψ)(ϕx + ψ) + b ψxψx} dx+ ν1

∫ L

0

∫ 1

0
z1(x, p)z1(x, p)dp dx

+ν2

∫ L

0

∫ 1

0
z2(x, p)z2(x, p)dp dx+ ζ1

∫ L

0

∫ +∞

−∞
φ1φ1dξ dx+ ζ2

∫ L

0

∫ +∞

−∞
φ2φ2dξ dx

The existence and uniqueness result reads as follows.

Theorem 4.3.1 For any U0 ∈ H , there exists a unique solutions U(x, t) ∈ C([0,+∞),H) of
problem (4.21), Moreover , if U0 ∈ D(A), then

U ∈ C([0,+∞), D(A)) ∩ C1([0,+∞),H).
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Proof: in order to prove the result stated in (4.3.1) , we will use the semi-groupe approach.
That is, we will show that the operator A generates a C0-semigroup in H. In this step, we con-
cern ourselves to prove that the operatorA is dissipative. Indeed, for U = (ϕ, ϕ̃, z1, φ1, ψ, ψ̃, z2, φ2)T ∈
D(A) we have

〈AU,U〉H = −a2

∫ L

0
|ϕ̃|2 dx− ã2

∫ L

0
|ψ̃|2 dx

−ζ
∫ L

0
(
∫ +∞

−∞
ω1(ξ)φ1(x, ξ) dξ)ϕ̃ dx− ζ̃

∫ L

0
(
∫ +∞

−∞
ω2(ξ)φ2(x, ξ) dξ)ψ̃ dx

−ν1
τ1

∫ L

0

∫ 1

0
z1(x, p)z1p(x, p)dp dx−

ν2

τ2

∫ L

0

∫ 1

0
z2(x, p)z2p(x, p)dp dx

+ζ1

∫ L

0

∫ +∞

−∞
[−(ξ2 + κ1)φ1(x, ξ) + z1(x, 1)ω1(ξ)]φ1(x, ξ) dξ dx

+ζ2

∫ L

0

∫ +∞

−∞
[−(ξ2 + κ2)φ2(x, ξ) + z2(x, 1)ω2(ξ)]φ2(x, ξ) dξ dx.

(4.25)

Where

ν1
τ1

∫ L

0

∫ 1

0
z1(x, p)z1p(x, p)dp dx+

ν2

τ2

∫ L

0

∫ 1

0
z2(x, p)z2p(x, p)dp dx

= ν1
τ1

∫ L

0

∫ 1

0

1

2

∂

∂ p
z2

1(x, p)dp dx+
ν2

τ2

∫ L

0

∫ 1

0

1

2

∂

∂ p
z2

2(x, p)dp dx

= ν1
2τ1

∫ L

0
{z2

1(x, 1)− z2
1(x, 0)}dx+

ν2

2τ2

∫ L

0
{z2

2(x, 1)− z2
2(x, 0)}dx

. (4.26)

Applying the Cauchy-Schwarz inequality we obtain

〈AU,U〉H ≤
(
−a2 +

ζI1

2
+
ν1τ
−1
1

2

)∫ L

0
|ϕ̃(x)|2 dx +

(
ζI1

2
− ν1τ

−1
1

2

)∫ L

0
z2

1(x, 1) dx

+

(
−ã2 +

ζ̃I2

2
+
ν2τ
−1
2

2

)∫ L

0
|ψ̃(x)|2 dx +

(
ζ̃I2

2
− ν2τ

−1
2

2

)∫ L

0
z2

2(x, 1) dx

≤ 0

where Ij =
∫ +∞

−∞

ω2
j (ξ)

ξ2 + κj
dξ.

Consequently,(4.25) becomes

〈AU,U〉H = −γ1(ϕt(L))2 − γ̃1(ψt(L))2 − a1

∫ L

0
z1(x, 1)ϕt(x, t) dx− a2

∫ L

0
z2(x, 1)ψt(x, t) dx

− ζ1
2τ

∫ L

0
{z2

1(x, 1)− z2
1(x, 0)}dx− ζ2

2τ

∫ L

0
{z2

2(x, 1)− z2
2(x, 0)} dx

−ζ
∫ +∞

−∞
(ξ2 + η) φ2

1(ξ, t) dξ1 − ζ̃
∫ +∞

−∞
(ξ2 + η) φ2

2(ξ, t) dξ2

.

(4.27)
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By using Young inequality, we obtain from (4.27), that

〈AU,U〉H ≤ −γ1(ϕt(L))2 − γ̃1(ψt(L))2 − ζ
∫ +∞

−∞
(ξ2 + η) φ2

1 dξ1 − ζ̃
∫ +∞

−∞
(ξ2 + η) φ2

2 dξ2

+(a1
2

+ ζ1
2τ

)
∫ L

0
ϕ2
t (x, t) dx+ (

−ζ1

2τ
)
∫ L

0
z2

1(x, 1) dx

+(a2
2

+ ζ2
2τ

)
∫ L

0
ψ2
t (x, t) dx+ (

−ζ2

2τ
)
∫ L

0
z2

2(x, 1) dx

≤ max{ 1
ρ1

(a1
2

+ ζ1
2τ

); 1
ρ2

(a2
2

+ ζ2
2τ

)}〈U,U〉H
≤ C〈U,U〉H

Consequently, the operator A− CI is dissipative. Now, we will prove that the operator λI−A
is surjective for λ > 0. For this purpose, let (f1, f2, g1, g2, h1, h2,M1,M2)T ∈ H, we seek
U = (ϕ, ϕ̃, z1, φ1, ψ, ψ̃, z2, φ2)T ∈ D(A) solution of the following system of equations

λϕ− ϕ̃ = f1,
λϕ̃− k

ρ1
(ϕx + ψ)x + ζ

ρ1

∫+∞
−∞ ω1(ξ)φ1(x, ξ) dξ + a2

ρ1
ϕ̃ = f2,

λz1 + z1p
τ1

= f3,

λφ1 + (ξ2 + κ1)φ1 − z1(x, 1)ω1(ξ) = f4,
λψ − ψ̃ = f5,

λψ̃ − b
ρ2
ψxx + k

ρ2
(ϕx + ψ) + ζ̃

ρ2

∫+∞
−∞ ω2(ξ)φ2(x, ξ) dξ + ã2

ρ2
ψ̃ = f6,

λz2 + z2p
τ2

= f7,

λφ2 + (ξ2 + κ2)φ2 − z2(x, 1)ω2(ξ) = f8,

(4.28)

Suppose that we have found (ϕ, ψ) with the appropriate regularity,then

ϕ̃ = λϕ− f1,
ψ̃ = λψ − f5

. (4.29)

It is clear that ϕ̃ ∈ H1
0 (0, L) and ψ̃ ∈ H1

0 (0, L). Furthermore, by (4.28) we can find (z1, z2) as

(z1, z2)(x, 0) = (ϕ̃, ψ̃)(x), x ∈ (0, L)

Following the same approach as in Nicaise and Pignotti (2008), we obtain, by using (4.28)

z1(x, p) = e−λpτ1ϕ̃(x) + τ1e
−λpτ1

∫ p

0
eλsτ1f3(x, s) ds,

z2(x, p) = e−λpτ2ψ̃(x) + τ2e
−λpτ2

∫ p

0
eλsτ2f7(x, s) ds

.

From (4.29) we obtain

z1(x, p) = λϕ(x)e−λpτ1 − f1(x)e−λpτ1 + τ1e
−λpτ1

∫ p

0
eλsτ1f3(x, s) ds,

z2(x, p) = λψ(x)e−λpτ2 − f5(x)e−λpτ2 + τ2e
−λpτ2

∫ p

0
eλsτ2f7(x, s) ds

.

By using (4.28) and (4.29) the functions ϕ and ψ satisfying the following equations:

λ2ϕ− k
ρ1

(ϕx + ψ)x + ζ
ρ1

∫+∞
−∞ ω1(ξ)φ1(x, ξ) dξ + a2

ρ1
ϕ̃ = f2 + λf1,

λ2ψ − b
ρ2
ψxx + k

ρ2
(ϕx + ψ) + ζ̃

ρ2

∫+∞
−∞ ω2(ξ)φ2(x, ξ) dξ + ã2

ρ2
ψ̃ = f6 + λf5

. (4.30)
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Using the following

z1(x, 1) = ϕ̃(x)e−λτ1 + τ1e
−λτ1

∫ 1

0
eλsτ1f3(x, s) ds

= λϕ(x)e−λτ1 + (z1)0(x)

z2(x, 1) = ψ̃(x)e−λτ2 + τ2e
−λτ2

∫ 1

0
eλsτ2f7(x, s) ds

= λψ(x)e−λτ2 + (z2)0(x)

where for x ∈ (0, L),

(z1)0(x) = −f1(x)e−λτ1 + τ1e
−λτ1

∫ 1

0
eλτ1sf3(x, s) ds (4.31)

(z2)0(x) = −f5(x)e−λτ2 + τ2e
−λτ2

∫ 1

0
eλτ2sf7(x, s) ds (4.32)

The problem (4.30) can be reformulated as

∫ L

0

(
λ2ϕ− k

ρ1

(ϕx + ψ)x + λϕ

(
a1

ρ1

(λ+ κ1)σ1−1e−λτ1 +
a2

ρ1

))
.w1 dx

=
∫ L

0

(
f2 + λf1 −

a1

ρ1

(λ+ κ1)σ1−1(z1)0(x) +
a2

ρ1

f1 −
ζ

ρ1

∫ +∞

−∞

ω1(ξ)

λ+ ξ2 + κ1

f4(x, ξ) dξ

)
w1 dx.∫ L

0

(
λ2ψ − b

ρ2

ψxx +
k

ρ2

(ϕx + ψ) + λψ

(
ã1

ρ2

(λ+ κ1)σ2−1 e−λτ2 +
ã2

ρ2

))
.w2 dx

=
∫ L

0

(
f6 + λf5 −

ã1

ρ2

(λ+ κ2)σ2−1(z2)0(x) +
ã2

ρ2

f5 −
ζ̃

ρ2

∫ +∞

−∞

ω2(ξ)

λ+ ξ2 + κ2

f8(x, ξ) dξ

)
w2 dx.

(4.33)
for all w1, w2 ∈ H1

0 (0, L). Integrating the first equation in (4.33) by parts, we obtain∫ L

0

(
ρ1λ

2ϕw1 + k(ϕx + ψ)w1x + λ
(
a1(λ+ κ1)σ1−1e−λτ1 + a2

)
ϕw1

)
dx

=
∫ L

0

(
ρ1(f2 + λf1)− a1(λ+ κ1)σ1−1(z1)0(x) + a2f1 − ζ

∫ +∞

−∞

ω1(ξ)

λ+ ξ2 + κ1

f4(x, ξ) dξ

)
w1 dx.

(4.34)
Integrating the second equation in (4.33) by parts, we get∫ L

0

(
ρ2λ

2ψw2 + bψxw2x + k(ϕx + ψ)w2 + λ
(
ã1(λ+ κ1)σ2−1 e−λτ2 + ã2

)
ψw2

)
dx

=
∫ L

0

(
ρ2(f6 + λf5)− ã1(λ+ κ2)σ2−1(z2)0(x) + ã2f5 − ζ̃

∫ +∞

−∞

ω2(ξ)

λ+ ξ2 + κ2

f8(x, ξ) dξ

)
w2 dx.

(4.35)
Using (4.34) and (4.35), the probleme (4.33) is equivalent to the probleme

a((ϕ, ψ), (w1, w2)) = L(w1, w2), (4.36)
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where the bilinear form a : (H1
0 (0, L)×H1

0 (0, L))2 → IR and the linear form
L : H1

0 (0, L)×H1
0 (0, L)→ IR are defined by

a((ϕ, ψ), (w1, w2)) =
∫ L

0

(
ρ1λ

2ϕw1 + ρ2λ
2ψw2 + k(ϕx + ψ)(w1x + w2) + bψxw2x

)
dx

+
∫ L

0

(
λ
(
a1(λ+ κ1)σ1−1e−λτ1 + a2

)
ϕw1 + λ

(
ã1(λ+ κ1)σ2−1 e−λτ2 + ã2

)
ψw2

)
dx

and

L(w1, w2) =
∫ L

0

(
ρ1(f2 + λf1)− a1(λ+ κ1)σ1−1(z1)0(x) + a2f1 − ζ

∫ +∞

−∞

ω1(ξ)

λ+ ξ2 + κ1

f4(x, ξ) dξ

)
w1 dx

+
∫ L

0

(
ρ2(f6 + λf5)− ã1(λ+ κ2)σ2−1(z2)0(x) + ã2f5 − ζ̃

∫ +∞

−∞

ω2(ξ)

λ+ ξ2 + κ2

f8(x, ξ) dξ

)
w2 dx.

It is easy to verify that a is continuous and coercive, and L is continuous. So applying the Lax-
Milgram theorem, we deduce that for all (w1, w2) ∈ H1

0 (0, L) problem (4.36) admits a unique
solution (ϕ, ψ) ∈ H1

0 × H1
0 (0, L).it follows from (4.34) and (4.35) that (ϕ, ψ) ∈ (H2(0, L) ∩

H1
0 (0, L))× (H2(0, L) ∩H1

0 (0, L)). Therefore, the operator λI − A is surjective for any λ > 0.
Hence, the well-posedness result follows from Hille-Yosida theorem.

4.4 Exponential Stability

The necessary and suficient conditions for the exponential stability of the C0- semigroup of
contractions on a Hilbert space were obtained by Gearhart [60] and Huang [31] independently,
see also Pruss [60]. We will use the following result due to Gearhart.

Theorem 4.4.1 ([60]- [31]) Let S(t) = eAt be a C0-semigroup of contractions on Hilbert space
H. Then S(t) is exponentially stable if and only if

%(A) ⊇ {iβ : β ∈ IR} ≡ iIR (4.37)

and
lim
|β|→∞

‖(iβI −A)−1‖L(H) <∞. (4.38)

Our main result is as follows.

Theorem 4.4.2 The semigroup SA(t)t≥0 generated by A is exponentially stable.

Proof. We will need to study the resolvent equation (iλ̃−A)U = G, for λ ∈ IR, namely

iλϕ− ϕ̃ = f1,
iλϕ̃− k

ρ1
(ϕx + ψ)x + ζ

ρ1

∫+∞
−∞ ω1(ξ)φ1(x, ξ) dξ + a2

ρ1
ϕ̃ = f2,

iλz1 + z1p
τ1

= f3,

iλφ1 + (ξ2 + κ1)φ1 − z1(x, 1)ω1(ξ) = f4,
iλψ − ψ̃ = f5,

iλψ̃ − b
ρ2
ψxx + k

ρ2
(ϕx + ψ) + ζ̃

ρ2

∫+∞
−∞ ω2(ξ)φ2(x, ξ) dξ + ã2

ρ2
ψ̃ = f6,

iλz2 + z2p
τ2

= f7,

iλφ2 + (ξ2 + κ2)φ2 − z2(x, 1)ω2(ξ) = f8,

(4.39)
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where F = (f1, f2, f3, f4, f5, f6, f7, f8)T . Taking inner product in H with U and using (4.33) we
get

|Re〈AU,U〉| ≤ ‖U‖H‖F‖H. (4.40)

This implies that ∫ L

0
ϕ̃2(x) dx,

∫ L

0
ψ̃2(x) dx,

∫ L

0
z2
j (x, 1) dx ≤ C‖U‖H‖F‖H. (4.41)

From (4.39)3, we obtain 
φ1 =

z1(x, 1)ω1(ξ) + f4

iλ+ ξ2 + κ1

φ2 =
z2(x, 1)ω2(ξ) + f8

iλ+ ξ2 + κ2

(4.42)

Then

‖φ1‖L2((0,L)×(−∞,+∞)) ≤∥∥∥∥∥ ω1(ξ)

iλ̃+ ξ2 + κ1

∥∥∥∥∥
L2(−∞,+∞)

‖z1(x, 1)‖L2(0,L) +

∥∥∥∥∥ f4

iλ̃+ ξ2 + κ1

∥∥∥∥∥
L2((0,L)×(−∞,+∞))

≤
(

2(1− σ1)
π

sinσ1π
(|λ|+ κ1)σ1−2

) 1
2

‖z1(x, 1)‖L2(0,L) +

√
2

|λ|+ κ1

‖f4‖L2((0,L)×(−∞,+∞)).

(4.43)
Similarly, we have

‖ξφ1‖L2((0,L)×(−∞,+∞)) ≤∥∥∥∥∥ ξω1(ξ)

iλ+ ξ2 + κ1

∥∥∥∥∥
L2(−∞,+∞)

‖z1(x, 1)‖L2(0,L) +

∥∥∥∥∥ ξf4

iλ+ ξ2 + κ1

∥∥∥∥∥
L2((0,L)×(−∞,+∞))

≤
(

2σ1
π

sinσ1π
(|λ|+ κ1)σ1−1

) 1
2

‖z1(x, 1)‖L2(0,L) +

√
2√

|λ|+ κ1

‖f4‖L2((0,L)×(−∞,+∞)).

(4.44)

Let us introduce the following notation

Iu(x) = |ϕ̃(x)|2 + |ψ̃(x)|2 + k|ϕx(x) + ψ(x)|2 + b|ψx(x)|2

and
Eu =

∫
Ω
Iu(x) dx.

Lemma 4.4.1 We have that

Eu ≤ c‖F‖2
H + c′‖F‖H‖U‖H. (4.45)

for positive constants c and c′.

Proof. Multiplying the equation (4.39)2 by ϕ̄, integrating on (0, 1) we obtain

−ρ1

∫ 1

0
ϕ̃(iλϕ) dx+ k

∫ 1

0
(ϕx + ψ)ϕx dx

+ζ
∫ 1

0
ϕ̄(
∫ +∞

−∞
ω1(ξ)φ1(x, ξ) dξ) dx+ a2

∫ 1

0
ϕ̃ϕ̄ dx = ρ1

∫ 1

0
ϕ̄f2 dx.

(4.46)
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From (4.39)1, we have iλϕ = ϕ̃+ f1. Then

−ρ1

∫ 1

0
|ϕ̃|2 dx+ k

∫ 1

0
(ϕx + ψ)ϕx dx

+ζ
∫ 1

0
ϕ̄(
∫ +∞

−∞
ω1(ξ)φ1(x, ξ) dξ) dx+ a2

∫ 1

0
ϕ̃ϕ̄ dx = ρ1

∫ 1

0
(ϕ̄f2 + ϕ̃f̄1) dx.

(4.47)

Multiplying the equation (4.39)6 by ψ̄, integrating on (0, 1) we obtain

−ρ2

∫ 1

0
ψ̃(iλψ) dx+ b

∫ 1

0
|ψx|2 dx+ k

∫ 1

0
(ϕx + ψ)ψ dx

+ζ̃
∫ 1

0
ψ̄(
∫ +∞

−∞
ω2(ξ)φ2(x, ξ) dξ) dx+ ã2

∫ 1

0
ψ̃ψ̄ dx = ρ2

∫ 1

0
ψ̄f6 dx.

(4.48)

From (4.39)1, we have iλψ = ψ̃ + f1. Then

−ρ2

∫ 1

0
|ψ̃|2 dx+ b

∫ 1

0
|ψx|2 dx+ k

∫ 1

0
(ϕx + ψ)ψ dx

+ζ̃
∫ 1

0
ψ̄(
∫ +∞

−∞
ω2(ξ)φ2(x, ξ) dξ) dx+ ã2

∫ 1

0
ψ̃ψ̄ dx = ρ2

∫ 1

0
(ψ̄f6 + ψ̃f̄5) dx.

(4.49)

Hence

−ρ1

∫ 1

0
|ϕ̃|2 dx− ρ2

∫ 1

0
|ψ̃|2 dx+ k

∫ 1

0
|ϕx + ψ|2 dx+ b

∫ 1

0
|ψx|2 dx

+ζ
∫ 1

0
ϕ̄(
∫ +∞

−∞
ω1(ξ)φ1(x, ξ) dξ) dx+ ζ̃

∫ 1

0
ψ̄(
∫ +∞

−∞
ω2(ξ)φ2(x, ξ) dξ) dx

+a2

∫ 1

0
ϕ̃ϕ̄ dx+ ã2

∫ 1

0
ψ̃ψ̄ dx

= ρ1

∫ 1

0
(ϕ̄f2 + ϕ̃f̄1) dx+ ρ2

∫ 1

0
(ψ̄f6 + ψ̃f̄5) dx.

(4.50)

We can estimate∣∣∣∣∫ 1

0
ϕ̄(
∫ +∞

−∞
ω1(ξ)φ1(x, ξ) dξ) dx

∣∣∣∣
≤ ‖ϕ‖L2(0,1)

(∫ +∞

−∞

ω2
1(ξ)

ξ2 + κ1

dξ

) 1
2 (∫ 1

0

∫ +∞

−∞
(ξ2 + κ1)|φ1(x, ξ)|2 dξ dx

) 1
2

≤ ε

2

(∫ +∞

−∞

ω2
1(ξ)

ξ2 + κ1

dξ

)
‖ϕ‖2

L2(0,1) +
1

2ε

∫ 1

0

∫ +∞

−∞
(ξ2 + κ)|φ1(x, ξ)|2 dξ dx

≤ ε

2
C

(∫ +∞

−∞

ω2
1(ξ)

ξ2 + κ1

dξ

)
‖ϕx‖2

L2(0,1) +
1

2ε

∫ 1

0

∫ +∞

−∞
(ξ2 + κ1)|φ1(x, ξ)|2 dξ dx,

∣∣∣∣∫ 1

0
ϕ̄ϕ̃ dx

∣∣∣∣ ≤ ‖ϕ‖L2(0,1)‖ϕ̃‖L2(0,1)

≤ ε

2
C‖ϕx‖2

L2(0,1) +
1

2ε
‖ϕ̃‖2

L2(0,1),∣∣∣∣∫ 1

0
ϕ̄f2 dx

∣∣∣∣ ≤ ε

2
C‖ϕx‖2

L2(0,1) +
1

2ε
‖f2‖2

L2(0,1),
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∣∣∣∣∫ 1

0
ϕ̃f̄1 dx

∣∣∣∣ ≤ ε

2
‖ϕ̃‖2

L2(0,1) +
1

2ε
‖f1‖2

L2(0,1).

Similarly, we have∣∣∣∣∫ 1

0
ψ̄(
∫ +∞

−∞
ω1(ξ)φ2(x, ξ) dξ) dx

∣∣∣∣
≤ ε

2
C

(∫ +∞

−∞

ω2
2(ξ)

ξ2 + κ2

dξ

)
‖ψx‖2

L2(0,1) +
1

2ε

∫ 1

0

∫ +∞

−∞
(ξ2 + κ2)|φ2(x, ξ)|2 dξ dx

∣∣∣∣∫ 1

0
ψ̄ψ̃ dx

∣∣∣∣ ≤ ‖ψ‖L2(0,1)‖ψ̃‖L2(0,1)

≤ ε

2
C‖ψx‖2

L2(0,1) +
1

2ε
‖ψ̃‖2

L2(0,1),∣∣∣∣∫ 1

0
ψ̄f6 dx

∣∣∣∣ ≤ ε

2
C‖ψx‖2

L2(0,1) +
1

2ε
‖f6‖2

L2(0,1),∣∣∣∣∫ 1

0
ψ̃f̄5 dx

∣∣∣∣ ≤ ε

2
‖ψ̃‖2

L2(0,1) +
1

2ε
‖f5‖2

L2(0,1).

Choosing ε small enough, we conclude (4.45).
Moreover, equations (4.39)4 and (4.39)4 have a unique solution

z1(x, %) = e−iτ1λ%z1(x, 0) + τe−iτ1λ%
∫ %

0
e−iτ1λf4(x, r) dr

= e−iτ1λ%ϕ̃(x) + τ1e
−iτ1λ%

∫ %

0
e−iτ1λf4(x, r) dr.

and
z2(x, %) = e−iτ2λ%ψ̃(x) + τ2e

−iτ2λ%
∫ %

0
e−iτ2λf8(x, r) dr

Then
‖z1(x, %)‖L2((0,1)×(0,1)) ≤ ‖ϕ̃(x)‖L2(0,1) + τ1‖f4(x, %)‖L2((0,1)×(0,1)). (4.51)

and
‖z2(x, %)‖L2((0,1)×(0,1)) ≤ ‖ψ̃(x)‖L2(0,1) + τ2‖f8(x, %)‖L2((0,1)×(0,1)). (4.52)

Finally, (4.43), (4.45) and (4.51) imply that

‖U‖H ≤ C

for a positive constant C. The conclusion then follows by applying Theorem 4.4.1.

Remark 4.4.1 We can extend the results of this paper to more general measure density instead
of (4.17), that is ω is an even nonnegative measurable function such that

∫ ∞
−∞

ω(ξ)2

1 + ξ2
dξ <∞. (4.53)
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paces de Hilbert, Notas de Matemàtica (50), Universidade Federal do Rio de Janeiro and
University of Rochester, North-Holland, Amsterdam, (1973).

[17] M. M. Cavalcanti, V. D. Cavalcanti and I. Lasiecka, Well-posedness and optimal decay
rates for the wave equation with nonlinear boundary damping-source interaction, J. Diff.
Equa., 236 (2007), 407-459.

[18] G. Chen, Control and stabilization for the wave equation in a bounded domain, Part I ,
SIAM J. Control Optim., 17 (1979), 66-81.

[19] G. Chen, Control and stabilization for the wave equation in a bounded domain, Part II ,
SIAM J. Control Optim., 19 (1981),114-122.

[20] G. Chen, S.G. Krantz, D.W. Ma, C.E. Wayne, and H.H. West. The Euler-Bernoulli beam
equation with boundary energy dissipation, Operator methods for Optimal Control Prob-
lems, Lecture Notes in Pure and Applied Mathematics, 108, S. J. Lee(Ed), MarcelDekker,
(1987), 67-96.

[21] G. Chen, M.C. Delfour. A.M. Krall and G. Payre, Modeling, stabilization and control of
serially connected beams, SIAM J. Control Optim. 25 (1987)-3, 526-546.

[22] J. U. Choi & R. C. Maccamy, Fractional order Volterra equations with applications to
elasticity, J. Math. Anal. Appl., 139 (1989), 448-464.

[23] F. Conrad and M. Pierre, Stabilization of Euler-Bernoulli beam by nonlinear boundary
feedback, Rapports de recherche Institut National de Recherche en Informatique et en
Automatique (INRIA), (1990).

[24] R. Datko,Two questions concerning the boundary control of certain elastic systems., J.
Differ. Equa., 92 (1991), 27-44.

[25] R. Datko, J. Lagnese, & M.P. Polis, An example on the effect of time delays in boundary
feedback stabilization of wave equations., Siamj. Control Optim., 24(1986), 152-156.

[26] A. Guesmia, A. Soufiane, On the stability of Timoshenko-type systems with internal fric-
tional dampings and discrete time delays, Appl. Anal. 96 (2017)-12, 2075-2101.



BIBLIOGRAPHY 69

[27] B. Z. Guo, Riesz basis property and exponential stability of controlled Euler-Bernoulli beam
equations with variable coefficients, SIAM J. Control Optim. 40 (2002)-6, 1905-1923.

[28] B. Z. Guo, K. Y. Yang, Dynamic stabilization of an Euler-Bernoulli beam equation with
time delay in boundary observation, Automatica J. IFAC 45 (2009)-6, 1468-1475.

[29] Z. Han & G-Q. Xu,Exponential stability of Timoshenko beam system with delay terms in
boundary feedbacks., Esaim: Control Optim. Calc. Var., 17 (2010), 552-574.

[30] A. Haraux, Two remarks on dissipative hyperbolic problems, Research Notes in Mathemat-
ics, vol. 122. Pitman: Boston, MA, 1985, 161-179.

[31] F. Huang, Characteristic conditions for exponential stability of linear dynamical systems
in Hilbert spaces, Ann. Differ. Equ., 1 (1985), 43-55.

[32] Z. Jiao, Y.Zhe, Y. Xu, Acoustic wave motions stabilized by boundary memory damping II.
Polynomial stability, Appl. Math. Lett. 85 (2018), 35-40.

[33] Z. Jiao,T. J. Xiao, Acoustic wave motions stabilized by boundary memory damping, Appl.
Math. Lett. 57 (2016), 82-89.

[34] J.U Kim & Y.Renardy, Boundary control of the Timoshenko beam. Siam. J. Control. Op-
tim., 25(1987), 1417-1429.

[35] M .Kirane, B. Said-Houwari & M.-N. Anwar, Stability result for the Timoshenko system
with a time-varying delay term in the internal feedbacks . Commun. Pure App., 10(2011),
669-686.

[36] V. Komornik, Exact Controllability and Stabilization. The Multiplier Method, Masson-
John Wiley, Paris, 1994.

[37] J. E. Lagnese, Boundary stabilization of thin plates, SIAM Studies in Appl.
Math.,Philadelphia, 10 (1989).

[38] I. Lasiecka, Asymptotic behaviour of the solutions to wave equation with nonlinear damping
on the boundary, Analysis and optimization of systems (Antibes) (1988), 472-483,

[39] I. Lasiecka, Stabilization of wave and plate-like equations with nonlinear dissipation on the
boundary, J. Differential Equations 79 (1989)-2, 340-381.

[40] I. Lasiecka, Asymptotic behavior of solutions to plate equations with nonlinear dissipation
occurring through shear forces and bending moments, Appl. Math. Optim. 21 (1990)-2,
167-189.

[41] I. Lasiecka, Asymptotic behavior of the solutions of the Kirkhoff plate with nonlinear dissi-
pation in the bending moment, Control of boundaries and stabilization (Clermont-Ferrand,
1988), Lecture Notes in Control and Inform. Sci., 125 (1989), Springer, Berlin, 168-176.



70 BIBLIOGRAPHY

[42] I. Lasiecka & D. Tataru, Uniform boundary stabilization of semilinear wave equations with
nonlinear boundary dampin, Diff. Inte. Equa., 6 (1993), 507-533.

[43] C. Li, J. Liang, T. J. Xiao, Polynomial stability for wave equations with acoustic boundary
conditions and boundary memory damping, Appl. Math. Comput. 321 (2018), 593-601.
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Abstract 

In this thesis we considered some evolution problems with the presence of boundary 

dissipation of fractional derivative type. In particular, we consider dynamic Euler-Bernoulli- 

beam equation, acoustic wave equation and Timoshenko system. Under assumptions on initial 

data and boundary conditions, we focused our study on the global existence and asymptotic 

behavior of solutions where we obtained several results on the decay rate. 

Keywords: Euler-Bernoulli beam equation, boundary dissipation of fractional derivative type, 

acoustic wave equation, Timoshenko system, asymptotic behavior of solution. 

 

 

 

 

 

 

 

 

 



Résumé 

Dans cette thèse, nous avons considéré quelques problèmes d’évolution hyperbolique avec la 

présence des termes dissipatifs de type fractionnaires. En particulier on considère l’équation 

d’Euler-Bernoulli, l’équation des ondes acoustiques et le système de Timoshenko. Sous 

quelques hypothèses sur les données initiales et aux bords,  nous avons concentré notre étude 

sur l'existence globale et le comportement asymptotique des solutions où nous avons obtenu 

plusieurs résultats sur la vitesse de décroissance de l’énergie. 

Mots clés:  l’equation de Euler-Bernoulli, termes dissipatifs de type fractionnaires, l’equation 

des ondes acoustiques, le système de Timoshenko, le comportement asymptotique des 

solution.  

 

 

 

 

 

 

 

 



 ملخص 

أشكال  ذات    تبديدآليات لل بوجود   الرياضية لمعادلات و جمل معادلات  المسائلبعض   اقترحنا   هذه الأطروحة في

بعض الفرضيات  تحت  رنولي معادلة الموجات وجمل تيموشانكو-معادلة اولر  خاصة  ندرس .مختلفة من زوايا كسرية

للحلول الموجودة  مقاربال  السلوكدراسة و الحلول  على وجود دراستنا ركزنا الحدية،شروط و ال الابتدائية شروطال على

 نتائج حول طريقة تناقص الطاقة  عدةعند اللانهاية الزمنية أين توصلنا لإيجاد 
انكو,  ذات اشكال كسرية, معادلة الموجة الصوتية, جمل تيموشاليات  التبديد  برنولي -معادلة اولر:الكلمات المفتاحية

 السلوك المقارب للحلول. 

 

 

 

 


