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Abstract

Functional differential equations occur in a variety of areas of biological, physical,
and engineering applications, and such equations have received much attention in recent
years. This thesis is devoted to the existence of global mild, integral solutions, random
mild solutions and we present the results of controllability of mild solutions and random
mild solution for some semilinear first and second order functional differential equations,
and other densely and non-densely defined functional differential equations in Fréchet
spaces.

The tools used include a generalization of the classical Darbo fixed point theorem for
Fréchet spaces associated with the concept of measure of noncompactness.
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Introduction

The theory of functional differential equations has emerged as an important branch
of nonlinear analysis. During the last decades, existence and uniqueness of mild, strong
and classical solutions of functional differential equations has been studied extensively by
many authors using the semigroup theory, fixed point argument and measures of non-
compactness. We mention, for instance, the books Ahmed [7], Engel and Nagel [32],
Kamenski et al [44], Pazy [54] and Wu [58]. And other autors used a nonlinear alter-
native of Leray–Schauder type for contraction operators on Fréchet spaces [38], Baghli
and Benchohra [11, 12] provided sufficient conditions for the existence of mild solutions
of some classes of evolution equations, while in [14, 15, 21] the authors presented some
global existence and stability results for functional evolution equations and inclusions in
the space of continuous and bounded functions. In [1], an iterative method is used for the
existence of mild solutions of evolution equations and inclusions.

The measure of noncompactness which is one of the fundamental tools in the theory
of nonlinear analysis was initiated by the pioneering articles of Kuratowski [43], Darbo
[29] and was developed by Bana’s and Goebel [16] and many researchers in the literature.
The applications of the measure of noncompactness (for the weak case, the measure of
weak noncompactenss developed by De Blasi [30]) can be seen in the wide range of applied
mathematics: theory of differential equations (see [4, 53] and references therein), difference
equations [6].

The nature of a dynamic system in engineering or natural sciences depends on the
accuracy of the information we have concerning the parameters that describe that system.
If the knowledge about a dynamic system is precise then a deterministic dynamical system
arises. Unfortunately in most cases the available data for the description and evaluation
of parameters of a dynamic system are inaccurate, imprecise or confusing. In other words,
evaluation of parameters of a dynamical system is not without uncertainties. When our
knowledge about the parameters of a dynamic system are of statistical nature, that is,
the information is probabilistic, the common approach in mathematical modeling of such
systems is the use of random differential equations or stochastic differential equations.
Random differential equations, as natural extensions of deterministic ones, arise in many
applications and have been investigated by many mathematicians. We refer the reader to
the monographs [8, 22, 24, 48, 56].

5



6 INTRODUCTION

The concept of controllability plays an important role in control theory and engi-
neering because they have close connections to pole assignment, structural decomposi-
tion, quadratic optimal control and observer design etc., In recent years, the problem
of controllability for various kinds of differential equations and inclusions in Banach and
Fréchet spaces have been discussed extensively by several authors, for instance, see papers
[20, 35, 39, 50], in particular the controllability of nonlinear systems with and without
impulse have studied by several authors, see, for instance [3, 9, 13].

In the following we give an outline of our thesis organization, which consists of six
chapters defining the contributed work. The first chapter gives some notations, definitions,
lemmas and fixed point theorems which are used throughout the following chapters.

In Chapter 2, we study the existence result of mild solutions for a class of evolution
equations of the form:

u′(t) = A(t)u(t) + f(t, u(t)); if t ∈ R+ := [0,∞), (1)

with the initial condition
u(0) = u0 ∈ E, (2)

where f : R+×E → E is a given function, (E, ‖ · ‖) is a (real or complex) Banach space,
and {A(t)}t>0 is a family of linear closed (not necessarily bounded) operators from E into
E that generate an evolution system of bounded linear operators {U(t, s)}(t,s)∈R+×R+ ; for
(t, s) ∈ Λ := {(t, s) ∈ R+ × R+ : 0 ≤ s ≤ t < +∞}.

In section one of Chapter 3, we prove the existence of global mild solution in the
case where A is densely defined operator generated a C0-semigroup (T (t))t≥0 on E of the
following differential equation of the form:

y′(t) = Ay(t) + f(t, y(t)), t ∈ [0,∞), (3)

with the initial condition
y(0) = y0 ∈ E (4)

where f : R+ × E → E is given function, (E, ‖ · ‖) is a (real or complex) Banach space.
Then in section two, we discuss the existence of integral solution in the case where A is a
Hille–Yosida operator nondensely defined on E generated a integrated semigroup (S(t))t≥0
on E of the problem (3)-(4).

In Chapter 4, we study the controllability of mild solutions for functional differential
equation

y′(t) = Ay(t) + f(t, y(t)) +Bu(t), t ∈ [0,∞), (5)

with the initial condition
y(0) = y0 ∈ E (6)

where f : R+ × E → E is given function, (E, ‖ · |) is a (real or complex) Banach space,
and A : D(A)→ E is the infinitesimal generator of a C0-semigroup (T (t))t≥0 on E.
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In Chapter 5, we shall be concerned with the existence of global mild solutions for two
classes of second order semi-linear functional equations with random effects. In section
5.1, we will consider the following problem

u′(t, w) = A(t)u(t, w) + f(t, u(t, w), w); if t ∈ R+ := [0,∞), w ∈ Ω, (7)

with the initial condition
u(0, w) = u0(w) ∈ E, w ∈ Ω, (8)

where (Ω, F, P ) is a complete probability space, u0 : Ω → E is a given function, f :
R+ × E × Ω→ E is a given function, (E, ‖ · ‖) is a (real or complex) Banach space, and
{A(t)}t>0 is a family of linear closed (not necessarily bounded) operators from E into
E that generate an evolution system of bounded linear operators {U(t, s)}(t,s)∈R+×R+ ; for
(t, s) ∈ Λ := {(t, s) ∈ R+ × R+ : 0 ≤ s ≤ t < +∞}.

Later in section 5.2, we discuss the existence of random mild solutions for the following
second order evolution problem

u′′(t, w)− A(t)u(t, w) = g(t, u(t, w), w); if t ∈ R+ := [0,∞), w ∈ Ω,

u(0, w) = u(w), u′(0, w) = ū(w), w ∈ Ω,

(9)

where E, {A(t)}t>0 are as problem (7)-(8) and u, ū : Ω→ E and g : R+×E ×Ω→ E are
given functions.

In Chapter 6, we study the existence and controllability for second order functional
differential equations with random effects of the form:

{
y
′′
(t, w) = Ay(t, w) + f(t, y(s, w), w) +Bu(t, w), a.e. t ∈ R+ := [0,∞),

y(0, w) = φ(w), y
′
(0, w) = ϕ(w),

w ∈ Ω,

(10)
where f : R+ × E × Ω → E is a given function, φ, ϕ : Ω → E are given measurable
functions, A : D(A) ⊂ E → E is the infinitesimal generator of a strongly continuous
cosine family of bounded linear operators (C(t))t∈R on E.

Finally we close our thesis with a conclusion and some perspectives
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Chapter 1

Preliminaries

In this section we review some fundamental concepts, notations, definitions, fixed
point theorems and properties required to establish our main results.

1.1 Notations and Definitions

Let J = [0, b] be an interval of IR and (E, | · |) be a real Banach space. Let C(J,E)
be the Banach space of continuous functions from J into E with the norm

‖y‖∞ = sup { |y(t)| : t ∈ J }.

Let B(E) denote the Banach space of bounded linear operators from E into E, with
the norm

‖N‖B(E) = sup { |N(y)| : |y| = 1 }.
A measurable function y : J → E is Bochner integrable if and only if |y| is Lebesgue

integrable.
Let L1(J,E) denote the Banach space of measurable functions y : J → E which are

Bochner integrable normed by

‖y‖L1 =

∫ b

0

|y(t)| dt.

Let L∞(J,E) is the Banach space of measurable functions and bounded almost every-
where with

‖y‖L∞ = ess sup |y(t)| = inf{c > 0 : ‖y(t)‖ ≤ c; for a.e.t ∈ J}.

1.2 Some Properties in Fréchet Spaces

Let X := C(R+) be the Fréchet space of all continuous functions v from R+ into E,
equipped with the family of seminorms

‖v‖n = sup
t∈[0,n]

|v(t)|; n ∈ N,

9
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and the distance

d(u, v) =
∞∑
n=1

2−n
‖u− v‖n

1 + ‖u− v‖n
; u, v ∈ X.

Let Y ⊂ X, we say that Y is bounded if for every n ∈ N, there exists Mn > 0 such that

‖y‖n ≤Mn for all y ∈ Y.

To X we associate a sequence of Banach spaces {(Xn, ‖·‖n)} as follows : For every n ∈
N, we consider the equivalence relation ∼ndefined by : x ∼n y if and only if ‖x− y‖n = 0
for all x, y ∈ X. We denote Xn = (X|∼n , ‖ · ‖n) the quotient space, the completion of
Xn with respect to ‖ · ‖n. To every Y ⊂ X, we associate a sequence the {Y n} of subsets
Y n ⊂ Xn as follows : For every x ∈ X, we denote [x]n the equivalence class of x of subset
Xn and we define Y n = {[x]n : x ∈ Y }. We denote Y n, intn(Y n) and ∂nY

n, respectively,
the closure, the interior and the boundary of Y n with respect to ‖ · ‖ in Xn. We assume
that the family of semi-norms {‖ · ‖n} verifies :

‖x‖1 ≤ ‖x‖2 ≤ ‖x‖3 ≤ ... for every x ∈ X.

Definition 1.1 [38] A function f : X → X is said to be a contraction if for each n ∈ N
there exists kn ∈ [0, 1) such that :

‖f(x)− f(y)‖n ≤ kn ‖x− y‖n for all x, y ∈ X.

1.3 Semigroups

1.3.1 C0-Semigroups

Let E be a Banach space and B(E) be the Banach algebra of linear bounded operators.

Definition 1.2 One parameter family {T (t)|t ≥ 0} ⊂ B(E) satisfying the conditions:

1. T (0) = I, (I denotes the identity operator in E) ;

2. T (t+ s) = T (t)T (s), for t, s ≥ 0 ;

3. the map t −→ T (t)(y) is strongly continuous, for each y ∈ E, i.e;

lim
t→0

T (t)y = y ∀ y ∈ E.

A semigroup of bounded linear operators T (t), is uniformly continuous if

lim
t→0
‖T (t)− I‖ = 0.
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Definition 1.3 Let T (t) be a semigroup of class (C0) defined on E. The infinitesimal
generator A of T (t) is the linear operator defined by

A(y) = lim
h→0

T (h)y − y
h

for y ∈ D(A),

where

D(A) =

{
y ∈ X

∣∣∣ lim
h→0

T (h)(y)− y
h

exists in E

}
.

Example 1.4 Let E be the space of continuous functions φ : [0, 1]→ R endowed with the
sup norm. Then the family (T (t))t≥0 defined by

(T (t)φ)(x) = φ(xe−t), t ≥ 0, φ ∈ X, x ∈ [0, 1],

is a C0 − semigroup on E and its infinitesimal generator A is defined on

D(A) = {φ ∈ C([0, 1],R) : φ′(x) exists and is continuous for x ∈ [0, 1]}

= C1([0, 1],R)

by
Aφ = φ′.

1.3.2 Analytic semigroups

Definition 1.5 Let ∆ = {z : ϕ1 < arg z < ϕ2, ϕ1 < 0 < ϕ2} and for z ∈ ∆, let T (z) be
a bounded linear operator. The family {T (z); z ∈ ∆} is an analytic semigroup in ∆ if

(i) z → T (z) is analytic in ∆.

(ii) T (0) = I.

(iii) limz→0 T (z)x = x for every x ∈ E.

(iv) T (z1 + z2) = T (z1)T (z2) for z1, z2 ∈ ∆.

1.3.3 Integrated semigroups

Definition 1.6 [10] Let E be a Banach space. An integrated semigroup is a family of
operators (S(t))t≥0 of bounded linear operators S(t) on E with the following properties:

(i) S(0) = 0;

(ii) t→ S(t)x is continuous on [0,+∞) for each x ∈ E;

(iii) S(s)S(t) =
∫ s
0

(S(t+ s)− S(r))dr, for all t, s ≥ 0.
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Definition 1.7 [10] Let A be the generator of an integrated semigroup (S(t))t≥0. Then
for all x ∈ E and t ≤ 0,∫ t

0

S(s)xds ∈ D(A) and S(t)x = A

∫ t

0

S(s)xds+ tx.

Definition 1.8 We say that the linear operator A satisfies the Hille–Yosida condition if
there exists M ≤ 0 and ω ∈ R such that (ω,∞) ⊂ ρ(A) and

sup{(λ− ω)n|(λI − A)−n| : n ∈ N, λ > ω} ≤M.

More details of the semigroups and their properties can be found in [54]

1.4 Cosine family

Definition 1.9 A one parameter family {C(t) : t ∈ R} of bounded linear operators in the
Banach space E is called a strongly continuous cosine family if and only if

• C(0) = I (I is the identity operator);

• C(t)x is strongly continuous in t on R for each fixed x ∈ E;

• C(t+ s) + C(t− s) = 2C(t)C(s) for all t, s ∈ R.

Let {C(t) : t ∈ R} be a strongly continuous cosine family in E. Define the associated sine
family {S(t) : t ∈ R} by

S(t)x =

∫ t

0

C(s)xds, x ∈ E, t ∈ R.

The infinitesimal generator A : E → E of the cosine family {C(t) : t ∈ R} is defined by

Ax =
d2

dt2
C(t)x|t=0, x ∈ D(A),

where
D(A) = {x ∈ E : C(·)x ∈ C2(R, E)}.

1.5 Evolution system

In what follows, for the family {A(t), t ≥ 0} of closed densely defined linear unbounded
operators on the Banach space E we assume that it satisfies the following assumptions
(see [7], p. 158).

(P1) The domain D(A(t)) is independent of t and is dense in E,
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(P2) For t ≥ 0, the resolvent R(λ,A(t)) = (λI − A(t))−1 exists for all λ with Reλ ≤ 0,
and there is a constant K independent of λ and t such that

‖R(t, A(t))‖ ≤ K(1 + |λ|)−1, for Reλ ≤ 0,

(P3) There exist constants L > 0 and 0 < α ≤ 1 such that

‖(A(t)− A(θ))A−1(τ)‖ ≤ L|t− τ |α, for t, θ, τ ∈ I.

Lemma 1.10 ([7], p. 159) Under assumptions (P1)− (P3), the Cauchy problem

u′(t)− A(t)u(t) = 0, t ∈ I, u(0) = y0,

has a unique evolution system U(t, s), (t, s) ∈ ∆ := {(t, s) ∈ J × J : 0 ≤ s ≤ t ≤ T}
satisfying the following properties:

1. U(t, t) = I where I is the identity operator in E,

2. U(t, s) U(s, τ) = U(t, τ) for 0 ≤ τ ≤ s ≤ t ≤ T,

3. U(t, s) ∈ B(E) the space of bounded linear operators on E, where for every (t, s) ∈ ∆
and for each u ∈ E, the mapping (t, s)→ U(t, s)u is continuous.

The existence of solutions to our problem is related to the existence of an evolution
operator U(t, s) for the homogeneous problem

u′′(t) = A(t)u(t); t ∈ R+. (1.1)

This concept of evolution operator has been developed by Kozak [47].

Definition 1.11 A family U of bounded operators U(t, s) : E → E; (t, s) ∈ {(t, s) : s ≤
t}, is called an evolution operator of the equation (1.1) if the following conditions hold;

(P1) For any u ∈ E, the map (t, s)→ U(t, s)u is continuously differentiable and:

(a) for any (t ∈ R+ : U(t, t) = 0;

(b) for all (t, s) ∈ ∆ and for any u ∈ E, ∂
∂t
U(t, s)u|t=s = u and ∂

∂s
U(t, s)u|t=s = −u.

(P2) For all (t, s) ∈ ∆ if u ∈ D(A(t)), then ∂
∂s
U(t, s)u ∈ D(A(t)), the map (t, s) →

U(t, s)u is of class C2, and

(a) ∂2

∂t2
U(t, s)u = A(t)U(t, s)u;

(b) ∂2

∂s2
U(t, s)u = U(t, s)A(s)u;

(c) ∂2

∂t∂s
U(t, s)u|t=s = 0.
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(P3) For all (t, s) ∈ ∆ if u ∈ D(A(t)), then the map (t, s)→ A(t) ∂
∂s
U(t, s)u is continuous,

∂3

∂t2∂s
U(t, s)u and ∂3

∂s2∂t
U(t, s)u exist and

(a) ∂3

∂t2∂s
U(t, s)u = A(t) ∂

∂s
U(t, s)u;

(b) ∂3

∂s2∂t
U(t, s)u = A(t) ∂

∂t
U(t, s)A(s)u.

More details on evolution systems and their properties can be found in the books of
Ahmed [7] and Pazy [54].

1.6 Measure of Noncompactness

Now let us recall some fundamental facts of the notion of Kuratowski measure of non-
compactness.

Definition 1.12 ([16]) Let E be a Banach space and ΩE the family of bounded subsets
of E. The Kuratowski measure of noncompactness is the map α : ΩE → [0,∞) defined by

α(B) = inf{ε > 0 : B ⊆ ∪ni=1Bi and diam(Bi) ≤ ε}.

Properties 1.13 The Kuratowski measure of noncompactness satisfies the following
properties (for more details see [16]).

(a1) α(B) = 0⇐⇒ B is compact (B is relatively compact).

(b1) α(B) = α(B).

(c1) A ⊂ B =⇒ α(A) ≤ α(B).

(d1) α(A+B) ≤ α(A) + α(B).

(e1) α(cB) = |c|α(B); c ∈ IR

(f1) α(convB) = α(B).

Lemma 1.14 ([40]) If H ⊂ C(J,E) is a bounded and equicontinuous set, then

(ii) α(H) = sup
0≤t≤b

α(H(t)).

(ii) α

(∫ b

0

x(s)ds : x ∈ H
)
≤
∫ b

0

α(H(s))ds for t ∈ J ,

where H(s) = {x(s) : x ∈ H}, s ∈ J .
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Definition 1.15 LetMX be the family of all nonempty and bounded subsets of a Fréchet
space X . A family of functions {µn}n ∈ N where µn : MX → [0,∞) is said to be a
family of measures of noncompactness in the Fréchet space X if it satisfies the following
conditions for all B,B1, B2 ∈MX :

(a) {µn}n∈N is full, that is: µn(B) = 0 for n ∈ N if and only if B is precompact,

(b) µn(B1) ≤ µn(B2) for B1 ⊂ B2 and n ∈ N,

(c) µn(ConvB) = µn(B) for n ∈ N,

(d) If {Bi}i=1,··· is a sequence of closed sets from MX such that Bi+1 ⊂ Bi; i = 1, · · ·
and if lim

i→∞
µn(Bi) = 0, for each n ∈ N, then the intersection set B∞ := ∩∞i=1Bi is

nonempty.

Properties 1.16 (e) We call the family of measures of noncompactness {µn}n∈N to be
homogeneous if µn(λB) = |λ|µn(B); for λ ∈ R and n ∈ N.

(f) If the family {µn}n∈N satisfies the condition µn(B1 ∪ B2) ≤ µn(B1) + µn(B2), for
n ∈ N, it is called subadditive.

(g) It is sublinear if both conditions (e) and (f) hold.

(h) We say that the family of measures {µn}n∈N has the maximum property if

µn(B1 ∪B2) = max{µn(B1), µn(B2)},

(i) The family of measures of noncompactness {µn}n∈N is said to be regular if and only
if the conditions (a), (g) and (h) hold; (full sublinear and has maximum property).

Example 1.17 For B ∈ MX , x ∈ B, n ∈ IN and ε > 0, let us denote by ωn(x, ε) for
n ∈ IN; the modulus of continuity of the function x on the interval [0, n]; that is,

ωn(x, ε) = sup{|x(t)− x(s)| : t, s ∈ [0, n], |t− s| ≤ ε}.

Further, let us put
ωn(B, ε) = sup{ωn(x, ε) : x ∈ B},

ωn0 (B) = lim
ε→0+

ωn(B, ε),

ᾱn(B) = sup
t∈[0,n]

α(B(t)),

and
βn(B) = ωn0 (B) + ᾱn(B).

The family of mappings {βn}n∈N where βn :MX → [0,∞), satisfies the conditions (a)-(d)
from Definition 1.15.
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Definition 1.18 A nonempty subset B ⊂ X is said to be bounded if

sup
v∈X
‖v‖n <∞; for n ∈ N.

Lemma 1.19 [23] If Y is a bounded subset of Fréchet space X , then for each ε > 0, there
is a sequence {yk}∞k=1 ⊂ Y such that

µn(Y ) ≤ 2µn({yk}∞k=1) + ε; for n ∈ N.

Lemma 1.20 [51] If {uk}∞k=1 ⊂ L1(I) is uniformly integrable, then µn({uk}∞k=1) is mea-
surable for n ∈ N, and

µn

({∫ t

0

uk(s)ds

}∞
k=1

)
≤ 2

∫ t

0

µn({uk(s)}∞k=1)ds,

for each t ∈ [0, n].

Definition 1.21 Let Ω be a nonempty subset of a Fréchet space X , and let A : Ω → X
be a continuous operator which transforms bounded subsets of into bounded ones. One
says that A satisfies the Darbo condition with constants (kn)n∈N with respect to a family
of measures of noncompactness {µn}n∈N, if

µn(A(B)) ≤ knµn(B)

for each bounded set B ⊂ Ω and n ∈ N.
If kn < 1; n ∈ N then A is called a contraction with respect to {µn}n∈N.

1.7 Random operators

Let βE be the σ-algebra of Borel subsets of E. A mapping v : Ω → E is said to be
measurable if for any B ∈ βE, one has

v−1(B) = {w ∈ Ω : v(w) ∈ B} ∈ A.

To define integrals of sample paths of random process, it is necessary to define a jointly
measurable map.

Definition 1.22 A mapping T : Ω × E → E is called jointly measurable if for any
B ∈ βE, one has

T−1(B) = {(w, v) ∈ Ω× E : T (w, v) ∈ B} ⊂ A× βE,

where A× βE is the direct product of the σ-algebras A and βE those defined in Ω and E
respectively.
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Definition 1.23 A function T : Ω × E → E is called jointly measurable if T (·, u) is
measurable for all u ∈ E and T (w, ·) is continuous for all w ∈ Ω.

Definition 1.24 A function f : I × E × Ω → E is called random Carathéodory if the
following conditions are satisfied:

(i) The map (t, w)→ f(t, u, w) is jointly measurable for all u ∈ E, and

(ii) The map u→ f(t, u, w) is continuous for all t ∈ I and w ∈ Ω.

Let T : Ω × E → E be a mapping. Then T is called a random operator if T (w, u)
is measurable in w for all u ∈ E and it expressed as T (w)u = T (w, u). In this case
we also say that T (w) is a random operator on E. A random operator T (w) on E is
called continuous (resp. compact, totally bounded and completely continuous) if T (w, u)
is continuous (resp. compact, totally bounded and completely continuous) in u for all
w ∈ Ω. The details of completely continuous random operators in Banach spaces and
their properties appear in Itoh [42].

Definition 1.25 [34] Let P(E) be the family of all nonempty subsets of E and C be
a mapping from Ω into P(E). A mapping T : {(w, y) : w ∈ Ω, y ∈ C(w)} → E is
called random operator with stochastic domain C iff C is measurable (i.e., for all closed
A ⊂ E, {w ∈ Ω, C(w) ∩ A 6= ∅} ∈ A is measurable) and for all open D ⊂ E and all
y ∈ E, {w ∈ Ω : y ∈ C(w), T (w, y) ∈ D} ∈ A. T will be called continuous if every T (w) is
continuous. For a random operator T, a mapping y : Ω→ E is called random (stochastic)
fixed point of T iff for P−almost all w ∈ Ω, y(w) ∈ C(w) and T (w)y(w) = y(w) and for
all open D ⊂ E, {w ∈ Ω : y(w) ∈ D} ∈ A( y is measurable).

Remark 1.26 If C(w) ≡ E, then the definition of random operator with stochastic do-
main coincides with the definition of random operator.

Lemma 1.27 [33] Let C : Ω −→ 2E be measurable with C(w) closed, convex and solid
(i.e., int C(w) 6= ∅) for all w ∈ Ω. We assume that there exists measurable y0 : Ω −→ E
with y0 ∈ int C(w) for all w ∈ Ω. Let T be a continuous random operator with stochastic
domain C such that for every w ∈ Ω, {y ∈ C(w) : T (w)y = y} 6= ∅. Then T has a
stochastic fixed point.

Let y be a mapping of J × Ω into X . y is said to be a stochastic process if for each
t ∈ J , the function y(t, ·) is measurable.

1.8 Some Fixed Point Theorems
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Theorem 1.28 (Mönch , [5, 51]).
Let D be a bounded, closed and convex subset of a Banach space such that 0 ∈ D, and let
N be a continuous mapping of D into itself. If the implication

V = convN(V ) or V = N(V ) ∪ 0 =⇒ α(V ) = 0

holds for every subset V of D, then N has a fixed point.

Lemma 1.29 (Darbo , [40]).
Let D be a bounded, closed and convex subset of Banach space X. If the operator N : D →
D is a strict set contraction, i.e there is a constant 0 ≤ λ < 1 such that α(N(S)) ≤ λα(S)
for any set S ⊂ D then N has a fixed point in D.

Theorem 1.30 [28, 31] Let Ω be a nonempty, bounded, closed, and convex subset of a
Fréchet space X and let V : Ω → Ω be a continuous mapping. Suppose that V is a
contraction with respect to a family of measures of noncompactness {µn}n∈N. Then V has
at least one fixed point in the set Ω.



Chapter 2

Evolution of Semilinear Differential
Equations

2.1 Introduction

This chapter is concerned with the existence of mild solutions for a class of evolution
equations. We discuss the existence of mild solutions for the evolution equation

u′(t) = A(t)u(t) + f(t, u(t)); if t ∈ R+ := [0,∞), (2.1)

with the initial condition

u(0) = u0 ∈ E, (2.2)

where f : R+×E → E is a given function, (E, ‖ · ‖) is a (real or complex) Banach space,
and {A(t)}t>0 is a family of linear closed (not necessarily bounded) operators from E into
E that generate an evolution system of bounded linear operators {U(t, s)}(t,s)∈R+×R+ ; for
(t, s) ∈ Λ := {(t, s) ∈ R+ × R+ : 0 ≤ s ≤ t < +∞}.

2.2 Global existence

In this Section, we study the existence of the global mild solutions for our problem. Let
us introduce the definition of the mild solution of the problem (2.1)-(2.2).

Definition 2.1 We say that a continuous function u(·) : I → E is a mild solution of the
problem (2.1)-(2.2), if u satisfies the following integral equation

u(t) = U(t, 0)u0 +

∫ t

0

U(t, s) f(s, u(s))ds, for each t ∈ R+.

Let us introduce the following hypotheses.

19
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(H1) There exists a constant M ≥ 1 such that

‖U(t, s)‖B(E) ≤M ; for every (t, s) ∈ Λ.

(H2) The function t 7→ f(t, u) is measurable on R+ for each u ∈ E, and the function
u 7→ f(t, u) is continuous on E for a.e. t ∈ R+.

(H3) There exists a continuous function p : R+ → [0,∞) such that

‖f(t, u)‖ ≤ p(t)(1 + ‖u‖); for a.e. t ∈ R+, and each u ∈ E.

(H4) For each bounded and measurable set B ⊂ E and for each t ∈ R+, we have

µ(f(t, B)) ≤ p(t)µ(B),

where µ is a measure of noncompactness on the Banach space E.

For n ∈ N, let

p∗n = sup
t∈[0,n]

p(t),

and define on C(R+) the family of measure of noncompactness by

µn(D) = sup
t∈[0,n]

e−4Mp∗nτtµ(D(t)),

where τ > 1, and D(t) = {v(t) ∈ E : v ∈ D}; t ∈ [0, n].

Theorem 2.2 Assume that the hypotheses (H1)− (H4) are satisfied, and nMp∗n < 1 for
each n ∈ N. Then the problem (2.1)-(2.2) has at least one mild solution.

Proof. Consider the operator N : C(R+)→ C(R+) defined by:

(Nu)(t) = U(t, 0)u0 +

∫ t

0

U(t, s) f(s, u(s))ds. (2.3)

Clearly, the fixed points of the operator N are solution of the problem (2.1)-(2.2).

For any n ∈ N, let Rn be a positive real number with

Rn ≥
M‖u0‖+ np∗nM

1− nMp∗n
,

and we consider the ball

BRn := B(0, Rn) = {w ∈ C(R+) : ‖w‖n ≤ Rn}.
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For any n ∈ N, and each u ∈ BRn and t ∈ [0, n] we have

‖(Nu)(t)‖ ≤ ‖U(t, 0)‖B(E)‖u0‖+

∫ t

0

‖U(t, s)‖B(E)‖f(s, u(s))‖ds

≤ M‖u0‖+M

(∫ t

0

p(s)(1 + ‖u(s)‖)ds
)

≤ M‖u0‖+M(1 + ‖u‖n)

∫ t

0

p(s)ds

≤ M‖u0‖+ nMp∗n(1 +Rn)

≤ Rn.

Thus

‖N(u)‖n ≤ Rn. (2.4)

This proves that N transforms the ball BRn into itself. We shall show that the operator
N : BRn → BRn satisfies all the assumptions of Theorem 1.30. The proof will be given in
several steps.
Step 1. N : BRn → BRn is continuous.
Let {uk}k∈IN be a sequence such that uk → u in BRn . Then, for each t ∈ [0, n], we have

‖(Nuk)(t)− (Nu)(t)‖ ≤
∫ t

0

‖U(t, s)‖B(E)‖f(s, uk(s))− f(s, u(s))‖ds

≤ M

∫ t

0

‖f(s, uk(s))− f(s, u(s))‖ds.

Since uk → u as k →∞, the Lebesgue dominated convergence theorem implies that

‖N(uk)−N(u)‖n → 0 as k →∞.

Step 2. N(BRn) is bounded.
Since N(BRn) ⊂ BRn and BRn is bounded, then N(BRn) is bounded.
Step 3. For each equicontinuous subset D of BRn , µn(N(D)) ≤ 1

τ
µn(D).

From Lemmas 1.19 and 1.20, for any D ⊂ BRn and any ε > 0, there exists a sequence
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{uk}∞k=0 ⊂ D, such that for all t ∈ [0, n], we have

µ((ND)(t)) = µ

({
U(t, 0)u0 +

∫ t

0

U(t, s) f(s, u(s))ds; u ∈ D
})

≤ 2µ

({∫ t

0

U(t, s)f(s, uk(s))ds

}∞
k=1

)
+ ε

≤ 4

∫ t

0

µ
(∥∥U(t, s)‖B(E){f(s, uk(s))

}∞
k=1

)
ds+ ε

≤ 4M

∫ t

0

µ ({f(s, uk(s)}∞k=1) ds+ ε

≤ 4M

∫ t

0

p(s)µ ({uk(s)}∞k=1) ds+ ε

≤ 4Mp∗n

∫ t

0

e4Mp∗nτse−4Mp∗nτsµ ({uk(s)}∞k=1) ds+ ε

≤
(
e4Mp∗nτt − 1

)
τ

µn(D) + ε

≤ e4Mp∗nτt

τ
µn(D) + ε.

Since ε > 0 is arbitrary, then

µ((ND)(t)) ≤ e4Mp∗nτt

τ
µn(D).

Thus

µn(N(D)) ≤ 1

τ
µn(D).

As a consequence of steps 1 to 3 together with Theorem 1.30, we can conclude that
N has at least one fixed point in BRn which is a mild solution of problem (2.1)-(2.2).

2.3 An Example

As an application of our results, we consider the following functional evolution problem
of the form

∂z

∂t
(t, x) = a(t, x)

∂2z

∂x2
(t, x) +Q(t, z(t, x)); t ∈ R+, x ∈ [0, π],

z(t, 0) = z(t, π) = 0; t ∈ R+,

z(0, x) = Φ(x); x ∈ [0, π],

(2.5)

where a(t, x) : R+×[0, π]→ R is a continuous function and is uniformly Hölder continuous
in t, Q : R+ × R→ R and Φ : [0, π]→ R are continuous functions.
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Consider E = L2([0, π],R) and define A(t) by A(t)w = a(t, x)w′′ with domain

D(A) = {w ∈ E : w,w′ are absolutely continuous, w′′ ∈ E, w(0) = w(π) = 0}.

Then A(t) generates an evolution system U(t, s) (see [37]).

For x ∈ [0, π], we have
y(t)(x) = z(t, x); t ∈ R+,

f(t, u(t), x) = Q(t, z(t, x)); t ∈ R+,

and
u0(x) = Φ(x); x ∈ [0, π].

Thus, under the above definitions of f , u0 and A(·), the system (2.5) can be represented
by the functional evolution problem (2.1)-(2.2). Furthermore, more appropriate conditions
on Q ensure the hypotheses (H1) − (H4). Consequently, Theorem 2.2 implies that the
evolution problem (2.5) has at least one mild solution.
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Chapter 3

Semilinear Differential Equations

3.1 Introduction

In this chapter, we prove the existence of global mild and integral solutions of the following
differential equation for class of semi-linear functional of the form:

y′(t) = Ay(t) + f(t, y(t)), t ∈ [0,∞), (3.1)

with the initial condition
y(0) = y0 ∈ E (3.2)

where f : R+×E→ E is given function, (E, ‖ · ‖) is a (real or complex) Banach space. in
section 1, we discuss the existence of mild solution of the problem (3.1)-(3.2), in the case
where A is densely defined operator generated a C0-semigroup (T (t))t≥0 on E.
Then in section 2, we discuss the existence of integral solution of the problem (3.1)-
(3.2), in the case where A is a Hille-Yosida operator, nondensely defined and generates
an integrated semigroup (S(t))t≥0 on E.

3.2 Global existence of mild solutions

In this section, we discuss the existence of global mild solution of the problem (3.1)-(3.2),
in the case where A is densely defined operator generated a C0-semigroup (T (t))t≥0 on E.
Let us introduce the definition of the mild solution of the problem (3.1)-(3.2).

Definition 3.1 We say that a continuous function y(.) : I → E is mild solution of the
problem (3.1)-(3.2), if y satisfies the following integral equation

y(t) = T (t)y0 +

∫ t

0

T (t− s)f(s, y(s))ds, t ∈ [0,+∞). (3.3)

We will consider the hypotheses (3.1)-(3.2) and we will need to introduce the following
one which is assumed hereafter:

25
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(H1) The operator A is the infinitesimal generator of a C0-semigroup T (t), t ∈ J in E
and there exists a positive constant M ≥ 1 such that

{‖T (t)‖B(E) ≤M, t ≥ 0}

(H2) The function t → f(t, y) is measurable on R for each y ∈ E, and the function
y 7→ f(t, y) is continuous on E for a.e.t ∈ R+.

(H3) There exists a continuous function p : R→ [0,∞) such that

‖f(t, y)‖ ≤ p(t)(1 + ‖y‖) for a.e.t ∈ R+ and each y ∈ E.

(H4) For each bounded and measurable set B ⊂ E and for each t ∈ R+, we have

µ(f(t, B)) ≤ p(t)µ(B),

where µ is a measure of noncompactness on the Banach space E.

For n ∈ N, let
p∗n = sup

t∈[0,n]
p(t),

and define on C(R+) the family of noncompactness by

µn(D) = sup
t∈[0,n]

e−4Mp∗nτtµ(D(t))

where τ > 0 et D(t) = {v(t) ∈ E : v ∈ D}; t ∈ [0, n].

Theorem 3.2 Assume that the hypotheses (H1)- (H4) are satisfied, and

ln := nMp∗n < 1; for each n ∈ N.

Then the problem (3.1)-(3.2) has at least one mild solution.

Proof. Consider the operator N : C(R+)→ C(R+) defined by:

(Ny)(t) = T (t)y0 +

∫ t

0

T (t− s)f(s, y(s))ds, t ∈ [0,+∞). (3.4)

For any n ∈ N, let Rn be a positive real number with

Rn ≥
M |y0|+ nMp∗n

1− nMp∗n
,

and we consider the ball

BRn := B(0, Rn) = {ω ∈ C(R+) : ‖ω‖n ≤ Rn}.
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For any n ∈ N, and each y ∈ BRn and t ∈ [0, n] we have

‖(Ny)(t)‖ ≤ ‖T (t)‖B(E)|y0|+
∫ t

0

‖T (t− s)‖B(E)‖f(s, y(s))‖ds

≤ M |y0|+M

(∫ t

0

p(s)(1 + ‖y(s)‖)ds
)

≤ M |y0|+M(1 + ‖y‖n)

∫ t

0

p(s)ds

≤ M |y0|+Mnp∗n(1 +Rn)

≤ Rn.

Thus

‖N(y)‖n ≤ Rn. (3.5)

This proves that N transforms the ball BRn into itself. We shall show that the operator
N : BRn → BRn satisfies all the assumptions of Theorem 1.30. The proof will be given
several steps.
Step 1. N : BRn → BRn is continuous.
Let {yk}k∈N be a sequence such that yk → y in BRn . Then, for each t ∈ [0, n], we have

‖(Nyk)(t)− (Ny)(t)‖ ≤
∫ t

0

‖T (t− s)‖B(E)‖f(s, yk(s))− f(s, y(s))‖ds

≤ M

∫ t

0

‖f(s, yk(s))− f(s, y(s))‖ds.

Since yk → y as k →∞, the Lebesgue dominated convergence theorem implies that

‖N(yk)−N(y)‖n → 0 as k →∞.

Step 2. N(BRn) is bounded.
Since N(BRn) ⊂ BRn is bounded, then N(BRn) is bounded.
Step 3. For each equicontinuous subset D of BRn , µn((ND) ≤ 1

τ
µn(D).

From lemmas 1.19 and 1.20 , for any D ⊂ BRn and any ε > 0, there exists a sequence
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{yk(s)}∞k=1 ⊂ D, such that for all t ∈ [0, n], we have

µ(ND)(t)) = µ

({
T (t)y0 +

∫ t

0

T (t− s)f(s, y(s))ds; y ∈ D
})

≤ 2µ({
∫ t

0

T (t− s)f(s, yk(s))ds}∞k=1) + ε

≤ 2µ

({∫ t

0

T (t− s)f(s, yk(s))ds

}∞
k=1

)
+ ε

≤ 4M

∫ t

0

µ({f(s, yk(s))}∞k=1)ds+ ε

≤ 4M

∫ t

0

p(s)µ({yk(s)}∞k=1)ds+ ε

≤ 4Mp∗n

∫ t

0

µ({yk(s)}∞k=1)ds+ ε

≤ 4Mp∗n

∫ t

0

e
16
n
Mp∗nse−

16
n
Mp∗nsµ({yk(s)}∞k=1)ds+ ε

≤ 4Mp∗nµn(D)

∫ t

0

e
16
n
Mp∗nsds+ ε

≤ e
16
n
Mp∗nτt

τ
µn(D) + ε

Since ε > 0 is arbitrary, then

µ(ND)(t) ≤ e−
16
n
Mp∗nτt

τ
µn(D)

Thus

µn(ND) ≤ 1

τ
µn(D)

As a consequence of steps to 1 to 3 together with Theorem 1.30, we can conclude that N
has a least one fixed in BRn which is a mild solution of problem (3.1)-(3.2).

3.3 Existence of global integral solutions

In this section, we discuss the existence of integral solution of the problem (3.1)-(3.2), in
the case where A is a Hille-Yosida operator nondensely defined on E generated a integrated
semigroup (S(t))t≥0 on E. Before starting and proving this result, we give the definition
of its integral solution.

(P1) A satisfies the Hille–Yosida condition, namely, there exist M ≥ 0 and ω ∈ R such
that (ω,∞) ⊂ %(A) and

|(λI − A)−n| ≤ M

(λ− ω)n
for n ∈ N and λ > ω,
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where %(A) is the resolvent set of A, for more details (see [45]).

Definition 3.3 We say that y : [0,∞)→ E is an integral solution of (3.1)-(3.2) if

(i) y ∈ C([0,∞), E),

(ii)
∫ t
0
y(s)ds ∈ D(A) for t ∈ J,

(iii) y(t) = y0 + A
∫ t
0
y(s)ds+

∫ t
0
f(s, y(s))ds, t ∈ J

Moreover, y satisfies the following variation of constants formula:

y(t) = S ′(t)y0 +
d

dt

∫ t

0

S(t− s)f(s, y(s))ds, t ∈ [0,+∞). (3.6)

From the definition it follows that y(t) ∈ D(A), t ≥ 0, in particular y0 ∈ D(A).
We will consider the hypotheses (H2)-(H4) and we will need to introduce the following
one which is assumed hereafter:

(P2) Let (S(t))t≥0, be the integrated semigroup generated by A such that

‖S ′(t)‖B(E) ≤ M̃, t ≥ 0.

Theorem 3.4 Assume that the hypotheses (P1)- (P2) and (H2)-(H4) are satisfied, and

ln := nM̃p∗n < 1; for each n ∈ N

. Then the problem (3.1)-(3.2) has at least one mild solution.

Proof. Consider the operator Q : C(R+)→ C(R+) defined by:

(Qy)(t) = S ′(t)y0 +
d

dt

∫ t

0

S(t− s)f(s, y(s))ds, t ∈ [0,+∞). (3.7)

For any n ∈ N, let Rn be a positive real number with

Rn ≥
M̃ |y0|+ nM̃p∗n

1− nM̃p∗n
,

and we consider the ball

BRn := B(0, Rn) = {ω ∈ C(R+) : ‖ω‖n ≤ Rn}.

For any n ∈ N, and each y ∈ BRn and t ∈ [0, n] we have
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‖(Qy)(t)‖ ≤ ‖S ′(t)‖B(E)|y0|+
∥∥∥∥ ddt

∫ t

0

S(t− s)f(s, y(s))ds

∥∥∥∥
≤ M̃ |y0|+ M̃

(∫ t

0

p(s)(1 + ‖y(s)‖)ds
)

≤ M̃ |y0|+ M̃(1 + ‖y‖n)

∫ t

0

p(s)ds

≤ M̃ |y0|+ M̃np∗n(1 +Rn)

≤ Rn.

Thus

‖Q(y)‖n ≤ Rn. (3.8)

This proves that Q transforms the ball BRn into itself. We shall show that the operator
Q : BRn → BRn satisfies all the assumptions of Theorem 1.30. The proof will be given
several steps.
Step 1. Q : BRn → BRn is continuous.
Let {yk}k∈N be a sequence such that yk → y in BRn . Then, for each t ∈ [0, n], we have

‖(Qyk)(t)− (Qy)(t)‖ ≤ ‖ d
dt

∫ t

0

S(t− s)(f(s, yk(s))− f(s, y(s)))ds‖

≤ M̃

∫ t

0

‖f(s, yk(s))− f(s, y(s))‖ds.

Since yk → y as k →∞, the Lebesgue dominated convergence theorem implies that

‖Q(yk)−Q(y)‖n → 0 as k →∞.

Step 2. Q(BRn) is bounded.
Since Q(BRn) ⊂ BRn is bounded, then Q(BRn) is bounded.
Step 3. For each equicontinuous subset D of BRn , µn(QD) ≤ 1

τ
µn(D).

From lemmas 1.19 and 1.20 , for any D ⊂ BRn and any ε > 0, there exists a sequence
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{yk(s)}∞k=1 ⊂ D, such that for all t ∈ [0, n], we have

µ(QD)(t)) = µ

({
S ′(t)y0 +

d

dt

∫ t

0

S(t− s)f(s, y(s))ds; y ∈ D
})

≤ 2µ

(
{ d
dt

∫ t

0

S(t− s)f(s, yk(s))ds}∞k=1

)
+ ε

≤ 4M̃

∫ t

0

µ({f(s, yk(s))}∞k=1)ds+ ε

≤ 4M̃

∫ t

0

p(s)µ({yk(s)}∞k=1)ds+ ε

≤ 4M̃p∗n

∫ t

0

µ({yk(s)}∞k=1)ds+ ε

≤ 4M̃p∗n

∫ t

0

eM̃p∗nse−M̃p∗nτnsµ({yk(s)}∞k=1)ds+ ε

≤ 4M̃p∗nµn(D)

∫ t

0

eM̃p∗nτsds+ ε

≤ eM̃p∗nτt

τ
µn(D) + ε

Since ε > 0 is arbitrary, then

µ(QD)(t) ≤ eM̃p∗nτt

τ
µn(D)

Thus

µn(QD) ≤ 1

τ
µn(D).

As a consequence of steps to 1 to 3 together with Theorem 1.30, we can conclude that Q
has a least one fixed in BRn which is a mild solution of problem (3.1)- (3.2).

3.4 Examples

Example 1. We consider the following problem

∂z

∂t
(t, x) =

∂2z

∂x2
(t, x) +Q(t, z(t, x)), ; t ∈ R+, x ∈ [0, π],

z(t, 0) = z(t, π) = 0; t ∈ R+.

z(0, x) = Φ(x); x ∈ [0, π],

(3.9)

where Q : R+ × R→ R and Φ : [0, π]→ R are continuous functions.
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Consider E = L2([0, π],R) and define A by Aw = w′′ with domain

D(A) = {w ∈ E : w,w′ are absolutely continuous, w′′ ∈ E, w(0) = w(π) = 0}.

Then

Aw =
∞∑
n=1

n2(w,wn)wn, w ∈ D(A),

where (·, ·) is the inner product in L2 and wn(s) =
√

2
π

sinns, n = 1, 2, . . . , is orthogonal

set of eigenvectors of A. It is well known (see [54]) that A is the infinitesimal generator
of an analytic semigroup T (t), t ≥ 0, in E and is given by the relation

T (t)w =
∞∑
n=1

exp(−n2t)(w,wn)wn, w ∈ E,

and there exists a positive constant M such that

‖T (t)‖B(E) ≤M.

For x ∈ [0, π], we have
y(t)(x) = z(t, x); t ∈ R+,

f(t, y(t))(x) = Q(t, z(t, x)); t ∈ R+,

y0(x) = Φ(x).

Then the system (3.9) can be represented by the functional problem (3.1)- (3.2), and
conditions (H1)− (H4) are satisfied. Consequently, Theorem 3.2 implies that the problem
(3.9)has mild solution.

Example 2. We consider the following problem

∂z

∂t
(t, x) =

∂2z

∂x2
(t, x) +Q(t, z(t, x)), ; t ∈ R+, x ∈ [0, π],

z(t, 0) = z(t, π) = 0; t ∈ R+.

z(0, x) = Φ(x); x ∈ [0, π],

(3.10)

where Q : R+ × R→ R and Φ : [0, π]→ R are continuous functions.

Consider E = C([0, π],R) and define A by Aw = w′′ with domain

D(A) = {w ∈ E : w,w′ are absolutely continuous, w′′ ∈ E, w(0) = w(π) = 0}.

It is well known (see [27]) that the operator A Satisfies the Hille-Yosida condition with
(0,+∞) ⊂ %(A),

‖(λI − A)−1‖ ≤ 1

λ
for λ > 0,
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and
D(A) = {w ∈ E, w(0) = w(π) = 0} 6= E.

It follows that A generates an integrated semigroup (S(t))t≥0 and ‖S(t)‖ ≤ M for t ≥ 0.
We can show that problem (3.1)- (3.2) is an abstract formulation of problem (3.10).

For x ∈ [0, π], we have
y(t)(x) = z(t, x); t ∈ R+,

f(t, y(t))(x) = Q(t, z(t, x)); t ∈ R+,

y0(x) = Φ(x).

Then the system (3.10) can be represented by the functional problem (3.1)- (3.2), and
conditions (P1)- (P2) and (H2)-(H4) are satisfied. Consequently, Theorem 3.4 implies that
the problem (3.10) has an integral solution.
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Chapter 4

Controllability of Semilinear
Differential Equations

4.1 Introduction

In this chapter, we consider the controllability of mild solutions for semilinear differential
equation

y′(t) = Ay(t) + f(t, y(t)) +Bu(t), t ∈ [0,∞), (4.1)

with the initial condition
y(0) = y0 ∈ E (4.2)

where f : R+ × E → E is given function, (E, ‖ · ‖) is a (real or complex) Banach space,
and A : D(A) → E is the infinitesimal generator of a C0-semigroup (T (t))t≥0 on E.
The control function u(·, w) is given in L2(R+, U), a Banach space of admissible control
functions with U as a Banach space, and B is a bounded linear operator from U into E.

4.2 Controllability Result

In this section, we study the controllability for the differential system (4.1)-(4.2).

Definition 4.1 We say that a continuous function y(·) : I → E is mild solution of the
problem (4.1)-(4.2), if y satisfies the following integral equation

y(t) = T (t)y0 +

∫ t

0

T (t− s)f(s, y(s))ds+

∫ t

0

T (t− s)Bu(s)ds, t ∈ [0,+∞). (4.3)

Definition 4.2 The problem (4.1)-(4.2) is said to be controllable if for every y0, y1 ∈ E
where y0 is initial condition and y1 is final state, there is some control u ∈ L2([0, n], E)
such that the mild solution y(·) of (4.1)-(4.2) satisfies the terminal condition y(n) = y1.

We will consider the hypotheses (4.1)-(4.2) and we will need to introduce the following
one which is assumed hereafter:

35
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(H1) The operator A is the infinitesimal generator of a C0-semigroup T (t), t ≥ 0 in E
and there exists a positive constant M ≥ 1 such that

M = sup{‖T (t)‖B(E), t ≥ 0}

(H2) The function t → f(t, y) is measurable on R for each y ∈ E, and the function
y 7→ f(t, y) is continuous on E for a.e.t ∈ R+.

(H3) There exists a continuous function p : R+ → [0,∞) such that

‖f(t, y)‖ ≤ p(t)(1 + ‖y‖) for a.e.t ∈ R+ and each y ∈ E.

(H4) For each bounded and measurable set B ⊂ E and for each t ∈ R+, we have

µ(f(t, B)) ≤ p(t)µ(B),

where µ is a measure of noncompactness on the Banach space E.

(H5) For each n ∈ N, the linear operator W : L2([0, n], E)→ E is defined by

Wu =

∫ n

0

T (n− s)Bu(s)ds,

has a bounded pseudo inverse operatorW−1 which takes values in L2([0, n], E)/ kerW
and there exist positive constant K such that:

‖BW−1‖ ≤ K

Remark 4.3 For the construction of W see [57].

For each t ∈ [0, n], n ∈ N

uy(t) = W−1
(
y1 − T (n)y0 −

∫ n

0

T (n− s)f(s, y(s))ds

)
(t). (4.4)

For n ∈ N, let
p∗n = sup

t∈[0,n]
p(t),

and define on C(R+) the family of noncompactness by

µn(D) = sup
t∈[0,n]

e−4Mp∗n(1+nMK)τtµ(D(t))

where τ > 1 and D(t) = {v(t) ∈ E : v ∈ D}; t ∈ [0, n].

Theorem 4.4 Assume that the hypotheses (H1)- (H5) are satisfied, and

ln := nMp∗n + n2M2Kp∗n < 1; for each n ∈ N.

Then the problem (4.1)-(4.2) is controllable.
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Proof. Consider the operator N : C(R+)→ C(R+) defined by:

(Ny)(t) = T (t)y0 +

∫ t

0

T (t− s)f(s, y(s))ds+

∫ t

0

T (t− s)Buy(s)ds, t ∈ [0,+∞). (4.5)

Using assumption (H5), for arbitrary function y(.), we define the control

uy(t) = W−1
(
y1 − T (n)y0 −

∫ n

0

T (n− s)f(s, y(s))ds

)
(t), (4.6)

we obtain

(Ny)(t) = T (t)y0 +

∫ t

0

T (t− s)f(s, y(s))ds (4.7)

+

∫ t

0

T (t− s)BW−1(y1 − T (n)y0 −
∫ n

0

T (n− τ)f(τ, y(τ))dτ)ds, t ∈ [0,+∞).

Noting that, for t ∈ [0, n] we have

‖uy(t)‖ ≤ ‖W−1‖
[
|y1|+ ‖T (n)‖B(E)|y0|+

∫ n

0

‖T (n− s)‖B(E)‖f(s, y(s))‖
]
ds

≤ M2

[
|y1|+M |y0|+M

∫ n

0

p(s)(1 + ‖y(s)‖)
]

≤ M2 [|y1|+M |y0|+Mnp∗n(1 + ‖y‖n)] .

For any n ∈ N, let Rn be a positive real number with

Rn ≥
M |y0|+ nMK|y1|+ nM2K|y0|+ nMp∗n + n2M2Kp∗n

1− nMp∗n − n2M2Kp∗n
,

and we consider the ball

BRn := B(0, Rn) = {v ∈ C(R+) : ‖v‖n ≤ Rn}.
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For any n ∈ N, and each y ∈ BRn and t ∈ [0, n] we have

‖(Ny)(t)‖ ≤ ‖T (t)‖B(E)|y0|+
∫ t

0

‖T (t− s)‖B(E)‖f(s, y(s))‖ds

+ MK

[∫ t

0

|y1|+ ‖T (n)‖B(E)|y0|ds

+

∫ t

0

∫ n

0

‖T (n− τ)‖B(E)‖f(τ, y(τ))‖dτds
]

≤ M |y0|+M

(∫ t

0

p(s)(1 + ‖y(s)‖)ds
)

+ MKn|y1|+M2Kn|y0|+M2Kn

(∫ t

0

p(τ)(1 + ‖y(τ)‖)dτ
)

≤ M |y0|+M(1 + ‖y‖n)

∫ t

0

p(s)ds

+ MKn|y1|+M2Kn|y0|+M2Kn(1 + ‖y‖n)

∫ t

0

p(s)ds

≤ M |y0|+Mnp∗n(1 +Rn)

+ MKn|y1|+M2Kn|y0|+M2Kn2p∗n(1 +Rn)

≤ Rn.

Thus

‖N(y)‖n ≤ Rn. (4.8)

This proves that N transforms the ball BRn into itself. We shall show that the operator
N : BRn → BRn satisfies all the assumptions of Theorem 1.30. The proof will be given
several steps.

Step 1. N : BRn → BRn is continuous.
Let {yk}k∈N be a sequence such that yk → y in BRn . Then, for each t ∈ [0, n], we have
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‖(Nyk)(t)− (Ny)(t)‖ ≤
∫ t

0

‖T (t− s)‖B(E)‖f(s, yk(s))− f(s, y(s))‖ds

+

∫ t

0

‖T (t− s)‖B(E)‖B(uyk(s)− uy(s))‖ds

≤ M

∫ t

0

‖f(s, yk(s))− f(s, y(s))‖ds

+ MK

∫ t

0

∫ n

0

‖T (n− τ)‖B(E)‖f(τ, yk(τ))− f(τ, y(τ))‖dτds

≤ M

∫ t

0

‖f(s, yk(s))− f(s, y(s))‖ds

+ M2K

∫ t

0

∫ n

0

‖f(τ, yk(τ))− f(τ, y(τ))‖dτds

≤ M

∫ t

0

‖f(s, yk(s))− f(s, y(s))‖ds

+ nM2K

∫ n

0

‖f(τ, yk(τ))− f(τ, y(τ))‖dτ.

Since yk → y as k →∞, the Lebesgue dominated convergence theorem implies that

‖N(yk)−N(y)‖n → 0 as k →∞.

Step 2. N(BRn) is bounded.
Since N(BRn) ⊂ BRn is bounded, then N(BRn) is bounded.

Step 3. For each subset D of BRn , µn(ND) ≤ 1
τ
µn(D).

From lemmas 1.19 and 1.20 , for any D ⊂ BRn and any ε > 0, there exists a sequence
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{yk(s)}∞k=1 ⊂ D, such that for all t ∈ [0, n], we have

µ((ND)(t)) = µ

({
T (t)y0 +

∫ t

0

T (t− s)f(s, y(s))ds+

∫ t

0

T (t− s)Buy(s)ds; y ∈ D
})

≤ 2µ({
∫ t

0

T (t− s)f(s, yk(s))ds+

∫ t

0

T (t− s)BW−1

×
(
y1 − T (n)y0 −

∫ n

0

T (n− τ)f(τ, yk(τ))dτ

)
ds}∞k=1) + ε

≤ 2µ

({∫ t

0

T (t− s)f(s, yk(s))ds

}∞
k=1

)
+ 2µ

({∫ t

0

T (t− s)BW−1
(
y1 − T (n)y0 −

∫ n

0

T (n− τ)f(τ, yk(τ))dτ

)
ds

}∞
k=1

)
+ ε

≤ 4M

∫ t

0

µ({f(s, yk(s))}∞k=1)ds

+ 4MK

∫ t

0

µ(y1 − T (n)y0 +

∫ n

0

T (n− τ){f(τ, yk(τ))}∞k=1)dτ)ds) + ε

≤ 4M

∫ t

0

p(s)µ({yk(s)}∞k=1)ds

+ 4MK

∫ t

0

µ(y1 − T (n)y0) + 4MK

∫ t

0

∫ n

0

µ(T (n− τ){f(τ, yk(τ))}∞k=1)dτ)ds) + ε

≤ 4Mp∗n

∫ t

0

µ({yk(s)}∞k=1)ds+ 4nM2K

∫ n

0

µ{f(τ, yk(τ))}∞k=1)dτ) + ε

≤ 4Mp∗n

∫ t

0

µ({yk(s)}∞k=1)ds+ 4nM2Kp∗n

∫ t

0

µ({yk(s)}∞k=1)ds+ ε

≤ 4Mp∗n

∫ t

0

e4Mp∗n(1+nMK)τse−4Mp∗n(1+nMK)τsµ({yk(s)}∞k=1)ds

+ 4nM2Kp∗n

∫ t

0

e4Mp∗n(1+nMK)τse−4Mp∗n(1+nMKτsµ({yk(s)}∞k=1)ds+ ε

≤ 4Mp∗n(1 + nMK)

∫ t

0

e4Mp∗n(1+nMK)τse−4Mp∗n(1+nMK)τsµ({yk(s)}∞k=1)ds+ ε

≤ 4Mp∗n(1 + nMK)µn(D)

∫ t

0

e4Mp∗n(1+nMK)τsds+ ε

≤ e4Mp∗n(1+nMK)τtµn(D) + ε

Since ε > 0 is arbitrary, then

µ((ND)(t)) ≤ e4Mp∗n(1+nMK)τt

τ
µn(D).
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Thus

µn(ND) ≤ 1

τ
µn(D).

As a consequence of steps to 1 to 3 together with Theorem 1.30, we can conclude that N
has a least one fixed in BRn which is a mild solution of problem (4.1)-(4.2).

4.3 An Example

As an application of our results, we consider the following functional evolution problem
of the form

∂z

∂t
(t, x) =

∂2z

∂x2
(t, x) +Q(t, z(t, x)) +Bu(t), ; t ∈ R+, x ∈ [0, π],

z(t, 0) = z(t, π) = 0; t ∈ R+.

z(0, x) = Φ(x); x ∈ [0, π],

(4.9)

where Q : R+ × R→ R and Φ : [0, π]→ R are continuous functions.

Consider E = L2([0, π],R) and define A by Aw = w′′ with domain

D(A) = {w ∈ E : w,w′ are absolutely continuous, w′′ ∈ E, w(0) = w(π) = 0}.

Then

Aw =
∞∑
n=1

n2(w,wn)wn, w ∈ D(A),

where (·, ·) is the inner product in L2 and wn(s) =
√

2
π

sinns, n = 1, 2, . . . , is orthogonal

set of eigenvectors of A. It is well known (see [54]) that A is the infinitesimal generator
of an analytic semigroup T (t), t ≥ 0, in E and is given by the relation

T (t)w =
∞∑
n=1

exp(−n2t)(w,wn)wn, w ∈ E.

Since the analytic semigroup T (t) is compact, there exists a positive constant M such
that

‖T (t)‖B(E) ≤M.

Assume that B : U → Y, U ⊂ [0,∞), is a bounded linear operator and, for every n > 0,
the operator

Wy =

∫ n

0

T (n− s)By(s)ds

has the bounded pseudo inverse W−1, which takes values in L2([0,∞), U)\ kerW .
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For x ∈ [0, π], set
y(t)(x) = z(t, x); t ∈ R+,

f(t, y(t))(x) = Q(t, z(t, x)); t ∈ R+,

and
y0(x) = Φ(x).

Then the system (4.9) can be represented by the functional problem (4.1)- (4.2), and
conditions (H1)− (H5) are satisfied. Consequently, Theorem 4.4 implies that the problem
(4.9) has at least one mild solution.



Chapter 5

Random Evolution Equations

5.1 Introduction

In this Chapter, we provide sufficient conditions for the existence of global mild solutions
for two classes of second order semi-linear functional equations with random effects. First,
we will consider the following problem

u′(t, w) = A(t)u(t, w) + f(t, u(t, w), w); if t ∈ R+ := [0,∞), w ∈ Ω, (5.1)

with the initial condition

u(0, w) = u0(w) ∈ E, w ∈ Ω, (5.2)

where u0 : Ω→ E is a given function, f : R+×E×Ω→ E is a given function, (E, ‖·‖) is a
(real or complex) Banach space, and {A(t)}t>0 is a family of linear closed (not necessarily
bounded) operators from E into E that generate an evolution system of bounded linear
operators {U(t, s)}(t,s)∈R+×R+ ; for (t, s) ∈ Λ := {(t, s) ∈ R+ × R+ : 0 ≤ s ≤ t < +∞}.

Later, we discuss the existence of random mild solutions for the following second order
evolution problem

u′′(t, w)− A(t)u(t, w) = g(t, u(t, w), w); if t ∈ R+ := [0,∞), w ∈ Ω,

u(0, w) = u(w), u′(0, w) = ū(w), w ∈ Ω,

(5.3)

where E, {A(t)}t>0 are as problem (5.1)-(5.2) and u, ū : Ω→ E and g : R+×E ×Ω→ E
are given functions.

5.2 First Order Random Evolution Equations

In this section, we present the main results for the global existence of random mild
solutions for the problem (5.1)-(5.2).
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Definition 5.1 We say that a continuous function u(·, w) : R+ × Ω → E is a mild
solution of the problem (5.1)-(5.2), if u satisfies the following integral equation

u(t, w) = U(t, 0)u0(w) +

∫ t

0

U(t, s) f(s, u(s, w), w)ds; for each t ∈ R+, and w ∈ Ω.

Let us introduce the following hypotheses.

(H1) There exists a constant M ≥ 1 such that

‖U(t, s)‖B(E) ≤M ; for every (t, s) ∈ Λ.

(H2) The function f is random Carathéodory on R+ × E × Ω.

(H3) There exists a continuous function p : R+ × Ω → R+ such that for any w ∈ Ω, we
have

‖f(t, u, w)‖ ≤ p(t, w)(1 + ‖u‖); for a.e. t ∈ R+, and each u ∈ E.

(H4) For each bounded set B ⊂ E and for any w ∈ Ω, we have

µ(f(t, B, w)) ≤ p(t, w)µ(B); for a.e. t ∈ R+,

where µ is a measure of noncompactness on the Banach space E.

Set
p∗n(w) = ess sup

t∈[0,n]
p(t, w); for n ∈ N.

Define on X the family of measure of noncompactness by

µn(D) = sup
t∈[0,n]

e−4Mp∗n(w)τtµ(D(t)),

where τ > 1, and D(t) = {v(t) ∈ E : v ∈ D}; t ∈ [0, n].

Theorem 5.2 Assume that the hypotheses (H1)− (H4) are satisfied, and nMp∗n(w) < 1
for each n ∈ N, and w ∈ Ω. Then the problem (5.1)-(5.2) has at least one random mild
solution.

Proof. Consider the operator N : Ω×X → X defined by:

(N(w)u)(t) = U(t, 0)u0(w) +

∫ t

0

U(t, s) f(s, u(s, w), w)ds. (5.4)

The function f is continuous on R+, then N(w) defines a mapping N : Ω×X → X. Thus
u is a random solution for the problem (5.1)-(5.2) if and only if u = (N(w))u. We shall
show that the operator N(w) satisfies all conditions of Theorem 1.30. The proof will be
given in several steps.
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Step 1. N(w) is a random operator with stochastic domain on X.
Since f(t, u, w) is random Carathéodory, the map w → f(t, u, w) is measurable in view of
Definition 1.23. Therefore, the map

w 7→ U(t, 0)u0(w) +

∫ t

0

U(t, s)f(s, u(s, w), w)ds,

is measurable. As a result, N is a random operator on Ω×X into X.

Let W : Ω→ P(X) be the ball

W (w) := B(0, Rn(w)) = {v ∈ X : ‖v‖n ≤ Rn(w)}; w ∈ Ω, n ∈ N,

where Rn : Ω→ (0,∞) is a function such that

Rn(w) ≥ M‖u0(w)‖+ nMp∗n(w)

1− nMp∗n(w)
.

Since W (w) bounded, closed, convex and solid for all w ∈ Ω, then W is measurable by
Lemma 17 of [34]. Let w ∈ Ω be fixed, then from (H3), for any u ∈ W (w), and each
t ∈ [0, n] we have

‖(N(w)u)(t)‖E ≤ ‖U(t, 0)u0(w) +

∫ t

0

U(t, s) f(s, u(s, w), w)ds‖E

≤ M‖u0(w)‖+M

(∫ t

0

p(s, w)(1 + ‖u(s, w)‖)ds
)

≤ M‖u0(w)‖+ nMp∗n(w) + nMp∗n(w)Rn

≤ Rn(w).

Therefore, N is a random operator with stochastic domain W and N(w) : W (w)→ W (w).
Furthermore, N(w) maps bounded sets into bounded sets in X.

Step 2. N(w) : W (w)→ W (w) is continuous.
Let {uk}k∈IN be a sequence such that uk → u in W (w). Then, for each t ∈ [0, n] and
w ∈ Ω, we have

‖(N(w)uk)(t)− (N(w)u)(t)‖

≤
∫ t

0

‖U(t, s)‖B(E)‖f(s, uk(s.w), w)− f(s, u(s, w), w)‖ds

≤ M

∫ t

0

‖f(s, uk(s, w), w)− f(s, u(s, w), w)‖ds.

Since uk → u as k →∞, the Lebesgue dominated convergence theorem implies that

‖N(w)(uk)−N(w)(u)‖n → 0 as k →∞.
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As a consequence of Steps 1 and 2, we can conclude that N(w) : W (w) → W (w) is a
continuous random operator with stochastic domain W , and N(w)(W (w)) is bounded.

Step 3. For each equicontinuous subset D of W (w), µn(N(w)(D)) ≤ 1
τ
µn(D).

From Lemmas 1.19 and 1.20, for any D ⊂ BRn and any ε > 0, there exists a sequence
{uk}∞k=0 ⊂ D, such that for all t ∈ [0, n] and w ∈ Ω, we have

µ((N(w)D)(t)) = µ

({
U(t, 0)u0 +

∫ t

0

U(t, s) f(s, u(s, w), w)ds; u ∈ D
})

≤ 2µ

({∫ t

0

U(t, s)f(s, uk(s, w), w)ds

}∞
k=1

)
+ ε

≤ 4

∫ t

0

µ
(∥∥U(t, s)‖B(E){f(s, uk(s, w), w)

}∞
k=1

)
ds+ ε

≤ 4M

∫ t

0

µ ({f(s, uk(s, w), w)}∞k=1) ds+ ε

≤ 4M

∫ t

0

pn(s)µ ({uk(s, w)}∞k=1) ds+ ε

≤ 4Mp∗n(w)

∫ t

0

e4Mp∗n(w)τse−4Mp∗n(w)τsµ ({uk(s, w)}∞k=1) ds+ ε

≤
(
e4Mp∗nτt − 1

)
τ

µn(D) + ε

≤ e4Mp∗n(w)τt

τ
µn(D) + ε.

Since ε > 0 is arbitrary, then

µ((N(w)D)(t)) ≤ e4Mp∗n(w)τt

τ
µn(D).

Thus

µn(N(w)(D)) ≤ 1

τ
µn(D).

As a consequence of steps 1 to 3 together with Theorem 1.30, we can conclude that
N has at least one fixed point in W (w) which is a random mild solution of problem
(5.1)-(5.2).

5.3 Second Order Random Evolution Equations

In this section, we present the main results for the global existence of random mild
solutions for problem (5.3). In what follows, let {A(t), t ≥ 0} be a family of closed
linear operators on the Banach space E with domain D(A(t)) that is dense in E and
independent of t. The existence of solutions to our problem is related to the existence of
an evolution operator U(t, s) for the homogeneous problem

u′′(t) = A(t)u(t); t ∈ R+. (5.5)
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This concept of evolution operator has been developed by Kozak [47].

Let X := C(R+) be the Fréchet space of all continuous functions from R+ into E. Let
us introduce the definition of the mild solution of the problem (5.3).

Definition 5.3 We say that a function u ∈ X is a random mild solution of the problem
(5.3) if u satisfies the following integral equation

u(t) = − ∂

∂s
U(t, 0)u(w) + U(t, 0)ū(w) +

∫ t

0

U(t, s) g(s, u(s, w), w)ds;

t ∈ R+, w ∈ Ω.

Let us introduce the following hypotheses.

(H ′1) There exist constants M1, M2 > 0 such that for every (t, s) ∈ Λ, we have∥∥∥∥ ∂∂sU(t, s)

∥∥∥∥
B(E)

≤M1 and ‖U(t, s)‖B(E) ≤M2.

(H ′2) The function g is random Carathéodory on R+ × E × Ω.

(H ′3) There exists a continuous function q : R+ × Ω → R+ such that for any w ∈ Ω, we
have

‖g(t, u, w)‖ ≤ q(t, w)(1 + ‖u‖); for a.e. t ∈ R+, and each u ∈ E.

(H ′4) For each bounded and measurable set B ⊂ E and for any w ∈ Ω, we have

µ(g(t, B, w)) ≤ q(t, w)µ(B); for a.e. t ∈ R+,

Set
q∗n(w) = ess sup

t∈[0,n]
q(t, w); for n ∈ N.

Now we present an existence of random mild solution for problem (5.3).

Theorem 5.4 Assume that the hypotheses (H ′1) − (H ′4) are satisfied. If nM2q
∗
n(w) < 1

for each n ∈ N, and w ∈ Ω, then the problem (5.3) has at least one random mild solution.

Proof. Consider the operator L(w) : C(R+)→ C(R+) defined by:

(L(w)u)(t) = − ∂

∂s
U(t, 0)u(w) + U(t, 0)ū(w) +

∫ t

0

U(t, s) g(s, u(s, w), w)ds. (5.6)

Clearly, the fixed points of the operator L(w) are solution of the problem (5.3). We shall
show that the operator L satisfies all conditions of Theorem 1.30. The proof will be given
in several steps.
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Step 1. L(w) is a random operator with stochastic domain on X.
Since f(t, u, w) is random Carathéodory, the map w → g(t, u, w) is measurable in view of
Definition 1.23. Therefore, the map

w 7→ − ∂

∂s
U(t, 0)u(w) + U(t, 0)ū(w) +

∫ t

0

U(t, s) g(s, u(s, w), w)ds,

is measurable. As a result, L is a random operator on Ω×X into X.

For any n ∈ N, let Rn : Ω→ (0,∞) be a positive function such that

Rn(w) ≥ M1‖u(w)‖+M2‖ū(w)‖+ nq∗nM2

1− nM2q∗n(w)
,

and we consider the ball

V (w) := B(0, Rn(w)) = {ν ∈ C(R+) : ‖ν‖n ≤ Rn(w)}.

For any n ∈ N, and ω ∈ Ω.
Since V (w) bounded, closed, convex and solid for all w ∈ Ω, then V is measurable by
Lemma 17 of [34]. Let w ∈ Ω be fixed, then from (H ′3), for any u ∈ V (w), and each
t ∈ [0, n] we have and each u ∈ BRn and t ∈ [0, n] we have

‖(L(w)u)(t)‖ ≤ ‖ ∂
∂s
U(t, 0)u(w)‖+ ‖U(t, 0)ū(w)‖+ ‖

∫ t

0

U(t, s) g(s, u(s, w), w)ds‖

≤ M1‖u(w)‖+M2‖ū(w)‖+

∫ t

0

‖U(t, s)‖B(E)‖f(s, u(s))‖ds

≤ M1‖u(w)‖+M2‖ū(w)‖+M2

(∫ t

0

q(s, w)(1 + ‖u(s, w)‖)ds
)

≤ M1‖u(w)‖+M2‖ū(w)‖+M2nq
∗
n(w)(1 +Rn(w))

≤ Rn(w).

Therefore, L is a random operator with stochastic domain V and L(w) : V (w) →
V (w). Furthermore, L(w) maps bounded sets into bounded sets in X.

Step 2. L(w) : V (w)→ V (w) is continuous.
Let {uk}k∈IN be a sequence such that uk → u in V (w). Then, for each t ∈ [0, n] and
w ∈ Ω, we have

‖(L(w)uk)(t)− (L(w)u)(t)‖

≤
∫ t

0

‖U(t, s)‖B(E)‖g(s, uk(s.w), w)− g(s, u(s, w), w)‖ds

≤ M2

∫ t

0

‖g(s, uk(s, w), w)− g(s, u(s, w), w)‖ds.
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Since uk → u as k →∞, the Lebesgue dominated convergence theorem implies that

‖L(w)(uk)− L(w)(u)‖n → 0 as k →∞.

As a consequence of Steps 1 and 2, we can conclude that L(w) : V (w) → V (w) is a
continuous random operator with stochastic domain W , and L(w)(V (w)) is bounded.

Step 3. For each equicontinuous subset D of V (w), µn(L(w)(D)) ≤ 1
τ
µn(D).

From Lemmas 1.19 and 1.20, for any D ⊂ BRn and any ε > 0, there exists a sequence
{uk}∞k=0 ⊂ D, such that for all t ∈ [0, n] and w ∈ Ω, we have

µ((N(w)D)(t)) = µ

({
− ∂

∂s
U(t, 0)u(w)

+U(t, 0)ū(w) +

∫ t

0

U(t, s) g(s, u(s, w), w)ds; u ∈ D
})

≤ 2µ

({∫ t

0

U(t, s)g(s, uk(s, w), w)ds

}∞
k=1

)
+ ε

≤ 4

∫ t

0

µ
(∥∥U(t, s)‖B(E){g(s, uk(s, w), w)

}∞
k=1

)
ds+ ε

≤ 4M2

∫ t

0

µ ({g(s, uk(s, w), w)}∞k=1) ds+ ε

≤ 4M2

∫ t

0

qn(s)µ ({uk(s, w)}∞k=1) ds+ ε

≤ 4M2q
∗
n(w)

∫ t

0

e4M2q∗n(w)τse−4M2q∗n(w)τsµ ({uk(s, w)}∞k=1) ds+ ε

≤
(
e4M2q∗nτt − 1

)
τ

µn(D) + ε

≤ e4M2q∗n(w)τt

τ
µn(D) + ε.

Since ε > 0 is arbitrary, then

µ((L(w)D)(t)) ≤ e4M2q∗n(w)τt

τ
µn(D).

Thus

µn(L(w)(D)) ≤ 1

τ
µn(D).

As a consequence of steps 1 to 3 together with Theorem 1.30, we can conclude that L
has at least one fixed point in V (w) which is a random mild solution of problem (5.3).

5.4 An Example

Let be equipped with the usual σ-algebra consisting of Lebesgue measurable subsets of
(−∞, 0). Given a measurable function u : Ω → L2([0, π],R), we consider the following
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functional random evolution problem of the form

∂z
∂t

(t, x, w) = a(t, x, w) ∂
2z
∂x2

(t, x)
+Q(t, z(t, x, w)); t ∈ R+, x ∈ [0, π], w ∈ Ω,

z(t, 0, w) = z(t, π, w) = 0; t ∈ R+, w ∈ Ω,

z(0, x, w) = Φ(x,w); x ∈ [0, π], w ∈ Ω,

(5.7)

where a(t, x, w) : R+ × [0, π] × Ω → R is a continuous function and is uniformly Hölder
continuous in t, Q : R+ × R→ R and Φ : [0, π]× Ω→ R are continuous functions.

Consider E = L2([0, π],R) and define A(t) by A(t)y = a(t, x, w)y′′ with domain

D(A) = {y ∈ E : y, y′ are absolutely continuous, y′′ ∈ E, y(0) = y(π) = 0}.

Then A(t) generates an evolution system U(t, s) (see [37]).

For x ∈ [0, π], we have

u(t, w)(x) = z(t, x, w); t ∈ R+, w ∈ Ω,

f(t, u(t, w), x, w) = Q(t, z(t, x, w)); t ∈ R+, w ∈ Ω,

and
u0(x,w) = Φ(x,w); x ∈ [0, π], w ∈ Ω.

Thus, under the above definitions of f , u0 and A(·), the system (5.7) can be represented
by the functional evolution problem (5.1)-(5.2). Furthermore, more appropriate conditions
on Q ensure the hypotheses (H1) − (H5). Consequently, Theorem 5.2 implies that the
evolution problem (5.7) has at least one random mild solution.



Chapter 6

Controllability of Random
Differential Equations

6.1 Introduction

In this Chapter, we study the controllability of the following functional differential equa-
tion with random effect (random parameters) of the form:{

y
′′
(t, w) = Ay(t, w) + f(t, y(s, w), w) +Bu(t, w), a.e. t ∈ R+ := [0,∞),

y(0, w) = φ(w), y
′
(0, w) = ϕ(w),

w ∈ Ω,

(6.1)
where (Ω,F , P ) is a complete probability space, f : R+×E ×Ω→ E is a given function,
φ, ϕ : Ω → E are given measurable functions, A : D(A) ⊂ E → E is the infinitesimal
generator of a strongly continuous cosine family of bounded linear operators (C(t))

t∈IR on
E, and (E, | · |) is a real Banach space. The control function u(·, w) is given in L2(R+, U),
a Banach space of admissible control functions with U as a Banach space, and B is a
bounded linear operator from U into E.

6.2 Existence and Controllability Results

In this section, we study the controllability for the differential system with delay and
random effect (6.1).

Definition 6.1 The problem (6.1) is said to be controllable on R+, if for every initial
states φ(w), ϕ(w), and final state y1(w), and for each n ∈ IN, there is a control u(·, w)
in L2(R+, U), such that the solution y(t, w) of (6.1) satisfies y(n,w) = y1(w).

Now we give our main existence result for problem (6.1).

Consider the Fréchet space X = C(R+) equipped with the family of seminorms

‖y‖n = sup
t∈[0,n]

|y(t)|; n ∈ N,

51
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and the distance

d(u, v) =
∞∑
n=1

2−n
‖u− v‖n

1 + ‖u− v‖n
; u, v ∈ X.

Definition 6.2 A stochastic process y : R+×Ω→ E is said to be a random mild solution
of problem (6.1 ) if y(0, w) = φ(w), y

′
(0, w) = ϕ(w), and y(·, w) is continuous and satisfies

the following integral equation:

y(t, w) = C(t)φ(w) + S(t)ϕ(w) +

∫ t

0

S(t− s)f(s, y(s, w), w)ds

+

∫ t

0

S(t− s)Bu(t, w)ds

Let
M = sup

{
‖C(t)‖B(E) : t ≥ 0

}
and M

′
= sup

{
‖S(t)‖B(E) : t ≥ 0

}
.

We will need to introduce the following hypotheses:

(H1) The function f is random Carathéeodory on R+ × E × Ω.

(H2) There exists a continuous function p : R+ × Ω → R+ such that for any w ∈ Ω, we
have

‖f(t, u, w)‖ ≤ p(t, w)(1 + ‖u‖); for a.e. t ∈ R+, and each u ∈ E.

(H3) For each bounded and measurable set B ⊂ E and for any w ∈ Ω, we have

µ(f(t, B, w)) ≤ p(t, w)µ(B); for a.e. t ∈ R+,

where µ is a measure of noncompactness on the Banach space E.

(H4) For any n ∈ IN∗, the linear operator W : L2(R+, U)→ E defined by:

W (u) =

∫ n

0

S(n− s)Bu(s, w)ds

has a pseudo inverse operator W−1 which takes values in L2([0, n], U)/ker(W ) and
there exists a positive constant K such that ‖BW−1‖ ≤ K.

Set
p∗n(w) = ess sup

t∈[0,n]
p(t, w); for n ∈ N.

and define on X the family of measure of noncompactness by

µn(B) = sup
t∈[0,n]

e−4Mp∗n(w)(1+nMK)τtµ(B(t)),

where τ > 1, and B(t) = {v(t) ∈ E : v ∈ B}; t ∈ [0, n].
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Theorem 6.3 Assume that hypotheses (H1)− (H4) are satisfied, and

nM
′
p∗n(w)(1 + nM

′
K) < 1,

for each n ∈ N, and w ∈ Ω. Then the problem (6.1) is controllable.

Proof. Using (H4) we define the control

u(t, w) = W−1
(
y1(w)− C(n)φ(0, w)− S(n)ϕ(w)−

∫ n

0

S(n− s)f(s, y(s, w), w)ds

)
,

for n ∈ N. We shall show that using the control function u(t, w), the operator
N : Ω×X −→ X defined by:

(N(w)y)(t) = C(t)φ(w) + S(t)ϕ(w) +

∫ t

0

S(t− s) f(s, y(s, w), w)ds+

∫ t

0

S(t− s)BW−1

×
(
y1 (w)− C(n)φ(w)− S(n)ϕ(w)−

∫ n

0

S(n− τ)f(τ, y(τ, w), w)dτ

)
ds, (6.2)

has a fixed point y(t, w) which is a random mild solution of the problem (6.1). This
implies that the problem (6.1) is controllable. We shall show that the operator N defined
in (6.2) satisfies all conditions of Theorem 1.30. The proof will be given in several steps.

Step 1. N(w) is a random operator with stochastic domain on X.
We need to prove that for any y ∈ X, N(·)(y) : Ω −→ X is a random variable. Then we
prove that N(·)(y) : Ω −→ X is measurable. As the mapping f(t, y, ·), t ∈ R+, y ∈ X is
measurable by assumption (H1) and (H4). Let D : Ω −→ 2X be defined by:

D(w) = {y ∈ X : ‖y‖n ≤ Rn(w)},

where Rn : Ω −→ (0,∞) is a random function such that

Rn(w) ≥ (M |φ(w)|+M
′|ϕ(w)|+ nM

′
p∗n(w))(1 + nM

′
K) + nM

′
K |y1 (w)|

1− nM ′p∗n(w)(1 + nM ′K)
.

Since D(w) is bounded, closed, convex and solid for all w ∈ Ω, then D is measurable by
Lemma 17 (see [34]). Let w ∈ Ω be fixed, then for any y ∈ D(w) and from (H2) and (H3),
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we have

|(N(w)y)(t)| ≤ M |φ(w)|+M
′|ϕ(w)|+M

′
∫ t

0

|f(s, y(s, w), w)|ds

+M
′
K

∫ t

0

∣∣y1 (w)
∣∣+M |φ(w)|+M

′ |ϕ(w)|ds

+M
′
K

∫ t

0

∫ n

0

‖S(τ − s)‖ |f(τ, y(τ, w), w)| dτds

≤ M |φ(w)|+M
′|ϕ(w)|+M

′
∫ n

0

p(s, w)(1 + |y(s, w)|) ds

+nM
′
K
∣∣y1 (w)

∣∣+ nMM
′
K|φ(w)|+ nM

′2
K|ϕ(w)|

+nM
′2
K

∫ n

0

p(τ, w)(1 + |y(τ, w)|) dτ

≤ M(1 + nM
′
K)|φ(w)|+ nM

′
K
∣∣y1 (w)

∣∣+M
′
(1 + nM

′
K)|ϕ(w)|

+M
′
(

1 + nM
′
K
) ∫ n

0

p(s, w)(1 + |y(s, w)|)ds

≤ (M |φ(w)|+M
′ |ϕ(w)|+ nM

′
p∗n(w))(1 + nM

′
K) + nM

′
K
∣∣y1 (w)

∣∣
+nM

′
p∗n(w)(1 + nM

′
K)Rn(w)

≤ Rn(w).

Thus

‖(N(w)y)‖X ≤ Rn(w).

This implies that N is a random operator with stochastic domain D and N(w) : D(w) −→
D(w) for each w ∈ Ω.
Step 2. N(w) : D(w)→ D(w) is continuous.
Let {yk}k∈IN be a sequence such that yk → y in D(w). Then, for each t ∈ [0, n] and
w ∈ Ω, we have

|(N(w)yn)(t)− (N(w)y)(t)|

≤ M
′
∫ t

0

|f(s, yn(s, w)− f(s, y(s, w)| ds

+KM
′
∫ t

0

∫ n

0

‖S(n− τ)‖ |f(τ, yn(τ, w), w)− f(τ, y(τ, w), w)|dτds

≤ M
′
∫ t

0

|f(s, yn(s, w), w)− f(s, y(s, w), w)| ds

+bM
′2
K

∫ n

0

|f(τ, yn(τ, w), w)− f(τ, y(τ, w), w)|dτ

≤ M
′
(

1 + nM
′
K
)∫ n

0

|f(τ, yn(τ, w), w)− f(τ, y(τ, w), w)|dτ.
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Since f(s, ·, w) is continuous, and yk → y as k →∞, the Lebesgue dominated convergence
theorem implies that

‖N(w)(yk)−N(w)(y)‖n → 0 as k →∞.

As a consequence of Steps 1 and 2, we can conclude that N(w) : D(w) → D(w) is a
continuous random operator with stochastic domain W, and N(w)(D(w)) is bounded.
Step 3. For each bounded subset B of D(w), µn(N(w)(B)) ≤ 1

τ
µn(B).

From Lemmas 1.19 and 1.20, for any B ⊂ D(w) and any ε > 0, there exists a sequence
{yk}∞k=0 ⊂ B, such that for all t ∈ [0, n] and w ∈ Ω, we have

µ((N(w)B)(t)) = µ({M |φ(w)|+M
′ |ϕ(w)|+M

′
∫ t

0

|f(s, y(s, w), w)|ds

+M
′
K

∫ t

0

∣∣y1 (w)
∣∣+M |φ(w)|+M

′|ϕ(w)|ds

+M
′
K

∫ t

0

∫ n

0

‖S(τ − s)‖ |f(τ, y(τ, w), w)| dτds; y ∈ D})

≤ 2µ

({
M
′
∫ t

0

|f(s, yk(s, w), w)|ds

+M
′
K

∫ t

0

∫ n

0

‖S(τ − s)‖ |f(τ, yk(τ, w), w)| dτds
}∞
k=1

)
+ ε

≤ 4M
′
∫ t

0

µ ({f(s, yk(s, w), w)}∞k=1) ds

+ 4M
′
K

∫ t

0

∫ n

0

µ
({
‖S(τ − s)‖B(E)f(τ, yk(τ, w), w)

}∞
k=1

)
dτds+ ε

≤ 4M
′
∫ t

0

pn(s)µ ({yk(s, w)}∞k=1) ds

+ 4nM
′2
K

∫ n

0

pn(τ)µ ({yk(τ, w)}∞k=1) ds+ ε

≤ 4M
′
p∗n(w)(1 + nM

′
K)

∫ t

0

e4M
′
p∗n(w)(1+nM

′
K)τse−4M

′
p∗n(w)(1+nM

′
K)τs

× µ ({yk(s, w)}∞k=1) ds+ ε

≤ 1

τ

(
e4M

′
p∗n(1+nM

′
K)τt − 1

)
µn(D) + ε

≤ 1

τ
e4M

′
p∗n(w)(1+nM

′
K)τtµn(D) + ε.

Since ε > 0 is arbitrary, then

µ((N(w)B)(t)) ≤ e4M
′
p∗n(w)(1+nM

′
K)τt

τ
µn(B).
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Thus

µn(N(w)(B)) ≤ 1

τ
µn(B).

As a consequence of steps 1 to 3 together with Theorem 1.30, we can conclude that
N has at least one fixed point in D(w) which is a random mild solution of problem (6.1).

6.3 An Example

Consider the partial differential equation

∂2z

∂t2
(t, x, w) =

∂2z

∂x2
(t, x, w)

+f(t, z(t, x, w), w) +Bu (t, w) x ∈ [0, π]; t ∈ R+, (6.3)

z(t, 0, w) = z(t, π, w) = 0; t ∈ R+, w ∈ Ω, (6.4)

z(0, x, w) = φ(x,w),
∂z

∂t
(0, x, w) = v(x,w); t ∈ R+, w ∈ Ω, (6.5)

where f : R+×R×Ω −→ R is a given function. Let E = L2[0, π], (Ω, F, P ) is a complete
probability space and define the operator A : E −→ E by Av = v

′′
with domain

D(A) = {v ∈ E; v, v′ are absolutely continuous, v
′′ ∈ E, v(0) = v(π) = 0}.

It is well known that A is the infinitesimal generator of a strongly continuous cosine
function (C(t))t∈R on E, respectively. Moreover, A has discrete spectrum, the eigenvalues
are −n2, n ∈ N with corresponding normalized eigenvectors

zn(τ) :=

(
2

π

) 1
2

sin(nτ),

and the following properties hold:

(a) {zn : n ∈ N} is an orthonormal basis of E,

(b) If y ∈ E, then Ay = −
∞∑
n=1

n2 〈y, zn〉 zn,

(c) For y ∈ E,

C(t)y =
∞∑
n=1

cos(nt) 〈y, zn〉 zn,

and the associated sine family is

S(t)y =
∞∑
n=1

sin (nt)

n
〈y, zn〉 zn,

and that
‖C(t)‖ = ‖S(t)‖ ≤ 1, for all t ≥ 0.
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(d) If we denote the group of translations on E defined by

Φ(t)y(ζ, w) = ỹ(ζ + t, w),

where ỹ is the extension of y with period 2π, then

C(t) =
1

2
(Φ(t) + Φ(−t));A = D,

where D is the infinitesimal generator of the group on

X = {y(·, w) ∈ H1(0, π) : y(0, w) = y(π,w) = 0}.

Assume that B is a bounded linear operator from U into E and the linear operator
W : L2(R+, U)→ E defined by:

W (u) =

∫ n

0

S(n− s)Bu(s, w)ds; n ∈ N,

has a pseudo inverse operator W−1 which takes values in L2(R+, U)/kerW. Then the
problem (6.1) is an abstract formulation of the problem (6.3)-(6.5). If conditions (H1)−
(H4) are satisfied, then Theorem 6.3 implies that the problem (6.3)-(6.5) is controllable.



58 CHAPTER 6. RANDOM DIFFERENTIAL EQUATIONS



Conclusion

In this thesis we have considered the problem of existence and controllability of mild
and integral solutions for some classes of evolution equation and existence of solutions for
random semilinear equations have been considered on the real half line [0,∞). The main
results are based on a fixed point theorem for contraction operators in Fréchet space, the
semigroup theory, the cosine families operators and measure of noncompactness.
Our hope is to extend the application of this method to the functional evolution equations
and inclusions with delay in Fréchet space. Also, we plan to study the S-asymptotically
ω-positive periodic solutions for semilinear neutral function evolution equations and in-
clusions.
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