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God created in man the ability to think ...

Man's ability to think may try to obtain

the desired information by combining

the universals with each other,

with the result that the mind obtains

a universal picture that conforms

to details outside. " ...

Ibn Khaldûn The Muqqaddimah.

The Science of Logic.
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Abstract

In this work, we give a contribution to the study of existence and uniqueness results of mild
solutions on a bounded interval for various classes of �rst order class and Caputo's fractional
derivative order class of partial functional and neutral functional type, di�erential and inte-
grodi�erential, perturbed and nonperturbed evolution equations and inclusions with �nite and
in�nite state-dependent delay.

To get the existence of these mild solutions ; su�cient conditions are considered in the study
of di�erent classes of evolution problems. Uniqueness results are also given for some classes of
these problems.

The method used is to reduce the existence of these mild solutions to the search for the
existence of �xed points of appropriate operators by applying di�erent nonlinear alternatives in
Fréchet and Banach spaces to entire the existence of �xed points of the above operator which
are mild solutions of our problems. This method is based on famous and recent �xed point
theorems and is combined with the semigroup theory.

Controllability of mild solutions is investigated for some classes of �rst order and fractional
order of partial functional and neutral functional evolution equations in this work as applica-
tions.

Key words and phrases :

Evolution equations and inclusions with delay - neutral problems - Fractional derivative
order - perturbed evolution problems - mild solution - state-dependent delay - existence -
uniqueness - controllability - �xed point - nonlinear alternative - semigroup.

AMS Subject Classi�cation : 26A33 - 93B05 - 34G20 - 34G25 - 34K26 - 34K37- 34K40
-35R11.
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Résumé

Ce travail est consacré à l'étude de quelques résultats d'existence et d'unicité de la solution
faible sur un intervalle borné pour quelques classes d'ordre un et d'ordre fractionnaire de type
Caputo d'équations et d'inclusions d'évolution partielles fonctionelles et celles de type neutre,
di�érentielles et intégrodi�érentielles, perturbées et non perturbées, avec un retard �ni et in�ni
dépendant de l'état.

Pour obtenir l'existence de ces solutions faibles ; des conditions su�santes seront consid-
érées dans l'étude des di�érentes classes de problèmes d'évolution. Des résultats d'unicité sont
également donnés pour quelques classes de ces problèmes.

La méthode utilisée est de ramener la recherche de l'existence de ces solutions faibles à
la recherche de l'existence des points �xes d'opérateurs appropriés en appliquant di�érentes
alternatives non linéaires dans les espaces de Fréchet et de Banach pour entirer l'existence des
points �xes de cet opérateur qui sont les solutions faibles de nos problèmes. Cette méthode est
basée sur des célèbres et récents théorèmes du point �xe et est combinée avec la théorie des
semi-groupes.

La contrôlabilité des solutions faibles est donnée dans ce travail pour quelques classes d'ordre
fractionnaire d'équations d'évolution et celles de type neutre à titre d'applications.

Mots et Phrases Clefs :

Equations et inclusions d'évolution à retard - problèmes de type neutre - Ordre fractionnaire
- Problèmes d'évolution perturbées - solution faible - retard dépendant de l'état - existence -
unicité - contrôlabilité - point �xe - alternative non linéaire - semi-groupes.

Classi�cation AMS : 26A33 - 93B05 - 34G20 - 34G25 - 34K26 - 34K37- 34K40 -35R11.
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Introduction

Fractional calculus deals with the generalization of the integrals and derivatives of noninteger
order. The idea of fractional calculus and fractional order di�erential equations has been a
subject of interest not only among mathematicians, but also among physicists and engineers.
Indeed, we can �nd numerous applications in rheology, control, porous media, viscoelasticity,
electrochemistry, electromagnetism, etc... see the books of Baleanu et al. [28], Hilfer [71],
Oldham and Spanier [88], Podlubny [91] and Tarasov [95].

There has been a signi�cant development in ordinary and partial fractional di�erential
equations in recent years; see the monographs of Miller and Ross [87], Samko et al. [93],
Podlubny [91], the papers of Abbas and Benchohra [2, 3], Benchohra et al. [29, 31], Kilbas
and Marzan [78], Vityuk and Golushkov [97], Vityuk and Mykhailenko [98] and the references
therein.

In fact, fractional di�erential equation is considered as an alternative model to nonlinear
di�erential equations by Bonilla [35]. Though the concepts and the calculus of fractional deriva-
tive are few centuries old, it is realized only recently that these derivatives form an excellent
framework for modeling real world problems. This in turn led to sustained study of the theory
of fractional equations by Lakshmikantham et al. [82]. Numerical experiments for fractional
models on population dynamics are discussed by Luchko and his collaborators in [86].

The �rst work, devoted exclusively to the subject of fractional calculus, is the book by
Oldham and Spanier [88] published in 1974. One of the most recent works on the subject
of fractional calculus is the book of Podlubny [91] published in 1999, which deals principally
with fractional di�erential equations. Some of the lasted (but certainly not the last) works
especially on fractional models of anomalous kinetics of complex process are the volumes edited
by Carpinteri and Mainardi [39] in 1997 and by Hilfer [71] in 2000, and the book by Zaslavsky
[102] published in 2005. Indeed, in the meantime, numerous other works (books, edited volumes,
and conference proceeding) have also appeared. These include (for example) the monographs
of Samko et al. [93], which was published in Russian in 1987 and in English in 1993, the book
of Miller and Ross [87] in 1993, and recently the books of Baleanu and his collaborators [28],
Diethelm [46], Kilbas et al. [79], Lakshmikantham and his collaborators [82] and Tarasov [95].

Neutral di�erential equations arise in many areas of applied mathematics and for this reason
these equations have received much attention in last few decades. A good guide to the literature
for neutral functional di�erential equations is in the books by Hale et al. [61, 62], Kolmanovskii
and Myshkis [81] and the references therein.

Di�erential delay equations or functional di�erential equations, have been used in modeling
scienti�c phenomena for many years. Often, it has been assumed that the delay is either a
�xed constant or is given as an integral in which case it is called a distributed delay; see for

11



12 Introduction

instance the books of Benchohra and his collaborators [30], Hale et al. [62, 60], Hino and his
collaborators [74], Kolmanovskii and Myshkis [81], Lakshmikantham et al. [83, 41] and Wu in
[100].

When the delay is in�nite, the notation of the phase space B plays an important role in
the study of both qualitative and quantitative theory for functional di�erential equations. A
usual choice is a semi-normed space satisfying suitable axioms, which was introduced by Hale
and Kato (see [60]). For further applications see for instance the books of Hale [62], Hino [74],
Lakshmikantham et al. [83] and their references.

However, complicated situations in which the delay depends on the unknown functions have
been proposed in modeling in recent years (see for instance Arino et al. [17], Rezounenko and
Wu [92], Willé and Baker [99] and the references therein). These equations are frequently called
equations with state-dependent delay. Existence results, among other things, were derived
recently for various classes of functional di�erential equations when the delay is depending on
the solution. We refer the reader to the papers by Ait Dads and Ezzinbi [9], Gyri and Hartung
[58], Hartung [63, 64, 65] and Hernandez et al. [69]. Darwish and Ntouyas considered in [43] a
class of semilinear functional fractional order di�erential equations with state-dependent delay.
By means of the Banach contraction principle and the nonlinear alternative of Leray-Schauder,
Abada et al. in [4] present some existence as well as uniqueness results for each of our problems
on bounded domain.

Baghli et al. in [5], [20]-[26] considered existence, uniqueness and controllability of mild
solutions for �rst order classes of semilinear partial functional and neutral functional di�erential
and integrodi�erential perturbed and nonperturbed evolution equations and inclusions with
�nite and in�nite delay. Then they look in [27] to the case where the delay is depending on
the solution for evolution equations and in [19] she gives global mild solution for evolution
inclusions with state-dependent delay.

We are going here to give the existence of mild solution for �rst order of the perturbed
class of evolution equations with state-dependent delay in [10] and we are going to study the
controllability of these mild solution in [11]. Then we extend the above results for Caputo
derivative fractional order of di�erent classes of evolution equations and inclusions with state-
dependent delay in [12]-[15].

So in this thesis, we give existence and even uniqueness of mild solutions on a bounded inter-
val for di�erent classes of the �rst order and the Caputo's fractional derivative order for semilin-
ear partial functional and neutral fractional, di�erential and integrodi�erential, perturbed and
nonperturbed of evolution equations and inclusions with �nite and in�nite state-dependent de-
lay in Fréchet and Banach spaces. Our results are based upon �xed point techniques combined
with semigroup theory.

Our thesis is organized as follows:

The �rst Chapter contains some notations, de�nitions, theorems and preliminary facts
that will be used throughout this thesis.

In what follows each chapter concludes with examples applying the abstract theory and this
thesis is clotured by the bibliography.
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The second Chapter is devoted to give our main result, using a nonlinear alternative of
Leary Schauder-type given by Frigon and Granas for contraction maps [52], combined with the
semi-group theory. The existence of the unique mild solution is demonstrated in section 2.2 for
the following class of fractional evolution equations with �nite state-dependent delay

cDα
0 y(t) = A(t)y(t) + f(t, yρ(t,yt)), 0 < α < 1 a.e. t ∈ J := [0, b] (1)

y(t) = ϕ(t), t ∈ H := [−r, 0], (2)

where b > 0, 0 < r < +∞, cDα
0 is the standard Caputo's fractional derivative order of order

α ∈ (0, 1), f : J × C(H;E) → E, ρ : J × C(H;E) → R and ϕ ∈ C(H;E) are given functions
and {A(t)}0≤t is a family of linear closed (not necessarily bounded) operators from E into E
that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem for the neutral type is given in section 2.3 for the following
class of fractional neutral evolution equations with �nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)), 0 < α < 1 a.e. t ∈ J (3)

y(t) = ϕ(t), t ∈ H, (4)

where A(·), f and ϕ are as in problem (2.1)−(2.2) and g : J×C(H;E)→ E is a given function.

In section 2.4 we study the fractional evolution equations with in�nite state-dependent delay

cDα
0 y(t) = A(t)y(t) + f(t, yρ(t,yt)), 0 < α < 1 a.e. t ∈ J (5)

y0 = φ ∈ B, (6)

where B is an abstract phase space to be speci�ed later, cDα
0 is the standard Caputo's fractional

derivative of order α ∈ (0, 1), f : J × B → E, ρ : J × B → IR and φ ∈ B are given functions
and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from E into E
that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 2.5 for the following class of fractional
neutral evolution equations with in�nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)), 0 < α < 1 a.e. t ∈ J (7)

y0 = φ ∈ B, (8)

where A(·), f and φ are as in problem (2.5)− (2.6) and g : J × B → E is a given function.

The third Chapter is devoted to give our main result, using a nonlinear alternative of
Frigon and Granas for contraction maps [52]. The existence of the unique mild solution is
demonstrated in section 3.2 for the following class of fractional integrodi�erential evolution
equations with �nite state-dependent delay

cDα
0 y(t) = A(t)y(t) +

∫ t

0

K(t, s)f(s, yρ(s,ys))ds, 0 < α < 1 a.e. t ∈ J (9)

y(t) = ϕ(t), t ∈ H, (10)
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where K : J×J → E, 0 < r < +∞, cDα
0 is the standard Caputo's fractional derivative of order

α ∈ (0, 1), f : J × C(H;E) → E, ρ : J × C(H;E) → R and ϕ ∈ C(H;E) are given functions
and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from E into E
that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 3.3, we consider the following fractional
neutral integrodi�erential evolution equations with �nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) +

∫ t

0

K(t, s)f(s, yρ(s,ys))ds, 0 < α < 1 a.e. t ∈ J (11)

y(t) = ϕ(t), t ∈ H, (12)

where A(·), f and ϕ are as in problem (3.1)−(3.2) and g : J×C(H;E)→ E is a given function.

In section 3.4 we study the following fractional integrodi�erential evolution equations with
in�nite state-dependent delay

cDα
0 y(t) = A(t)y(t) +

∫ t

0

K(t, s)f(s, yρ(s,ys))ds, 0 < α < 1 a.e. t ∈ J (13)

y0 = φ ∈ B, (14)

where K : J × J → E, B is an abstract phase space to be speci�ed later, cDα
0 is the standard

Caputo's fractional derivative of order α ∈ (0, 1), f : J ×B → E, ρ : J ×B → IR and φ ∈ B are
given functions and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators
from E into E that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 3.5, we consider the following fractional
neutral integrodi�erential evolution equations with in�nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) +

∫ t

0

K(t, s)f(s, yρ(s,ys))ds, 0 < α < 1 a.e. t ∈ J (15)

y0 = φ ∈ B, (16)

where A(·), f,K and φ are as in problem (3.5)− (3.6) and g : J × B → E is a given function.

The fourth Chapter is devoted to study the perturbed classes using a nonlinear alternative
of Avramescu for contractions maps in Fréchet spaces [18]. The existence of mild solutions on
the positif real line is demonstrated in section 4.2 for the following class of �rst order perturbed
evolution equations with in�nite state-dependent delay

y′(t) = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ R+, (17)

y0 = φ ∈ B (18)

where B is an abstract phase space to be speci�ed later, f, h : R+×B → E, ρ : R+×B → IR and
φ ∈ B are given functions and {A(t)}t≥0 is a family of linear closed (not necessarily bounded)
operators from E into E that generates an evolution system of operators {U(t, s)}(t,s)∈R+×R+

for s ≤ t.
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An extension of this problem is given in section 4.3, we consider the following �rst order
neutral perturbed evolution equations with in�nite state-dependent delay

d

dt
[y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ R+, (19)

y0 = φ ∈ B (20)

where A(·), f and φ are as in problem (4.1)− (4.2) and g : R+ × B → E is a given function.

In section 4.4, we study the following fractional perturbed evolution equations with �nite
state-dependent delay

cDα
0 y(t) = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ J = [0, b], (21)

y(t) = ϕ(t), t ∈ H = [−r, 0], (22)

where b > 0, 0 < r < +∞, cDα
0 is the standard Caputo's fractional derivative of order α ∈ (0, 1),

f, h : J × C(H;E) → E, ρ : J × C(H;E) → R and ϕ ∈ C(H;E) are given functions and
{A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from E into E that
generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 4.5, we consider the following fractional
neutral perturbed evolution equations with �nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ J, (23)

y(t) = ϕ(t), t ∈ H, (24)

where A(·), f and φ are as in problem (4.5)− (4.6) and g : J × B → E is a given function.

In section 4.6, we study the following fractional perturbed evolution equations with in�nite
state-dependent delay

cDα
0 y(t) = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ J, (25)

y0 = φ ∈ B (26)

where B is an abstract phase space to be speci�ed later, cDα
0 is the standard Caputo's fractional

derivative of order α ∈ (0, 1), f, h : J × B → E, ρ : J × B → IR and φ ∈ B are given functions
and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from E into E
that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 4.7, we consider the following fractional
neutral perturbed evolution equations with in�nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ J, (27)

y0 = φ ∈ B (28)

where A(·), f and φ are as in problem (4.9)− (4.10) and g : J × B → E is a given function.

The �fth Chapter is devoted to controllability problems, using a nonlinear alternative of
Avramescu for contractions maps in Banach spaces [18]. The controllability of mild solutions
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over the real line is demonstrated in section 5.2 for the following class of �rst order evolution
equations with in�nite state-dependent delay

y′(t) = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ R+, (29)

y0 = φ ∈ B (30)

where B is an abstract phase space to be speci�ed later, f : R+ × B → E, ρ : R+ × B → IR

and φ ∈ B are given functions, the control function u(.) is given in L2(R+E), the Banach space
of admissible control function with E is a real separable Banach space with the norm | · |, C
is a bounded linear operator from E into E and {A(t)}t∈R+ is a family of linear closed (not
necessarily bounded) operators from E into E that generates an evolution system of operators
{U(t, s)}(t,s)∈R+×R+ for s ≤ t.

An extension of this problem is given in section 5.3, we consider the controllability of mild
solutions over the real line for the following �rst order neutral evolution equations with in�nite
state-dependent delay

d

dt
[y(t)− g(t, yρ(t,yt))] = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ R+, (31)

y0 = φ ∈ B (32)

where A(·), f and φ are as in problem (29)− (30) and g : R+ × B → E is a given function.

The controllability of mild solutions on a bounded interval is demonstrated in section 5.4
for the following class of fractional evolution equations with �nite state-dependent delay

cDα
0 y(t) = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ J = [0, b] (33)

y(t) = ϕ(t), t ∈ H = [−r, 0], (34)

where 0 < r < +∞, cDα
0 is the standard Caputo's fractional derivative of order α ∈ (0, 1),

f : J × C(H;E)→ E, ρ : J × C(H;E)→ R and ϕ ∈ C(H;E) are given functions, the control
function u(.) is given in L2(J ;E), the Banach space of admissible control function with E is a
real separable Banach space with the norm | · |, C is a bounded linear operator from E into E
and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from E into E
that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 5.5, we consider the controllability of mild
solutions of the following fractional neutral evolution equations with �nite state-dependent
delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ J (35)

y(t) = ϕ(t), t ∈ H, (36)

where A(·), f , u, C and ϕ are as in problem (5.5)− (5.6) and g : J × C(H;E)→ E is a given
function.

In section 5.6, we study the controllability of mild solutions of the following fractional
evolution equations with in�nite state-dependent delay

cDα
0 y(t) = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ J (37)
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y0 = φ ∈ B, (38)

where cDα
0 is the standard Caputo's fractional derivative of order α ∈ (0, 1), f : J × B → E

and φ ∈ B are given functions, the control function u(.) is given in L2(J ;E), the Banach space
of admissible control function with E is a real separable Banach space with the norm | · |, C
is a bounded linear operator from E into E and {A(t)}t∈J is a family of linear closed (not
necessarily bounded) operators from E into E that generates an evolution system of operators
{U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 5.7, we consider the controllability of mild
solutions of the following fractional neutral evolution equations with in�nite state-dependent
delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ J (39)

y0 = φ ∈ B, (40)

where A(·), f , u, C and φ are as in problem (5.9)−(5.10) and g : J×B → E is a given function.

The sixth Chapter is devoted to give our main result, using a nonlinear alternative of
Frigon contraction multivalued maps [50]. The existence of mild solutions on a bounded interval
is demonstrated in section 6.2 for the following class of fractional evolution inclusion with �nite
state-dependent delay

cDα
0 y(t) ∈ A(t)y(t) + F (t, yρ(t,yt)), a.e. t ∈ J (41)

y(t) = ϕ(t), t ∈ H, (42)

where cDα
0 is the standard Caputo's fractional derivative of order α ∈ (0, 1), F : J×C(H;E)→

P(E) is a multivalued map with nonempty compact values, P(E) is the family of all subsets
of E, ρ : J × C(H;E) → R and ϕ ∈ C(H;E) are given functions and {A(t)}t≥0 is a family of
linear closed (not necessarily bounded) operators from E into E that generates an evolution
system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 6.3, we consider the following fractional
neutral evolution inclusion with �nite state-dependent delay

cDα
0 y(t)[y(t)− g(t, yρ(t,yt))] ∈ A(t)y(t) + F (t, yρ(t,yt)), a.e. t ∈ J (43)

y(t) = ϕ(t), t ∈ H, (44)

where A(·), F and ϕ are as in problem (6.1) − (6.2) and g : J × C(H;E) → E is a given
function.

In section 6.4, we study the following fractional evolution inclusions with in�nite state-
dependent delay

cDα
0 y(t) ∈ A(t)y(t) + F (t, yρ(t,yt)), a.e. t ∈ J (45)

y0 = φ ∈ B, (46)

where B is an abstract phase space to be speci�ed later, F : J × C(H;E) → P(E) is a
multivalued map with nonempty compact values, ρ : J×B → IR and φ ∈ B are given functions
and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from E into E
that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.
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An extension of this problem is given in section 6.5, we consider the following fractional
neutral evolution inclusion with in�nite state-dependent delay

cDα
0 y(t)[y(t)− g(t, yρ(t,yt))] ∈ A(t)y(t) + F (t, yρ(t,yt)), a.e. t ∈ J (47)

y0 = φ ∈ B, (48)

where A(·), F and ϕ are as in problem (6.5)− (6.6) and g : J × B → E is a given function.

Finally, we give the conclusion of our results and the bibliography based on this work.



Chapter 1

Preliminaries

The aim of this Chapter is to introduce some basic concepts, notations and elementary results
that used throughout this thesis.

1.1 Notations and De�nitions

Let J := [0, b] and H := [−r, 0] be two closed and bounded intervals in R for the real numbers
b, r > 0.

Let E be the Banach space of real numbers with the norm ‖.‖

Consider C(H;E) be the Banach space of continuous functions from H into E with the
norm

‖y‖ = sup { |y(t)| : t ∈ H }.
Let B(E) be the space of all bounded linear operators from E into E, with the norm

‖N‖B(E) = sup { |N(y)| : |y| = 1 }.

A measurable function y : J → E is Bochner integrable if and only if |y| is Lebesgue
integrable. (For the Bochner integral properties, see the classical monograph of Yosida [101]).

Let L1(J,E) denotes the Banach space of measurable functions y : J → E which are Bochner
integrable normed by

‖y‖L1 =

∫ +∞

0

|y(t)| dt.

For any continuous function y de�ned on [−r, b], and for all t ∈ J , note by yt element of
C(H;E) de�ned by

yt(θ) = y(t+ θ) for θ ∈ H.
Here yt(·) represent the history of the state from t− r up to the present time t.

De�nition 1.1.1. A function f : J × E → E is said to be an L1 -Carathéodory function if it
satis�es :

(i) for each t ∈ J the function f(t, .) : E → E is continuous ;

(ii) for each y ∈ E the function f(., y) : J → E is measurable ;

19
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(iii) for every positive integer k there exists hk ∈ L1(J ;R+) such that

|f(t, y)| ≤ hk(t) for all |y| ≤ k and almost every t ∈ J.

1.2 Some Properties in Fréchet Spaces

Let X be a Fréchet space with a family of semi-norms {‖·‖n}n∈N. We assume that the family
of semi-norms {‖ · ‖n} veri�es :

‖x‖1 ≤ ‖x‖2 ≤ ‖x‖3 ≤ ... for every x ∈ X.

Let Y ⊂ X, we say that Y is bounded if for every n ∈ N, there exists Mn > 0 such that

‖y‖n ≤Mn for all y ∈ Y.

To X we associate a sequence of Banach spaces {(Xn, ‖ · ‖n)} as follows : For every n ∈ N,
we consider the equivalence relation ∼n de�ned by : x ∼n y if and only if ‖x − y‖n = 0 for
x, y ∈ X. We denote Xn = (X|∼n , ‖ · ‖n) the quotient space, the completion of Xn with respect
to ‖ · ‖n. To every Y ⊂ X, we associate a sequence {Y n} of subsets Y n ⊂ Xn as follows
: For every x ∈ X, we denote [x]n the equivalence class of x of subset Xn and we de�ned
Y n = {[x]n : x ∈ Y }. We denote Y n, intn(Y n) and ∂nY n. Respectively, the closure, the interior
and the boundary of Y n with respect to ‖ · ‖n in Xn.

The appropriate concept of contraction in X is given in the following de�nition.

De�nition 1.2.1. [52] A function f : X → X is said to be a contraction if for each n ∈ N
there exists kn ∈ (0, 1) such that

‖f(x)− f(y)‖n ≤ kn ‖x− y‖n for all x, y ∈ X.

1.3 Evolution System Generator

In what follows, we assume that {A(t)}t∈J is a family of closed densely de�ned linear un-
bounded operators on the Banach space E and with domain D(A(t)) independent of t. Addi-
tionally, we introduce the following hypothesis:

(P1) For t ∈ [0, b], the domain D(A(t)) = D is independent of t and is dense on X.

(P2) For t ≥ 0, the resolvent R(λ,A(t)) = (λI −A(t))−1 exists for all λ with Re(λ) ≤ 0, and
there is a constant M independent of λ and t such that

‖R(t, A(t)‖ ≤M(1 + |λ|)−1 for Re(λ) ≤ 0.

(P3) There exist constant L > 0 and 0 < α ≤ 1 such that

‖(A(t)− A(θ))A−1(τ)‖ ≤ L|t− τ |α t, θ, τ ∈ J.

(P4) The resolvent R(t, A(t)) is compact for t ≥ 0.
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Lemma 1.3.1. ([7], p. 159) Under the assumption (P1)− (P4), the Cauchy problem{
y′(t)− A(t)y(t) = 0 t ∈ J

y(0) = y0
(1.1)

has a unique evolution system {U(t, s)}0≤s≤t≤b on E satisfying the following properties:

1. U(t, t) = I where I is the identity operator in E,

2. U(t, s) U(s, τ) = U(t, τ) for 0 ≤ τ ≤ s ≤ t ≤ b,

3. U(t, s) ∈ B(E) the space of bounded linear operators on E, where for every (t, s) ∈ ∆
and for each y ∈ E, the mapping (t, s)→ U(t, s) y is continuous.

4. For 0 ≤ s ≤ t ≤ b, U(t, s) : X −→ D and t −→ U(t, s) is strongly di�erentiable on

E. The derivative
∂

∂t
U(t, s) ∈ B(E) and it is strongly continuous on 0 ≤ s ≤ t ≤ b.

Moreover,
∂

∂t
U(t, s) = A(t)U(t, s) for 0 ≤ s ≤ t ≤ b,

‖ ∂
∂t
U(t, s)‖B(E) = ‖A(t)U(t, s)‖B(E) ≤

C

t− s
,

‖A(t)U(t, s)A−1(s)‖B(E) ≤ C for 0 ≤ s ≤ t ≤ b.

5. For every v ∈ D and t ∈ (0, b], U(t, s)v is di�erentiable with respect to s on 0 ≤ s ≤ t ≤ b

∂

∂s
U(t, s)v = −U(t, s)A(s)v.

6. U(t, s) is a compact operator for 0 ≤ s ≤ t ≤ b.

And, for each y0 ∈ E, the Cauchy problem (1.1) has a unique classical solution y ∈
C1(J,E) given by

y(t) = U(t, 0)y0, t ∈ J

More details on evolution systems and their properties could be found on the books of
Ahmed [7], Engel and Nagel [47] and Pazy [90].

1.4 De�nition of Mild Solution

De�nition 1.4.1. We say that the function y(·) : H∪J → E is a mild solution for the following
�rst order of partial functional di�erential evolution equations with delay

y′(t) = A(t)y(t) + f(t, yt), a.e. t ∈ J

y(t) = ϕ(t), t ∈ H
(1.2)

If y(t) = ϕ(t) for all t ∈ H and y satis�es the following integral equation :

y(t) = U(t, 0) ϕ(0) +

∫ t

0

U(t, s)f(s, ys) ds for each t ∈ J. (1.3)
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De�nition 1.4.2. We say that the function y(·) : H∪J → E is a mild solution for the following
Caputo's fractional derivative order of partial functional di�erential evolution equations with
delay 

cDα
0 y(t) = A(t)y(t) + f(t, yt), 0 < α < 1 a.e. t ∈ J

y(t) = ϕ(t), t ∈ H
(1.4)

If y(t) = ϕ(t) for all t ∈ H and y satis�es the following integral equation :

y(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, ys) ds for each t ∈ J. (1.5)

1.5 Controllability of Mild Solution

Controllability of di�erential equations is the origin of the study of di�erential inclusions.
Let us consider the control problem of the following evolution equations with delay{

y′(t) = A(t)y(t) + Cu(t) + f(t, yt), a.e. t ∈ J
y(t) = ϕ(t), t ∈ H, (1.6)

where f : J × C(H;E) → E, ρ : J × C(H;E) → R and ϕ ∈ C(H;E) are given functions
and {A(t)}0≤t<b is a family of linear closed (not necessarily bounded) operators from E into E
that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for 0 ≤ s ≤ t. The control
function u(.) is given in L2(J ;E), the Banach space of admissible control function with E is a
real separable Banach space with the norm | · |, C is a bounded linear operator from E into E.

De�nition 1.5.1. The mild solution y of the problem evolution (1.6) is said to be controllable
on the interval H ∪ J if for every initial function ϕ ∈ H and y1 ∈ E, there exists a control
u ∈ L2(J ;E) such that the mild solution y(·) of the problem (1.6) satis�es y(b) = y1.

1.6 Phase Space B
The notation of the phase space B plays an important role in the study of both qualitative

and quantitative theory for functional di�erential equations. A usual choice is a semi-normed
space satisfying suitable axioms, which was introduced by Hale and Kato (see [60]). For further
applications see for instance the books of Hale et al. [62], Hino and his collaborators [74] and
Lakshmikantham [83] and their references.

For any t ∈ J denote B+∞ = {y :] −∞, b] → E : y|J ∈ C(J ;E), y0 ∈ B} or y|J is the
restriction of y on J . Consider that the space (B, ‖(., .)‖B) is a seminormed linear space of
functions that mapping (−∞, 0] × (−∞, 0] into E, and satisfying the following fundamental
axioms which were adapted from those introduced by Hale and Kato for ordinary di�erential
functional equations:

(A1) If y : (−∞, b)→ E, b > 0, is continuous on [0, b] and y0 ∈ B, then for every t ∈ [0, b) the
following conditions hold :
(i) yt ∈ B ;
(ii) There exists a positive constant H such that |y(t)| ≤ H‖yt‖B ;
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(iii) There exist two functions K(·),M(·) : R+ → R+ independent of y with K continuous
and M locally bounded such that

‖yt‖B ≤ K(t) sup{ |y(s)| : 0 ≤ s ≤ t}+M(t)‖y0‖B.

(A2) For the function y in (A1), yt is a B− valued continuous function on [0, b].

(A3) The space B is complete.

Denote Kb = sup{K(t) : t ∈ [0, b]} and Mb = sup{M(t) : t ∈ [0, b]}.

Remark 1.6.1. 1. (ii) is equivalent to |φ(0)| ≤ H‖φ‖B for every φ ∈ B.

2. Since ‖ · ‖B is a seminorm, two elements φ, ψ ∈ B can verify ‖φ − ψ‖B = 0 without
necessarily φ(θ) = ψ(θ) for all θ ≤ 0.

3. From the previous equivalence in the �rst remark, we can see that for all φ, ψ ∈ B such
that ‖φ− ψ‖B = 0 : We necessarily have that φ(0) = ψ(0).

Now we indicate some examples of phase spaces. For other details we refer, for instance to
the book by Hino et al [74].

Example 1.6.1. The spaces BC, BUC, C1 and C0. Let:

BC the space of bounded continuous functions de�ned from (−∞, 0] to E;

BUC the space of bounded uniformly continuous functions de�ned from (−∞, 0] to E;

C∞ :=

{
φ ∈ BC : lim

θ→−∞
φ(θ) exist in E

}
;

C0 :=

{
φ ∈ BC : lim

θ→−∞
φ(θ) = 0

}
, endowed with the uniform norm

‖φ‖ = sup{|φ(θ)| : θ ≤ 0}.

We have that the spaces BUC, C∞ and C0 satisfy conditions (A1) − (A3). However, BC
satis�es (A1), (A3) but (A2) is not satis�ed.

Remark 1.6.2. C0 ⊂ C∞.

Example 1.6.2. The spaces Cg, UCg, C
∞
g and C0

g .
Let g be a positive continuous function on (−∞, 0]. We de�ne

Cg :=

{
φ ∈ C((−∞, 0], E) :

φ(θ)

g(θ)
is bounded on (−∞, 0]

}
;

C0
g :=

{
φ ∈ Cg : lim

θ→−∞

φ(θ)

g(θ)
= 0

}
, endowed with the uniform norm

‖φ‖ = sup

{
|φ(θ)|
g(θ)

: θ ≤ 0

}
.
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Then we have that the spaces Cg and C0
g satisfy conditions (A3). We consider the following

condition on the function g.

(g1) For all a > 0, sup
0≤t≤a

sup

{
g(t+ θ)

g(θ)
: −∞ < θ ≤ −t

}
<∞.

They satisfy conditions (A1) and (A2) if (g1) holds.

Remark 1.6.3. For g ≡ 1, we have C1 = BC and C0
1 = C0

Example 1.6.3. The space Cγ.
For any real constant γ, we de�ne the functional space Cγ by

Cγ :=

{
φ ∈ C((−∞, 0], E) : lim

θ→−∞
eγθφ(θ) exists in E

}
endowed with the following norm

‖φ‖ = sup{eγθ|φ(θ)| : θ ≤ 0}.

Then in the space Cγ the axioms (A1)− (A3) are satis�ed.

1.7 State-Dependent Delay

1. Finite delay : We always assume that ρ : J × C(H;E) → R is continuous. Additionally,
we introduce the following hypothesis:

R(ρ−) = {ρ(s, ϕ) : (s, ϕ) ∈ J × C(H;E), ρ(s, ϕ) ≤ 0}.

(Hϕ) The function t→ ϕt is continuous from R(ρ−) into C(H;E) and there exists a continuous
and bounded function Lϕ : R(ρ−)→ (0,∞) such that

‖ϕt‖ ≤ Lϕ(t)‖ϕ‖ for every t ∈ R(ρ−).

Remark 1.7.1. The condition (Hϕ), is frequently veri�ed by functions continuous and bounded.
For more details, see for instance [1, 70, 74].

Lemma 1.7.1. ([70], Lemma 2.4) If y : [−r, b]→ E is a function such that y0 = ϕ, then

‖ys‖ ≤ Lϕ‖ϕ‖+ sup{|y(θ)|; θ ∈ [0,max{0, s}]}, s ∈ R(ρ−) ∪ J,

where Lϕ = sup
t∈R(ρ−)

Lϕ(t).

2. In�nite delay : We always assume that ρ : J×B−→ R is continuous. Additionally, we
introduce the following hypothesis:

R(ρ−) = {ρ(s, φ) : (s, φ) ∈ J × B, ρ(s, φ) ≤ 0}.

(Hφ) The function t → φt is continuous from R(ρ−) into B and there exists a continuous and
bounded function Lφ : R(ρ−)→ (0,∞) such that

‖φt‖B ≤ Lφ(t)‖φ‖B for every t ∈ R(ρ−).
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Remark 1.7.2. The condition (Hφ), is frequently veri�ed by functions continuous and bounded.
For more details, see for instance [1, 70, 74].

Lemma 1.7.2. ([70], Lemma 2.4) If y : (−∞, b]→ E is a function such that y0 = φ, then

‖ys‖B ≤ (Mb + Lφ)‖φ‖B +Kb sup{|y(θ)|; θ ∈ [0,max{0, s}]}, s ∈ R(ρ−) ∪ J,

where Lφ = sup
t∈R(ρ−)

Lφ(t). Kb and Mb are as de�ned in the previous assumption (A1) in the

condition (iii).

1.8 Some Properties of Fractional Calculs

In this section, we introduce the notations, de�nitions and preliminary lemmas concerning
to partial fractional calculs theory.

Lemma 1.8.1. Let υ : J → [0,∞) be a real function and ω(.) be a nonnegative, locally integrable
function on J. If there are constants c > 0 and 0 < α < 1 such that

υ(t) ≤ ω(t) + c

∫ t

0

υ(s)

(t− s)α
ds, (1.7)

then there exists a constant δ = δ(α) such that

υ(t) ≤ ω(t) + δc

∫ t

0

ω(s)

(t− s)α
ds, (1.8)

for every t ∈ J.

Lemma 1.8.2. The system (1.4) is equivalent to the nonlinear integral equation

y(t) = ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, ys) ds t ∈ J. (1.9)

In other words, every solution of the integral equation (1.9) is also solution of the system (1.4)
and vice versa.

De�nition 1.8.1. The Riemann-Liouville fractional integral operator of order α > 0 of a
function f : R+ −→ R is de�ned as

Iα0 f(t) =
1

Γ(α)

∫ t

0

(t− s)α−1f(s)ds (1.10)

Provide the right hand side exists pointwise on R+. Γ(.) is the Euler gamma function.
For instance, Iαf exists for all α > 0. When h ∈ C0(R+) ∩ L1

loc(R
+). Note also that when

h ∈ C0(R+
0 ) then Iαf ∈ C0(R+

0 ) and moreover Iαf(0) = 0.

De�nition 1.8.2. The fractional derivative of order α > 0 of a function f : R+ −→ R in the
Caputo sense is given by

dαf(t)

dtα
=

1

Γ(m− α)

d

dt

∫ t

0

(t− s)m−α−1f(s)ds =
d

dt
I1−α0 f(t).
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1.9 De�nition of Multivalued Functions

Let (X, d) be a metric space. We use the following notations :

Pcl(X) = {Y ∈ P(X) : Y closed}, Pb(X) = {Y ∈ P(X) : Y bounded},

Pcv(X) = {Y ∈ P(X) : Y convexe}, Pcp(X) = {Y ∈ P(X) : Y compact}.
Consider Hd : P(X)× P(X) −→ R+ ∪ {∞}, given by

Hd(A,B) = max

{
sup
a∈A

d(a,B) , sup
b∈B

d(A, b)
}
,

where d(A, b) = inf
a∈A

d(a, b), d(a,B) = inf
b∈B

d(a, b). Then (Pb,cl(X), Hd) is a metric space and

(Pcl(X), Hd) is a generalized (complete) metric space (see [80]).

De�nition 1.9.1. A multivalued map G : J → Pcl(X) is said to be measurable if for each
x ∈ E, the function Y : J → X de�ned by

Y (t) = d(x,G(t)) = inf{|x− z| : z ∈ G(t)}

is measurable where d is the metric induced by the normed Banach space X.

De�nition 1.9.2. A function F : J × C(H;E) −→ P(X) is said to be an L1
loc-Carathéodory

multivalued map if it satis�es :

(i) x 7→ F (t, y) is continuous (with respect to the metric Hd) for almost all t ∈ J ;

(ii) t 7→ F (t, y) is measurable for each y ∈ C(H;E);

(iii) for every positive constant k there exists hk ∈ L1
loc(J ;R+) such that

‖F (t, y)‖ ≤ hk(t) for all ‖y‖ ≤ k and for almost all t ∈ J.

Let (X, ‖ · ‖) be a Banach space. A multivalued map G : X → P(X) has convex (closed)
values if G(x) is convex (closed) for all x ∈ X. We say that G is bounded on bounded sets if
G(B) is bounded in X for each bounded set B of X, i.e.,

sup
x∈B
{sup{ ‖y‖ : y ∈ G(x)}} <∞.

Finally, we say that G has a �xed point if there exists x ∈ X such that x ∈ G(x).

For each y ∈ B+∞ let the set SF,y known as the set of selectors from F de�ned by

SF,y = {v ∈ L1(J ;E) : v(t) ∈ F (t, yt) , a.e. t ∈ J}.

For more details on multivalued maps we refer to the books of Deimling [45], Górniewicz
[56], Hu and Papageorgiou [75] and Tolstonogov [96].

De�nition 1.9.3. A multivalued map F : X → P(X) is called an admissible contraction with
constant {kn}n∈N if for each n ∈ N there exists kn ∈ (0, 1) such that

i) Hd(F (x), F (y)) ≤ kn ‖x− y‖n for all x, y ∈ X.

ii) for every x ∈ X and every ε ∈ (0,∞)n, there exists y ∈ F (x) such that

‖x− y‖n ≤ ‖x− F (x)‖n + εn for every n ∈ N
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1.10 Fixed Point Theorems

In this section we give some �xed point theorems that will be used in the sequel. All the
abstract results established in this thesis are based on these theorems.

1. Nonlinear Alternative in Fréchet space:

Theorem 1.10.1. (Nonlinear Alternative of Frigon-Granas, [52]). Let X be a Fréchet space
and Y ⊂ X be a closed subset and let N : Y → X be a contraction such that N(Y ) is bounded.
Then one of the following statements holds :

(C1) N has a unique �xed point ;
(C2) There exists λ ∈ [0, 1), n ∈ N and x ∈ ∂nY n such that ‖x− λ N (x)‖n = 0.

Theorem 1.10.2. (Nonlinear Alternative of Avramescu [18]). Let X be a Fréchet space and
A,B : X −→ X two operators satisfying:

(1) A is a compact operator.

(2) B is a contraction.
Then either

(C1) the operator A+B has a �xed points.Or

(C2) the set {x ∈ X, x = λA(x) + λB(x
λ
)} is unbounded for λ ∈]0, 1[.

Theorem 1.10.3. (Nonlinear Alternative of Frigon, [50, 51]). Let X be a Fréchet space and
U an open neighborhood of the origin in X and let N : U → P(X) be an admissible multivalued
contraction. Assume that N is bounded. Then one of the following statements holds :

(C1) N has a �xed point ;

(C2) There exists λ ∈ [0, 1) and x ∈ ∂U such that x ∈ λ N (x).

2. Nonlinear Alternative in Banach space:

Theorem 1.10.4. (Nonlinear Alternative of Frigon-Granas, [52]). Let X be a Banach space
and Y ⊂ X be a closed subset and let N : Y → X be a contraction such that N(Y ) is bounded.
Then one of the following statements holds :

(C1) N has a unique �xed point ;
(C2) There exists λ ∈ [0, 1) and x ∈ ∂Y such that ‖x− λ N (x)‖ = 0.

Theorem 1.10.5. (Nonlinear Alternative of Avramescu [18]). Let X be a Banach space and
A,B : X −→ X two operators satisfying:

(1) A is a compact operator.

(2) B is a contraction.
Then either

(C1) the operator A+B has a �xed points.Or

(C2) the set {x ∈ X, x = λA(x) + λB(x
λ
)} is unbounded for λ ∈]0, 1[.

Theorem 1.10.6. (Nonlinear Alternative of Frigon, [50, 51]). Let X be a Banach space and
U an open neighborhood of the origin in X and let N : U → P(X) be an admissible multivalued
contraction. Assume that N is bounded. Then one of the following statements holds :
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(C1) N has a �xed point ;

(C2) There exists λ ∈ [0, 1) and x ∈ ∂U such that x ∈ λ N (x).



Chapter 2

Fractional Evolution Equations with

State-Dependent Delay

2.1 Introduction

In this chapter, we shall establish su�cient conditions for the existence of the unique mild
solution for some classes of fractional for partial functional and neutral functional di�eren-
tial evolution equations with �nite and in�nite state-dependent delay involving the Caputo's
fractional derivative order1.

Using the alternative of Leary-Schauder type for contraction maps given by Frigon and
Granas in Banach space (see [52]), combined with the semi-group theory.

To our Knowledge, there are very few papers devoted to fractional di�erential equations with
delay. By using a fractional version of Gronwall's inequality, we demonstrate the existence of
the unique mild solution in section 2.2 for the following class of fractional evolution equations
with �nite state-dependent delay

cDα
0 y(t) = A(t)y(t) + f(t, yρ(t,yt)), 0 < α < 1 a.e. t ∈ J = [0, b] (2.1)

y(t) = ϕ(t), t ∈ H = [−r, 0], (2.2)

where b > 0, 0 < r < +∞, cDα
0 is the standard Caputo's fractional derivative of order α ∈ (0, 1),

f : J×C(H;E)→ E, ρ : J×C(H;E)→ R and ϕ ∈ C(H;E) are given functions and {A(t)}t∈J
is a family of linear closed (not necessarily bounded) operators from E into E that generates
an evolution system of bounded linear operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 2.3 for the following class of fractional
neutral evolution equations with �nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)), 0 < α < 1 a.e. t ∈ J (2.3)

y(t) = ϕ(t), t ∈ H, (2.4)

where A(·), f and ϕ are as in the above problem (2.1) − (2.2) and g : J × C(H;E) → E is a
given function.

1[12] D. Aoued, S. Baghli-Bendimerad and M. Benchohra, Fractional partial functional and neutral func-
tional evolution equations with in�nite state-dependent delay, submitted.

29
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In section 2.4, we study the fractional evolution equations with in�nite state-dependent
delay

cDα
0 y(t) = A(t)y(t) + f(t, yρ(t,yt)), 0 < α < 1 a.e. t ∈ J (2.5)

y0 = φ ∈ B, (2.6)

where B is an abstract phase space to be speci�ed later, cDα
0 is the standard Caputo's fractional

derivative of order α ∈ (0, 1), f : J × B → E, ρ : J × B → IR and φ ∈ B are given functions
and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from E into E
that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 2.5 for the following class of fractional
neutral evolution equations with in�nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)), 0 < α < 1 a.e. t ∈ J (2.7)

y0 = φ ∈ B, (2.8)

where A(·), f and φ are as in problem (2.5) − (2.6) and g : J × B → E is a given function.
Finally, section 2.6 is devoted to examples illustrating the abstract theory considered in provious
sections.

2.2 Partial Problem with Finite Delay

Before stating and proving the main result, we give �rst the de�nition of mild solution of the
fractional problem (2.1)− (2.2).

Lemma 2.2.1. The system (2.1)− (2.2) is equivalent to the nonlinear integral equation

y(t) = ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, yρ(s,ys)) ds. (2.9)

In other words, every solution of the integral equation (2.9) is also mild solution of the system
(2.1)− (2.2) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(2.1)− (2.2), and using some classical results from fractional calculus to get (2.9).

De�nition 2.2.1. We say that the function y(·) : [−r, b]→ E is a mild solution of (2.1)− (2.2)
if y(t) = ϕ(t) for all t ∈ [−r, 0] and y satis�es the following integral equation

y(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds for each t ∈ J. (2.10)

Set
R(ρ−) = {ρ(s, ϕ) : (s, ϕ) ∈ J × C(H;E), ρ(s, ϕ) ≤ 0}.

We always assume that ρ : J ×C(H;E)→ R is continuous. Additionally, we introduce the
following hypothesis:

(Hϕ) The function t→ ϕt is continuous from R(ρ−) into C(H;E) and there exists a continuous
and bounded function Lϕ : R(ρ−)→ (0,∞) such that

‖ϕt‖ ≤ Lϕ(t)‖ϕ‖ for every t ∈ R(ρ−).
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We will need to introduce the following hypothesis which are assumed thereafter :

(H1) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆ := {(t, s) ∈ J × J : 0 ≤ s ≤ t ≤ b}.

(H2) There exist two functions p, q ∈ L1
loc(J ;R+) such that

|f(t, u)| ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ C(H;E).

(H3) For all R > 0, there exists lR ∈ L1
loc(J ;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖

for all u, v ∈ C(H;E) with ‖u‖ ≤ R and ‖v‖ ≤ R.

Theorem 2.2.1. Assume that the hypotheses (Hϕ) and (H1)− (H3) hold and moreover

M̂l∗nb
α

Γ(1 + α)
< 1 (2.11)

where p∗ = sup p(s), q∗ = sup q(s) and l∗n = sup ln(s). Then the fractional evolution problem
(2.1)− (2.2) has a unique mild solution on [−r, b].

Proof. Transform the problem (2.1) − (2.2) into a �xed-point problem. Consider the
operator N : C([−r, b];E)→ C([−r, b];E) de�ned by :

N(y)(t) =


ϕ(t), if t ∈ H;

U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds, if t ∈ J.
(2.12)

Clearly, �xed points of the operator N are mild solutions of the problem (2.1)− (2.2).

Let y be a possible solution of the problem (2.1) − (2.2). Given t ≤ b, then from (H1),
(H2), (Hϕ) and Lemma 5.2.1, we have for each t ∈ [0, b]

|y(t)| ≤ ‖U(t, 0)‖B(E)|ϕ(0)|+ 1

Γ(α)

∫ t

0

(t− s)α−1 ‖U(t, s)‖B(E) |f(s, yρ(s,ys))| ds

≤ M̂‖ϕ‖+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

It follows that

|y(t)|+ Lϕ‖ϕ‖ ≤ M̂‖ϕ‖+ Lϕ‖ϕ‖+
M̂p∗bα

Γ(α + 1)
+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 [|y(s) + Lϕ‖ϕ‖] ds

Set

δb := (M̂ + Lϕ)‖ϕ‖+
M̂p∗bα

Γ(α + 1)
.
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We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [−r, t] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

M̂q∗bα

Γ(α + 1)

]
:= Λb

Since ‖y‖ ≤ µ(t), we have ‖y‖ ≤ max{‖ϕ‖,Λb} := Θb. Since for every t ∈ [0, b], we have
‖y‖ ≤ max{‖ϕ‖,Λb} := Θb.

Set
Y = { y ∈ C([−r, b];E) : sup{|y(t)| : 0 ≤ t ≤ b} ≤ Θb + 1}.

Clearly, Y is a closed subset of C([−r, b];E).

We shall show that N : Y → C([−r, b];E) is a contraction operator.
Indeed, consider y, y ∈ Y , thus using (H1) and (H3) for each t ∈ [0, b]

|N(y)(t)−N(y)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, yρ(s,ys))− f(s, yρ(s,ys))
∣∣ ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1 ln(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds.

Using (Hϕ) and Lemma 5.2.1, we obtain

|N(y)(t)−N(y)(t)| ≤ M̂l∗n
Γ(α)

∫ t

0

(t− s)α−1 |y(s)− y(s)| ds

≤ M̂l∗nb
α

Γ(α + 1)
‖y − y‖

Therefore,

‖N(y)−N(y)‖ ≤ M̂l∗nb
α

Γ(α + 1)
‖y − y‖.

So by (6.16), the operator N is a contraction. From the choice of Y there is no y ∈ ∂Y n

such that y = λ N(y), λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does not hold.
The nonlinear alternative of Frigon and Granas shows that (C1) holds. Thus, we deduce that
the operator N has a unique �xed-point y? which is the unique mild solution of the problem
(2.1)− (2.2).



2.3. NEUTRAL PROBLEM WITH FINITE DELAY 33

2.3 Neutral Problem with Finite Delay

We give here an extension to previous results for the neutral case (2.3) − (2.4). Firstly, we
de�ne its mild solution.

Lemma 2.3.1. The system (2.3)− (2.4) is equivalent to the nonlinear integral equation

y(t) = [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (2.13)

+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, yρ(s,ys)) ds t ∈ J.

In other words, every solution of the integral equation (2.13) is also solution of the system
(2.3)− (2.4) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(2.3)− (2.4), and using some classical results from fractional calculus to get (2.13).

De�nition 2.3.1. We say that the function y(·) : [−r, b]→ E is a mild solution of (2.3)− (2.4)
if y(t) = ϕ(t) for all t ∈ H and y satis�es the following integral equation

y(t) = U(t, 0)[ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds.

(2.14)

We consider the hypotheses (Hϕ), (H1) − (H3) and we need to introduce the following
assumptions :

(H4) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H5) There exists a constant 0 < L <
1

M0

such that

|A(t) g(t, ϕ)| ≤ L (‖ϕ‖+ 1) for all t ∈ J and ϕ ∈ C(H;E).

(H6) There exists a constant L? > 0 such that

|A(s)g(s, ϕ)− A(s)g(s, ϕ)| ≤ L? (|s− s|+ ‖ϕ− ϕ‖)

for all ϕ, ϕ ∈ C(H;E).

Theorem 2.3.1. Suppose that the hypotheses (H1)− (H5) are satis�ed and moreover[
M0L? +

M̂L∗nb
α

Γ(α + 1)

]
< 1 (2.15)

where p∗ = sup p(s), q∗ = sup q(s)and l∗n = sup ln(s). Then the problem (2.3) − (2.4) has a
unique mild solution on [−r, b].
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Proof. Transform as below the neutral problem (2.3) − (2.4) into a �xed point problem by
considering the operator Ñ : C([−r, b];E)→ C([−r, b];E) de�ned by :

Ñ(y)(t) =


ϕ(t), if t ∈ H;

U(t, 0) [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds, if t ∈ J.
(2.16)

Clearly, the �xed points of the operator Ñ are mild solutions of the problem (2.3)− (2.4).

Let y be a possible solution of the problem (2.3) − (2.4). Given t ≤ b. Then, using
(H1)− (H2) and (H4)− (H5) , (Hϕ) and Lemma 5.2.1, we have for each t ∈ [0, b]

|y(t)| ≤ |U(t, 0)[ϕ(0)− g(0, ϕ)]|+ |g(t, yρ(t,yt))|

+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds

∣∣∣∣
≤ ‖A−1(t)‖ |A(t)g(t, yρ(t,yt))|+ M̂‖ϕ‖+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, ϕ)|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

≤ M̂‖ϕ‖+M0L
(
‖yρ(t,yt)‖+ 1

)
+ M̂M0L (‖ϕ‖+ 1)

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

Since ‖yρ(t,yt)‖ ≤ |y(t)|+ Lϕ‖ϕ‖ we obtain

|y(t)| ≤ M0L (|y(t)|+ Lϕ‖ϕ‖) + M̂‖ϕ‖(1 +M0L) + M̂M0L+
M̂p∗bα

Γ(α + 1)

+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds

Then

(1−M0L)|y(t)| ≤
[
M0LLϕ + M̂(1 +M0L)

]
‖ϕ‖+ M̂M0L+

M̂p∗bα

Γ(α + 1)

+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds

Set

βb :=

[
M0LLϕ + M̂(1 +M0L)

]
(1−M0L)

‖ϕ‖+
M̂M0L

(1−M0L)
+

M̂p∗bα

(1−M0L)Γ(α + 1)
+ Lϕ‖ϕ‖.

Thus

|y(t)|+ Lϕ‖ϕ‖ ≤ βb +
M̂q∗

(1−M0L)Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds.
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We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [−r, t] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ βb +
M̂q∗

(1−M0L)Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant βb = βb(α) such that

µ(t) ≤ βb ×

[
1 +

M̂q∗bα

(1−M0L)Γ(α + 1)

]
:= Λb

Since ‖y‖ ≤ µ(t), we have ‖y‖ ≤ max{‖ϕ‖,Λb} := Θb.

Now, we shall show that Ñ : Y → C([−r, b];E) is a contraction operator.
Indeed, consider y, y ∈ Y , thus using (H1) and (H3)− (H4) for each t ∈ [0, b]

|Ñ(y)(t)− Ñ(y)(t)| ≤ |g(t, yρ(t,yt))− g(t, yρ(t,yt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, yρ(s,ys))− f(s, yρ(s,ys))
∣∣ ds

≤ ‖A−1(t)‖|A(t)g(t, yρ(t,yt))− A(t)g(t, yρ(t,yt))|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1 ln(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds.

Using (Hϕ) and Lemma 5.2.1, we obtain

|Ñ(y)(t)− Ñ(y)(t)| ≤ M0L?|y(t)− y(t)|+ M̂L∗nb
α

Γ(α + 1)
‖y − y‖

≤

[
M0L? +

M̂L∗nb
α

Γ(α + 1)

]
‖y − y‖

Therefore,

‖Ñ(y)− Ñ(y)‖ ≤

[
M0L? +

M̂L∗nb
α

Γ(α + 1)

]
‖y − y‖.

So, for an appropriate choice of M0L?, L
∗
n and bα such that[

M0L? +
M̂L∗nb

α

Γ(α + 1)

]
< 1,

the operator Ñ is a contraction . From the choice of Y there is no y ∈ ∂Y n such that y = λ Ñ(y)
for some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does not hold. A consequence
of the nonlinear alternative of Frigon and Granas shows that (C1) holds. We deduce that
the operator Ñ has a unique �xed-point y? which is the unique mild solution of the problem
(2.3)− (2.4).
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2.4 Partial Problem with In�nite Delay

Before stating and proving the main result, we give �rst the de�nition of mild solution of the
fractional problem (2.5)− (2.6).

Lemma 2.4.1. The system (2.5)− (2.6) is equivalent to the nonlinear integral equation

y(t) = φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, yρ(s,ys)) ds. (2.17)

In other words, every solution of the integral equation (2.17) is also solution of the system
(2.5)− (2.6) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(2.5)− (2.6), and using some classical results from fractional calculus to get (2.17).

De�nition 2.4.1. We say that the function y(·) : (−∞, b]→ E is a mild solution of (2.5)−(2.6)
if y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0) φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds for each t ∈ J. (2.18)

Set
R(ρ−) = {ρ(s, φ) : (s, φ) ∈ J × B, ρ(s, φ) ≤ 0}.

We always assume that ρ : J × B → R is continuous. Additionally, we introduce the following
hypothesis:

(Hφ) The function t → φt is continuous from R(ρ−) into B and there exists a continuous and
bounded function Lφ : R(ρ−)→ (0,∞) such that

‖φt‖B ≤ Lφ(t)‖φ‖B for every t ∈ R(ρ−).

We will need to introduce the following hypothesis which are assumed thereafter :

(H01) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆.

(H02) There exist two functions p, q ∈ L1
loc(J ;R+) such that

|f(t, u)| ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ B.

(H03) For all R > 0, there exists lR ∈ L1
loc(J ;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖

for all u, v ∈ B with ‖u‖ ≤ R and ‖v‖ ≤ R.
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We de�ne in C((−∞, b]);E) the semi-norms by :

‖y‖ := sup { |y(t)| : t ∈ [0, b] }

Consider the following space

Ω =
{
y : (−∞, b]→ E : y|(−∞,0] ∈ B and y|[0,b] is continuous

}
,

Theorem 2.4.1. Assume that the hypotheses (Hϕ) and (H01)− (H03) hold and moreover

KbM̂l∗nb
α

Γ(α + 1)
< 1 (2.19)

where l∗n = sup ln(s). Then the problem (2.5)− (2.6) has a unique mild solution on (−∞, b].

Proof. We transform the problem (2.5) − (2.6) into a �xed-point problem. Consider the
operator N : Ω→ Ω de�ned by :

N(y)(t) =


φ(t), if t ≤ 0;

U(t, 0) φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds, if t ∈ J.
(2.20)

Clearly, �xed points of the operator N are mild solutions of the problem (2.5)− (2.6).

For φ ∈ B, we will de�ne the function x(.) : (−∞, b]→ E by

x(t) =

{
φ(t), if t ≤ 0;

U(t, 0) φ(0), if t ∈ J.

Then x0 = φ. For each function z ∈ Ω, set

y(t) = z(t) + x(t)

It is obvious that y satis�es (2.18) if and only if z satis�es z0 = 0 and

z(t) =
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds for t ∈ J.

Let
Ω0 = {z ∈ Ω : z0 = 0} .

De�ne the operator F : Ω0 → Ω0 by :

F (z)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds for t ∈ J. (2.21)

Obviously the operator N has a �xed point is equivalent to F has one, so it turns to prove that
F has a �xed point.
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Let z ∈ Ω0 be be a possible �xed point of the operator. By the hypotheses (H01) and
(H02), we have for each t ∈ [0, b]

|z(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) |f(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B

]
ds

From (Hφ), Lemma 1.7.2 and Assumption (A1), we have for each t ∈ [0, b]

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ ‖zρ(s,zs+xs)‖B + ‖xρ(s,zs+xs)‖B
≤ Kb|z(s)|+ (Mb + Lφ)‖z0‖B +Kb|x(s)|+ (Mb + Lφ)‖x0‖B
≤ Kb|z(s)|+Kb‖U(s, 0)‖B(E)|φ(0)|+ (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+KbM̂ |φ(0)|+ (Mb + Lφ)‖φ‖B

Using (ii), we get

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kb|z(s)|+KbM̂H‖φ‖B + (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+ (Mb + Lφ +KbM̂H)‖φ‖B

Set cb := (Mb + Lφ +KbM̂H)‖φ‖B. It follows that

|z(t)| ≤ M̂p∗bα

Γ(α + 1)
+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1
(
Kb|z(s)|+ (Mb + Lφ +KbM̂H)‖φ‖B

)
ds

Then, we have

|z(t)| ≤ M̂p∗bα

Γ(α + 1)
+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds

where p∗ = sup p(s), q∗ = sup q(s) Then

Kb|z(t)|+ cb ≤
KbM̂p∗bα

Γ(α + 1)
+ cb +

KbM̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds.

Set

δb :=
KbM̂p∗bα

Γ(α + 1)
+ cb.

We consider the function µ de�ned by

µ(t) := sup { Kb|z(s)|+ cb : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [0, t] be such that µ(t) = Kb|z(t?)|+ cb. By the previous inequality, we have

µ(t) ≤ δb +
KbM̂q∗

Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].
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If t? ∈ (−∞, 0], then µ(t) = ‖φ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δ = δ(α) such that

µ(t) ≤ δb ×

[
1 +

KbM̂q∗bα

Γ(α + 1)

]
:= Λb

Since ‖z‖ ≤ µ(t), we have ‖z‖ ≤ max{‖φ‖,Λb} := Θb.

Set
Z = { z ∈ Ω0 : sup

0≤t≤b
|z(t)| ≤ Θb + 1}.

Clearly, Z is a closed subset of Ω0.

We shall show that F : Z → Ω0 is a contraction operator.
Indeed, consider z, z ∈ Z, thus using (H01) and (H03) for each t ∈ [0, b]

|F (z)(t)− F (z)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, zρ(s,zs+xs) + xρ(s,zs+xs))

−f(s, zρ(s,zs+xs) + xρ(s,zs+xs))
∣∣ ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1 ln(s) ‖zρ(s,zs+xs) − zρ(s,zs+xs)‖B ds.

Using (Hφ) and Lemma 1.7.2, we obtain

|F (z)(t)− F (z)(t)| ≤ M̂l∗n
Γ(α)

∫ t

0

(t− s)α−1Kb |z(s)− z(s)| ds

≤ KbM̂l∗nb
α

Γ(α + 1)
‖z(t)− z(t)‖.

Therefore,

‖F (z)− F (z)‖ ≤ KbM̂l∗nb
α

Γ(α + 1)
‖z − z‖.

So, for
KbM̂l∗nb

α

Γ(α + 1)
< 1 the operator F is a contraction. From the choice of Z there is no

z ∈ ∂Zn such that z = λ F (z), λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does
not hold. The nonlinear alternative of Frigon and Granas shows that (C1) holds. Thus, we
deduce that the operator F has a unique �xed-point z?. Then y?(t) = z?(t) + x(t), t ∈ (−∞, b]
is a �xed point of the operator N , which is the unique mild solution of the problem (2.5)−(2.6).

2.5 Neutral Problem with In�nite Delay

We give here an extension to previous results for the neutral case (2.7) − (2.8). Firstly, we
de�ne its mild solution.

Lemma 2.5.1. The system (2.7)− (2.8) is equivalent to the nonlinear integral equation

y(t) = [φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (2.22)
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+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, yρ(s,ys)) ds.

In other words, every solution of the integral equation (2.22) is also solution of the system
(2.7)− (2.8) .

Proof. It can be proved by applying the integral operator to both sides of the system
(2.7)− (2.8), and using some classical results from fractional calculus to get (2.22).

De�nition 2.5.1. We say that the function y(·) : (−∞, b]→ E is a mild solution of (2.7)−(2.8)
if y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0)[φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds, t ∈ J.

(2.23)

We consider the hypotheses (Hφ), (H01)− (H03) and we need the following assumptions :

(H04) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H05) There exists a constant 0 < L <
1

M0Kb

such that

|A(t) g(t, ϕ)| ≤ L (‖φ‖+ 1) for all t ∈ J and φ ∈ B.

(H06) There exists a constant L? > 0 such that

|A(s)g(s, φ)− A(s)g(s, φ)| ≤ L? (|s− s|+ ‖φ− φ‖)

for all φ, φ ∈ B.

Theorem 2.5.1. Suppose that the hypotheses (H01)− (H05) are satis�ed and moreover[
M0L?Kb +

M̂KbL
∗
nb
α

Γ(α + 1)

]
< 1 (2.24)

where l∗n = sup ln(s). Then the problem (2.7)− (2.8) has a unique mild solution on (−∞, b].

Proof. Consider the operator Ñ : Ω→ Ω de�ned by :

Ñ(y)(t) =


φ(t), if t ≤ 0;

U(t, 0) [φ(0)− g(0, φ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds, if t ∈ J.
(2.25)

Then, �xed points of the operator Ñ are mild solutions of the problem (2.7)− (2.8).
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For φ ∈ B, we consider the function x(.) : (−∞, b]→ E de�ned as below by

x(t) =

{
φ(t), if t ≤ 0;

U(t, 0) φ(0), if t ∈ J.

Then x0 = φ. For each function z ∈ Ω, set

y(t) = z(t) + x(t)

It is obvious that y satis�es (2.23) if and only if z satis�es z0 = 0 and

z(t) = g(t, zρ(t,yt) + xρ(t,yt))− U(t, 0)g(0, φ)

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)f(s, zρ(s,ys) + xρ(s,ys))ds.

Let
Ω0 = {z ∈ Ω : z0 = 0} .

De�ne the operator F̃ : Ω0 → Ω0 by :

F̃ (z)(t) = g(t, zρ(t,yt) + xρ(t,yt))− U(t, 0)g(0, φ)

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)f(s, zρ(s,ys) + xρ(s,ys))ds.
(2.26)

Obviously the operator Ñ has a �xed point is equivalent to F̃ has one, so it turns to prove that
F̃ has a �xed point.

Let z ∈ Ω0 be be a possible �xed point of the operator. Then, using (H01) − (H06), we
have for each t ∈ [0, b]

|z(t)| ≤ |g(t, zρ(t,yt) + xρ(t,yt))|+ |U(t, 0)g(0, φ)|

+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, zρ(s,ys) + xρ(s,ys))ds

∣∣∣∣
≤ ‖A−1(t)‖ |A(t)g(t, zρ(t,zt+xt) + xρ(t,zt+xt))|+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, φ)|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,ys) + xρ(s,ys)‖

]
ds

≤ M0L
(
‖zρ(t,zt+xt) + xρ(t,zt+xt)‖B + 1

)
+ M̂M0L (‖φ‖B + 1)

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,ys) + xρ(s,ys)‖

]
ds

Since ‖zρ(t,yt) + xρ(t,yt)‖B ≤ Kb|z(t)|+ cb we obtain

|z(t)| ≤ M0L(Kb|z(t)|+ cb + 1) + M̂M0L(‖φ‖B + 1) +
M̂p∗bα

Γ(α + 1)

+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds
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where p∗ = sup p(s), q∗ = sup q(s) Then

(1−M0LKb)|z(t)| ≤ M0L(cb + 1) + M̂M0L(‖φ‖B + 1) +
M̂p∗bα

Γ(α + 1)

+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds

Set

δb := cb +
KbM0L(cb + 1) +KbM̂M0L(‖φ‖B + 1)

(1−M0LKb)Γ(α + 1)
+

KbM̂p∗bα

(1−M0LKb)Γ(α + 1)
.

Thus

Kb|z(t)|+ cb ≤ δb +
KbM̂q∗

(1−M0LKb)Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds.

We consider the function µ de�ned by

µ(t) := sup { Kb|z(s)|+ cb : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ (−∞, t] be such that µ(t) = Kb|z(t?)|+ cb. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
KbM̂q∗

(1−M0LKb)Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ (−∞, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

KbM̂q∗bα

(1−M0LKb)Γ(α + 1)

]
:= Λb

Since ‖z‖ ≤ µ(t), we have ‖z‖ ≤ max{‖φ‖,Λb} := Θb.

Now, we shall show that F̃ : Z → Ω0 is a contraction operator.
Indeed, consider z, z ∈ Z, thus for each t ∈ [0, b]

|F̃ (y)(t)− F̃ (y)(t)| ≤ |g(t, zρ(t,yt) + xρ(t,yt))− g(t, zρ(t,yt) + xρ(t,yt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) |f(s, zρ(s,ys)

+xρ(s,ys))− f(s, zρ(s,ys) + xρ(s,ys))|ds
≤ ‖A−1(t)‖|A(t)g(t, zρ(t,yt) + xρ(t,yt))− A(t)g(t, zρ(t,yt) + xρ(t,yt))|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1 ln(s) ‖zρ(s,ys) − zρ(s,ys)‖B ds

≤M0L?‖zρ(t,yt) − zρ(t,yt)‖B

+
M̂

Γ(α)

∫ t

0

(t− s)α−1 ln(s) ‖zρ(s,ys) − zρ(s,ys)‖B ds.
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Since ‖zρ(t,yt) − zρ(t,yt)‖B ≤ Kb|z(t)− z(t)| we obtain

|Ñ(y)(t)− Ñ(y)(t)| ≤ M0L?Kb‖z(t)− z(t)‖+
M̂KbL

∗
nb
α

Γ(α + 1)
‖z(t)− z(t)‖

≤

[
M0L?Kb +

M̂KbL
∗
nb
α

Γ(α + 1)

]
‖z(t)− z(t)‖

Therefore,

‖F̃ (y)− F̃ (y)‖ ≤

[
M0L?Kb +

M̂KbL
∗
nb
α

Γ(α + 1)
‖z − z‖

]
.

So, for an appropriate choice of M0L?, L
∗
n and bα such that[

M0L?Kb +
M̂KbL

∗
bb
α

Γ(α + 1)

]
< 1,

the operator F̃ is a contraction. From the choice of Z there is no z ∈ ∂Zn such that z = λ F̃ (z)
for some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does not hold. A consequence
of the nonlinear alternative of Frigon and Granas shows that (C1) holds. We deduce that the
operator F̃ has a unique �xed-point z?. Then y?(t) = z?(t) + x(t), t ∈ (−∞, b] is a �xed point
of the operator Ñ , which is the unique mild solution of the problem (2.7)− (2.8).

2.6 Examples

We give in this section four examples to illustrate the previous results.
Example 1. Consider the partial di�erential equation

cDα
t u(t, ξ) =

∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−r
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π],

(2.27)

where a1(t, ξ) is a continuous function and is uniformly Hölder continuous in t
0 < α ≤ 1 ; a1 : [−r, 0] → R ; a2 : [0, π] → R ; ρi : [0, b] → R for i = 1, 2 are continuous
functions. To study this system, we consider the space E = L2([0, π],R) and the operator
A : D(A) ⊂ E → E given by Aw = w′′ with

D(A) := { w ∈ E : w′′ ∈ E, w(0) = w(π) = 0 }

It is well known that A is the in�nitesimal generator of an analytic semigroup {T (t)}t∈[0,b] on E,
with compact resolvent. On the domain D(A), we de�ne the operators A(t) : D(A) ⊂ E → E
by

A(t)x(ξ) = Ax(ξ) + a0(t, ξ)x(ξ).
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By assuming that a0(., .) is continuous and that a0(t, ξ) ≤ −δ0 (δ0 > 0) for every t ∈ [0, b], ξ ∈
[0, π], and speci�c case α = 1 it follows that the system

u′(t) = A(t)u(t) t ≥ s; u(s) = x ∈ E,

has an associated evolution family given by

U(t, s)x(ξ) =

[
T (t− s)exp

(∫ t

s

a0(τ, ξ)dτ

)
x

]
(ξ).

From this expression, it follows that U(t, s) is a compact linear operator and that

‖U(t, s)‖ ≤ e−(1+δ0)(t−s) for every (t, s) ∈ [0, b]× [0, b] ; s ≤ t.

Theorem 2.6.1. Let ϕ ∈ C(H;E). Assume that the condition (Hϕ) holds, the functions
ρi : [0, b] → R for i = 1, 2, a1 : [−r, 0] → R and a2 : [0, π] → R are continuous. Then there
exists a unique mild solution of (2.27).

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (2.27) into the abstract system
(2.1) − (2.2). Moreover, the function f is bounded linear operator. Now, the existence of the
unique mild solution can be deduced from a direct application of Theorem 2.2.1. From Remark
1.7.1, we have the following result.

Corollary 2.6.1. Let ϕ ∈ C(H;E) be continuous and bounded. Then there exists a unique
mild solution of (2.27) on [−r, b].

Example 2. Consider the partial di�erential equation

cDα
t

[
u(t, ξ)−

∫ 0

−r
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−r
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, 0 ≤ t ≤ b,

v(θ, ξ) = v0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π],

(2.28)

where a3 : [−r, 0]→ R is a continuous function

Theorem 2.6.2. Let ϕ ∈ C(H;E). Assume that the condition (Hϕ) holds, the functions
ρi : [0, b] → R for i = 1, 2; a1, a3 : [−r, 0] → R and a2 : [0, π] → R are continuous. Then there
exists a unique mild solution of (2.28).
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Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−r
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (2.28) into the abstract system
(2.3) − (2.4). Moreover, the function f is bounded linear operator. Now, the existence of the
unique mild solution can be deduced from a direct application of Theorem 2.3.1. From Remark
1.7.1, we have the following result.

Corollary 2.6.2. Let ϕ ∈ C(H;E) be continuous and bounded. Then there exists a unique
mild solution of (2.28) on [−r, b].

Example 3. Consider the partial di�erential equation

cDα
0 u(t, ξ) =

∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π],

(2.29)

where a1 : (−∞, 0]→ R is a continuous functions.

Theorem 2.6.3. Let B = BUC(R−;E) and φ ∈ B. Assume that the condition (Hφ) holds, the
functions ρi : [0,+∞[→ R for i = 1, 2; a1 : (−∞, 0] → R and a2 : [0, π] → R are continuous.
Then there exists a unique mild solution of (2.29).

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (2.29) into the abstract system
(2.5) − (2.6). Moreover, the function f is bounded linear operator. Now, the existence of the
unique mild solution can be deduced from a direct application of Theorem 2.4.1. From Remark
1.7.2, we have the following result.

Corollary 2.6.3. Let φ ∈ B be continuous and bounded. Then there exists a unique mild
solution of (2.29) on (−∞, b].
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Example 4. Consider the partial di�erential equation

cDα
0

[
u(t, ξ)−

∫ 0

−∞
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, 0 ≤ t ≤ b,

v(θ, ξ) = v0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π],

(2.30)

where a3 : (−∞, 0]→ R is a continuous function.

Theorem 2.6.4. Let φ ∈ B. Assume that the condition (Hφ) holds, the functions ρi : [0, b]→ R
for i = 1, 2; a1, a3 : (−∞, 0]→ R and a2 : [0, π]→ R are continuous. Then there exists a unique
mild solution of (2.30).

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−∞
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (2.30) into the abstract system
(2.7) − (2.8). Moreover, the function f is bounded linear operator. Now, the existence of the
unique mild solution can be deduced from a direct application of Theorem 2.5.1. From Remark
1.7.2, we have the following result.

Corollary 2.6.4. Let φ ∈ B be continuous and bounded. Then there exists a unique mild
solution of (2.30) on (−∞, b].



Chapter 3

Fractional Integrodi�erential Evolution

Equations with State-Dependent Delay

3.1 Introduction

Our attention in this chapter is to look for su�cient conditions for the existence of the
unique mild solution for some classes of fractional order for partial functional and neutral
functional integrodi�erential evolution equations with �nite and in�nite state-dependent delay.
Our analysis is based upon the nonlinear alternative of Frigon-Granas for contraction maps [52]
combined with semigroup theory and the fractional version of Gronwall's inequality.

The existence of the unique mild solution is demonstrated in section 4.2 for the following
class of fractional integrodi�erential evolution equations with �nite state-dependent delay

cDα
0 y(t) = A(t)y(t) +

∫ t

0

K(t, s)f(s, yρ(s,ys))ds, 0 < α < 1 a.e. t ∈ J = [0, b] (3.1)

y(t) = ϕ(t), t ∈ H = [−r, 0], (3.2)

where 0 < r < +∞, cDα
0 is the standard Caputo's fractional derivative of order α ∈ (0, 1),

K : J × J → E, f : J × C(H;E) → E, ρ : J × C(H;E) → R and ϕ ∈ C(H;E) are given
functions and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from
E into E that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 4.3, we consider the following fractional
neutral integrodi�erential evolution equations with �nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) +

∫ t

0

K(t, s)f(s, yρ(s,ys))ds, 0 < α < 1 a.e. t ∈ J (3.3)

y(t) = ϕ(t), t ∈ H, (3.4)

where A(·), f and ϕ are as in problem (3.1)−(3.2) and g : J×C(H;E)→ E is a given function.

In section 4.4 we study the following class of fractional integrodi�erential evolution equations
with in�nite state-dependent delay

cDα
0 y(t) = A(t)y(t) +

∫ t

0

K(t, s)f(s, yρ(s,ys))ds, 0 < α < 1 a.e. t ∈ J (3.5)

47



48 Chapter 3. UNIQUENESS OF MILD SOLUTIONS

y0 = φ ∈ B, (3.6)

where K : J × J → E, B is an abstract phase space to be speci�ed later, cDα
0 is the standard

Caputo's fractional derivative of order α ∈ (0, 1), f : J ×B → E, ρ : J ×B → IR and φ ∈ B are
given functions and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators
from E into E that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 4.5, we consider the following fractional
neutral integrodi�erential evolution equations with in�nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) +

∫ t

0

K(t, s)f(s, yρ(s,ys))ds, 0 < α < 1 a.e. t ∈ J (3.7)

y0 = φ ∈ B, (3.8)

where A(·), f,K and φ are as in problem (3.5)− (3.6) and g : J × B → E is a given function.
Finally, section 4.6 is devoted to examples illustrating the abstract theory considered in previous
sections.

3.2 Partial Problem with Finite Delay

Before stating and proving the main result, we give �rst the de�nition of mild solution of the
semilinear evolution problem (3.1)− (3.2).

Lemma 3.2.1. The system (3.1)− (3.2) is equivalent to the nonlinear integral equation

y(t) = ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1
∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτds.

(3.9)
In other words, every solution of the integral equation (3.9) is also solution of the system
(3.1)− (3.2) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(3.1)− (3.2), and using some classical results from fractional calculus to get (3.9).

De�nition 3.2.1. We say that the function y(·) : [−r, b]→ E is a mild solution of (3.1)− (3.2)
if y(t) = ϕ(t) for all t ∈ [−r, 0] and y satis�es the following integral equation

y(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτ ds for each t ∈ J.

(3.10)

Set
R(ρ−) = {ρ(s, ϕ) : (s, ϕ) ∈ J × C(H;E), ρ(s, ϕ) ≤ 0}.

We always assume that ρ : J ×C(H;E)→ R is continuous. Additionally, we introduce the
following hypothesis:

(Hϕ) The function t→ ϕt is continuous from R(ρ−) into C(H;E) and there exists a continuous
and bounded function Lϕ : R(ρ−)→ (0,∞) such that

‖ϕt‖ ≤ Lϕ(t)‖ϕ‖ for every t ∈ R(ρ−).
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We will need to introduce the following hypothesis which are assumed thereafter :

(H1) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆.

(H2) There exist two functions p, q ∈ L1
loc(J ;R+) such that

|f(t, u)| ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ C(H;E).

(H3) For all R > 0, there exists lR ∈ L1
loc(J ;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖

for all u, v ∈ C(H;E) with ‖u‖ ≤ R and ‖v‖ ≤ R.

(H4) For each t ∈ J K(t, s) is measurable on [0, t] and

K(t) = ess sup{|K(t, s)|; 0 ≤ s ≤ t}

is bonded on [0, b]; let Sb := supK(t)

Theorem 3.2.1. Assume that the hypotheses (Hϕ) and (H1)− (H4) hold and moreover

M̂l∗bb
α+1Sb

Γ(α + 1)
< 1 (3.11)

where p∗ = sup p(s), q∗ = sup q(s) and l∗b = sup lb(s). Then the problem (3.1) − (3.2) has a
unique mild solution on [−r, b].

Proof. Transform the problem (3.1) − (3.2) into a �xed-point problem. Consider the
operator N : C([−r, b];E)→ C([−r, b];E) de�ned by :

N(y)(t) =


ϕ(t), if t ∈ H;

U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτ ds, if t ∈ J.

(3.12)
Clearly, �xed points of the operator N are mild solutions of the problem (3.1)− (3.2).

Let y be a possible solution of the problem (3.1)−(3.2). Given t ≤ b, then from (H1)−(H2),
(H4), (Hϕ) and Lemma 5.2.1, we have for each t ∈ [0, b]

|y(t)| ≤ ‖U(t, 0)‖B(E)|ϕ(0)|+ 1

Γ(α)

∫ t

0

(t− s)α−1 ‖U(t, s)‖B(E)

∫ s

0

|K(s, τ)f(τ, yρ(τ,yτ ))dτ | ds

≤ M̂‖ϕ‖+
M̂

Γ(α)

∫ t

0

∫ s

0

(t− s)α−1|K(s, τ)|
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

It follows that

|y(t)|+ Lϕ‖ϕ‖ ≤ M̂‖ϕ‖+ Lϕ‖ϕ‖+
M̂p∗bα+1Sb
Γ(α + 1)

+
M̂q∗bSb

Γ(α)

∫ t

0

(t− s)α−1 [|y(s) + Lϕ‖ϕ‖] ds
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Set

δb := (M̂ + Lϕ)‖ϕ‖+
M̂p∗bα+1Sb
Γ(α + 1)

.

We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [−r, t] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
M̂q∗bSb

Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

M̂q∗bα+1Sb
Γ(α + 1)

]
= Λb

Since ‖y‖ ≤ µ(t), we have ‖y‖ ≤ max{‖ϕ‖,Λb} := Θb. Since for every t ∈ [0, b], we have
‖y‖ ≤ max{‖ϕ‖,Λb} := Θb.

Set
Y = { y ∈ C([−r, b];E) : sup{|y(t)| : 0 ≤ t ≤ b} ≤ Θb + 1}.

Clearly, Y is a closed subset of C([−r, b];E).

We shall show that N : Y → C([−r, b];E) is a contraction operator.
Indeed, consider y, y ∈ Y , thus using (H1) and (H3) for each t ∈ [0, b]

|N(y)(t)−N(y)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖ ×

×
∫ s

0

|K(s, τ)|
∣∣f(τ, yρ(τ,yτ ))− f(τ, yρ(τ,yτ ))

∣∣ dτds
≤ M̂bSb

Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds.

Using (Hϕ) and Lemma 5.2.1, we obtain

|N(y)(t)−N(y)(t)| ≤ M̂l∗bbSb
Γ(α)

∫ t

0

(t− s)α−1 |y(s)− y(s)| ds

≤ M̂l∗bb
α+1Sb

Γ(α + 1)
‖y − y‖

Therefore,

‖N(y)−N(y)‖ ≤ M̂l∗nb
α+1Sb

Γ(α + 1)
‖y − y‖.
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So, the operator N is a contraction. From the choice of Y there is no y ∈ ∂Y n such that
y = λ N(y), λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does not hold. The
nonlinear alternative of Frigon and Granas shows that (C1) holds. Thus, we deduce that
the operator N has a unique �xed-point y? which is the unique mild solution of the problem
(3.1)− (3.2).

3.3 Neutral Problem with Finite Delay

We give here an extension to previous results for the neutral case (3.3) − (3.4). Firstly, we
de�ne its mild solution.

Lemma 3.3.1. The system (3.3)− (3.4) is equivalent to the nonlinear integral equation

y(t) = [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (3.13)

+
1

Γ(α)

∫ t

0

(t− s)α−1
∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτds.

In other words, every solution of the integral equation (3.22) is also solution of the system
(3.3)− (3.4) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(3.3)− (3.4), and using some classical results from fractional calculus to get (3.22).

De�nition 3.3.1. We say that the function y(·) : [−r, b]→ E is a mild solution of (3.3)− (3.4)
if y(t) = ϕ(t) for all t ∈ H and y satis�es the following integral equation

y(t) = U(t, 0)[ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)

∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτds.
(3.14)

We consider the hypotheses (Hϕ), (H1) − (H4) and we need to introduce the following
assumptions :

(H5) There exists a constant L? > 0 such that

|A(s)g(s, ϕ)− A(s)g(s, ϕ)| ≤ L? (|s− s|+ ‖ϕ− ϕ‖)

for all ϕ, ϕ ∈ C(H;E).

(H6) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H7) There exists a constant 0 < L <
1

M0Kb

such that

|A(t) g(t, ϕ)| ≤ L (‖ϕ‖+ 1) for all t ∈ J and ϕ ∈ C(H;E).
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Theorem 3.3.1. Suppose that the hypotheses (H1)− (H7) are satis�ed and moreover[
M0L? +

M̂L∗bb
α+1Sb

Γ(α + 1)

]
< 1 (3.15)

where p∗ = sup p(s), q∗ = sup q(s)and l∗b = sup lb(s). Then the problem (3.3) − (3.4) has a
unique mild solution on [−r, b].

Proof. Transform as below the neutral problem (3.3) − (3.4) into a �xed point problem by
considering the operator Ñ : C([−r, b];E)→ C([−r, b];E) de�ned by :

Ñ(y)(t) =


ϕ(t), if t ∈ H;

U(t, 0) [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)

∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτds, if t ∈ J.
(3.16)

Clearly, the �xed points of the operator Ñ are mild solutions of the problem (3.3)− (3.4).

Let y be a possible solution of the problem (3.3) − (3.4). Given t ≤ b. Then, using
(H1)− (H5), (Hϕ) and Lemma 5.2.1, we have for each t ∈ [0, b]

|y(t)| ≤ |g(t, yρ(t,yt))|+ |U(t, 0)[ϕ(0)− g(0, ϕ)]|

+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτds

∣∣∣∣
≤ ‖A−1(t)‖ |A(t)g(t, yρ(t,yt))|+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, ϕ)|

+
M̂bSb
Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

≤ M̂‖ϕ‖+M0L
(
‖yρ(t,yt)‖+ 1

)
+ M̂M0L (‖ϕ‖+ 1)

+
M̂bSb
Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

Since ‖yρ(t,yt)‖ ≤ |y(t)|+ Lϕ‖ϕ‖ we obtain

|y(t)| ≤ M0L (|y(t)|+ Lϕ‖ϕ‖) + M̂‖ϕ‖(1 +M0L) + M̂M0L+
M̂p∗bα+1Sb
Γ(α + 1)

+
M̂q∗bSb

Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds

Then

(1−M0L)|y(t)| ≤
[
M0LLϕ + M̂(1 +M0L)

]
‖ϕ‖+ M̂M0L+

M̂p∗bα+1Sb
Γ(α + 1)

+
M̂q∗bSb

Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds
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Set

δb :=

[
1−M0LLϕ + M̂(1−M0L)

]
(1−M0L)

‖ϕ‖+
M̂M0L

(1−M0L)
+

M̂p∗bα+1Sb

(1−M0L)Γ(α + 1)
.

Thus

|y(t)|+ Lϕ‖ϕ‖ ≤ βb +
M̂q∗bSb

(1−M0L)Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds.

with βb = Lϕ‖ϕ‖+ δb.
We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [−r, t] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ βb +
M̂q∗bSb

(1−M0L)Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ βb ×

[
1 +

M̂q∗bα+1Sb

(1−M0L)Γ(α + 1)

]
= Λb

Since ‖y‖ ≤ µ(t), we have ‖y‖ ≤ max{‖ϕ‖,Λb} := Θb.

Now, we shall show that Ñ : Y → C([−r, b];E) is a contraction operator.
Indeed, consider y, y ∈ Y , thus for each t ∈ [0, b]

|Ñ(y)(t)− Ñ(y)(t)| ≤ |g(t, yρ(t,yt))− g(t, yρ(t,yt))|+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖ ×

×
∫ s

0

|K(s, τ)|
∣∣f(τ, yρ(τ,yτ ))− f(τ, yρ(τ,yτ ))

∣∣ dτds
≤ ‖A−1(t)‖|A(t)g(t, yρ(t,yt))− A(t)g(t, yρ(t,yt))|

+
M̂nSb
Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds.

Using (Hϕ) and Lemma 5.2.1, we obtain

|Ñ(y)(t)− Ñ(y)(t)| ≤ M0L?|y(t)− y(t)|+ M̂L∗bb
α+1Sb

Γ(α + 1)
‖y − y‖

≤

[
M0L? +

M̂L∗bb
α+1Sb

Γ(α + 1)

]
‖y − y‖
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Therefore,

‖Ñ(y)− Ñ(y)‖ ≤

[
M0L? +

M̂L∗bb
α+1Sb

Γ(α + 1)

]
‖y − y‖.

So, for an appropriate choice of M0L?, L
∗
b and b

α such that[
M0L? +

M̂L∗bb
α+1Sb

Γ(α + 1)

]
< 1,

the operator Ñ is a contraction. From the choice of Y there is no y ∈ ∂Y n such that y = λ Ñ(y)
for some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does not hold. A consequence
of the nonlinear alternative of Frigon and Granas shows that (C1) holds. We deduce that
the operator Ñ has a unique �xed-point y? which is the unique mild solution of the problem
(3.3)− (3.4).

3.4 Partial Problem with In�nite Delay

Before stating and proving the main result, we give �rst the de�nition of mild solution of the
semilinear evolution problem (3.5)− (3.6).

Lemma 3.4.1. The system (3.5)− (3.6) is equivalent to the nonlinear integral equation

y(t) = φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1
∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτds.

(3.17)
In other words, every solution of the integral equation (3.17) is also solution of the system
(3.5)− (3.6) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(3.5)− (3.6), and using some classical results from fractional calculus to get (3.17).

De�nition 3.4.1. We say that the function y(·) : (−∞, b]→ E is a mild solution of (3.5)−(3.6)
if y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0) φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτ ds for each t ∈ J.

(3.18)

Set
R(ρ−) = {ρ(s, φ) : (s, φ) ∈ J × B, ρ(s, φ) ≤ 0}.

We always assume that ρ : J × B → R is continuous. Additionally, we introduce the following
hypothesis:

(Hφ) The function t → φt is continuous from R(ρ−) into B and there exists a continuous and
bounded function Lφ : R(ρ−)→ (0,∞) such that

‖φt‖B ≤ Lφ(t)‖φ‖B for every t ∈ R(ρ−).

We will need to introduce the following hypothesis which are assumed thereafter :
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(H01) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆.

(H02) There exist two functions p, q ∈ L1
loc(J ;R+) such that

|f(t, u)| ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ B.

(H03) For all R > 0, there exists lR ∈ L1
loc(J ;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖

for all u, v ∈ B with ‖u‖ ≤ R and ‖v‖ ≤ R.

(H04) For each t ∈ J K(t, s) is measurable on [0, t] and

K(t) = ess sup{|K(t, s)|; 0 ≤ s ≤ t}

is bonded on [0, b]; let Sb := supK(t)

Consider the following space

Ω =
{
y : (−∞, b]→ E : y|(−∞,0] ∈ B and y|[0,b]is continuous

}
,

Theorem 3.4.1. Assume that the hypothesis (Hϕ) and (H01)− (H03) hold and moreover

KbM̂l∗bb
α+1Sb

Γ(α + 1)
< 1 (3.19)

where p∗ = sup p(s), q∗ = sup q(s) and l∗b = sup lb(s). Then the problem (3.5) − (3.6) has a
unique mild solution on (−∞, b].

Proof. We transform the problem (3.5) − (3.6) into a �xed-point problem. Consider the
operator N : Ω→ Ω de�ned by :

N(y)(t) =


φ(t), if t ≤ 0;

U(t, 0) φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτ ds, if t ∈ J.

(3.20)
Clearly, �xed points of the operator N are mild solutions of the problem (3.5)− (3.6).

For φ ∈ B, we will de�ne the function x(.) : (−∞, b]→ E by

x(t) =

{
φ(t), if t ∈ [0, b];

U(t, 0) φ(0), if t ∈ (−∞, 0].

Then x0 = φ. For each function z ∈ Ω, set

y(t) = z(t) + x(t)
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It is obvious that y satis�es (3.18) if and only if z satis�es z0 = 0 and

z(t) =
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ) f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτds for t ∈ J.

Let
Ω0 = {z ∈ Ω : z0 = 0} .

De�ne the operator F : Ω0 → Ω0 by :

F (z)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ) f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτds for t ∈ J.

(3.21)
Obviously the operator N has a �xed point is equivalent to F has one, so it turns to prove that
F has a �xed point.

Let z ∈ Ω0 be be a possible �xed point of the operator. By the hypotheses (H01) and
(H02), we have for each t ∈ [0, b]

|z(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣∣∣∫ s

0

K(s, τ) f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))

∣∣∣∣ dτds
≤ M̂bSb

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B

]
ds

From (Hφ), Lemma 1.7.2 and Assumption (A1), we have for each t ∈ [0, b]

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ ‖zρ(s,zs+xs)‖B + ‖xρ(s,zs+xs)‖B
≤ Kb|z(s)|+ (Mb + Lφ)‖z0‖B +Kb|x(s)|+ (Mb + Lφ)‖x0‖B
≤ Kb|z(s)|+Kb‖U(s, 0)‖B(E)|φ(0)|+ (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+KbM̂ |φ(0)|+ (Mb + Lφ)‖φ‖B

Using (ii), we get

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kb|z(s)|+KbM̂H‖φ‖B + (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+ (Mb + Lφ +KbM̂H)‖φ‖B

It follows that

|z(t)| ≤ M̂p∗bα+1Sb
Γ(α + 1)

+
M̂q∗bSb

Γ(α)

∫ t

0

(t− s)α−1
(
Kb|z(s)|+ (Mb + Lφ +KbM̂H)‖φ‖B

)
ds

Set cb := (Mb + Lφ +KbM̂H)‖φ‖B. Then, we have

|z(t)| ≤ M̂p∗bα+1Sb
Γ(α + 1)

+
M̂q∗bSb

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds

Then

Kb|z(t)|+ cb ≤
KbM̂p∗bα+1Sb

Γ(α + 1)
+ cb +

KbM̂q∗bSb
Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds.
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Set

δb :=
KbM̂p∗bα+1Sb

Γ(α + 1)
+ cb.

We consider the function µ de�ned by

µ(t) := sup { Kb|z(s)|+ cb : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [0, t] be such that µ(t) = Kb|z(t?)|+ cb. By the previous inequality, we have

µ(t) ≤ δb +
KbM̂q∗bSb

Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ (−∞, 0], then µ(t) = ‖φ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

KbM̂q∗bα+1Sb
Γ(α + 1)

]
= Λb

Since ‖y‖ ≤ µ(t), we have ‖y‖ ≤ max{‖φ‖,Λb} := Θb. Since for every t ∈ [0, b], we have
‖y‖ ≤ max{‖ϕ‖,Λb} := Θb.

Set
Z = { z ∈ Ω0 : sup

0≤t≤b
|z(t)| ≤ Θb + 1}.

Clearly, Z is a closed subset of Ω0.

We shall show that F : Z → Ω0 is a contraction operator.
Indeed, consider z, z ∈ Z, thus using (H01) and (H03)− (H04) for each t ∈ [0, b]

|F (z)(t)− F (z)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖
∫ s

0

|K(s, τ)| ×

×
∣∣f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))− f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))

∣∣ dτds
≤ M̂bSb

Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖zρ(s,zs+xs) − zρ(s,zs+xs)‖B ds.

Using (Hφ) and Lemma 1.7.2, we obtain

|F (z)(t)− F (z)(t)| ≤ M̂bSbl
∗
b

Γ(α)

∫ t

0

(t− s)α−1Kb |z(s)− z(s)| ds

≤ KbM̂l∗bb
α+1Sb

Γ(α + 1)
‖z(t)− z(t)‖.

Therefore,

‖F (z)− F (z)‖ ≤ KbM̂l∗bb
α+1Sb

Γ(α + 1)
‖z − z‖.

So, the operator F is a contraction. From the choice of Z there is no z ∈ ∂Zn such that
z = λ F (z), λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does not hold. The
nonlinear alternative of Frigon and Granas shows that (C1) holds. Thus, we deduce that the
operator F has a unique �xed-point z?. Then y?(t) = z?(t) + x(t), t ∈ (−∞, b] is a �xed point
of the operator N , which is the unique mild solution of the problem (3.5)− (3.6).
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3.5 Neutral Problem with In�nite Delay

We give here an extension to previous results for the neutral case (3.7) − (3.8). Firstly, we
de�ne its mild solution.

Lemma 3.5.1. The system (3.7)− (3.8) is equivalent to the nonlinear integral equation

y(t) = [φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (3.22)

+
1

Γ(α)

∫ t

0

(t− s)α−1
∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτ ds.

In other words, every solution of the integral equation (3.22) is also solution of the system
(3.7)− (3.8) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(3.7)− (3.8), and using some classical results from fractional calculus to get (3.22).

De�nition 3.5.1. We say that the function y(·) : (−∞, b]→ E is a mild solution of (3.7)−(3.8)
if y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0)[φ(0)− g(0, φ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)

∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτ ds.
(3.23)

We consider the hypotheses (Hφ), (H01)− (H04) and we need the following assumptions

(H05) There exists a constant L? > 0 such that

|A(s)g(s, ϕ)− A(s)g(s, ϕ)| ≤ L? (|s− s|+ ‖ϕ− ϕ‖)

for all ϕ, ϕ ∈ C(H;E).

(H06) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H07) There exists a constant 0 < L <
1

M0Kb

such that

|A(t) g(t, ϕ)| ≤ L (‖ϕ‖+ 1) for all t ∈ J and ϕ ∈ C(H;E).

Theorem 3.5.1. Suppose that the hypotheses (H01)− (H07) are satis�ed and moreover[
M0L?Kb +

M̂KbL
∗
bb
α+1Sb

Γ(α + 1)

]
< 1 (3.24)

where p∗ = sup p(s), q∗ = sup q(s)and l∗b = sup lb(s). Then the problem (3.7) − (3.8) has a
unique mild solution on (−∞, b].
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Proof. Consider the operator Ñ : Ω→ Ω de�ned by :

Ñ(y)(t) =


φ(t), if t ≤ 0;

U(t, 0) [φ(0)− g(0, φ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ)f(τ, yρ(τ,yτ ))dτds, if t ∈ J.
(3.25)

Then, �xed points of the operator Ñ are mild solutions of the problem (3.7)− (3.8).

For φ ∈ B, we consider the function x(.) : (−∞, b]→ E de�ned as below by

x(t) =

{
φ(t), if t ≤ 0;

U(t, 0) φ(0), if t ∈ J.

Then x0 = φ. For each function z ∈ Ω, set

y(t) = z(t) + x(t)

It is obvious that y satis�es (3.23) if and only if z satis�es z0 = 0 and

z(t) = g(t, zρ(t,yt) + xρ(t,yt))− U(t, 0)g(0, φ)

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)

∫ s

0

K(s, τ) f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτds.

Let
Ω0 = {z ∈ Ω : z0 = 0} .

De�ne the operator F̃ : Ω0 → Ω0 by :

F̃ (z)(t) = g(t, zρ(t,yt) + xρ(t,yt))− U(t, 0)g(0, φ)

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)

∫ s

0

K(s, τ) f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτds.
(3.26)

Obviously the operator Ñ has a �xed point is equivalent to F̃ has one, so it turns to prove that
F̃ has a �xed point.

Let z ∈ Ω0 be be a possible �xed point of the operator. Then, using (H01) − (H04), we
have for each t ∈ [0, b]

|z(t)| ≤ |g(t, zρ(t,yt) + xρ(t,yt))|+ |U(t, 0)g(0, φ)|

+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ)f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτds

∣∣∣∣
≤ ‖A−1(t)‖ |A(t)g(t, zρ(t,zt+xt) + xρ(t,zt+xt))|+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, φ)|

+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)

∫ s

0

K(s, τ)f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))dτds

∣∣∣∣
≤ M0L

(
‖zρ(t,zt+xt) + xρ(t,zt+xt)‖B + 1

)
+ M̂M0L (‖φ‖B + 1)

+
M̂bSb
Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,ys) + xρ(s,ys)‖

]
ds
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Since ‖zρ(t,yt) + xρ(t,yt)‖B ≤ Kb|z(t)|+ cb we obtain

|z(t)| ≤ M0L(Kn|z(t)|+ cb + 1) + M̂M0L(‖φ‖B + 1) +
M̂p∗bα+1Sb
Γ(α + 1)

+
M̂q∗bSb

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds

Then

(1−M0LKb)|z(t)| ≤ M0L(cb + 1) + M̂M0L(‖φ‖B + 1) +
M̂p∗bα+1Sb
Γ(α + 1)

+
M̂q∗bSb

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds

Set

δb := cb +
KbM0L(cb + 1) +KbM̂M0L(‖φ‖B + 1)

(1−M0LKb)Γ(α + 1)
+

KbM̂p∗bα+1Sb

(1−M0LKb)Γ(α + 1)
.

Thus

Kb|z(t)|+ cb ≤ δb +
KbM̂q∗bSb

(1−M0LKb)Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds.

We consider the function µ de�ned by

µ(t) := sup { Kb|z(s)|+ cb : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ (−∞, t] be such that µ(t) = Kb|z(t?)|+ cb. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
KbM̂q∗bSb

(1−M0LKb)Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ (−∞, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

KbM̂q∗bα+1Sb

(1−M0LKb)Γ(α + 1)

]
:= Λb

Since ‖z‖ ≤ µ(t), we have ‖z‖ ≤ max{‖φ‖,Λb} := Θb.

Now, we shall show that F̃ : Z → Ω0 is a contraction operator.
Indeed, consider z, z ∈ Z, thus for each t ∈ [0, b]
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|F̃ (y)(t)− F̃ (y)(t)| ≤ |g(t, zρ(t,yt) + xρ(t,yt))− g(t, zρ(t,yt) + xρ(t,yt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖
∫ s

0

|K(s, τ)|
∣∣f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))

−f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))
∣∣ dτds

≤ ‖A−1(t)‖|A(t)g(t, zρ(t,yt) + xρ(t,yt))− A(t)g(t, zρ(t,yt) + xρ(t,yt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖
∫ s

0

|K(s, τ)|
∣∣f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))

−f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))
∣∣ dτds

≤ M0L?‖zρ(t,yt) − zρ(t,yt)‖B

+
M̂bSb
Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖zρ(s,ys) − zρ(s,ys)‖B ds.

Since ‖zρ(t,yt)‖B ≤ Kb|z(t)|+ cb we obtain

|F̃ (y)(t)− F̃ (y)(t)| ≤ M0L?kb‖z(t)− z(t)‖+
M̂KbL

∗
bb
α+1Sb

Γ(α + 1)
‖z(t)− z(t)‖

≤

[
M0L?Kb +

M̂kbL
∗
bb
α+1Sb

Γ(α + 1)

]
‖z(t)− z(t)‖

Therefore,

‖F̃ (y)− F̃ (y)‖ ≤

[
M0L?Kb +

M̂KbL
∗
bb
α+1Sb

Γ(α + 1)

]
‖z − z‖.

So, for an appropriate choice of M0L?, L
∗
b and b

α such that

[
M0L?Kb +

M̂KbL
∗
bb
α+1Sb

Γ(α + 1)

]
< 1,

the operator F̃ is a contraction. From the choice of Z there is no z ∈ ∂Zn such that z = λ F̃ (z)
for some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does not hold. A consequence
of the nonlinear alternative of Frigon and Granas shows that (C1) holds. We deduce that the
operator F̃ has an unique �xed-point z?. Then y?(t) = z?(t) +x(t), t ∈ (−∞, b] is a �xed point
of the operator Ñ , which is the unique mild solution of the problem (3.7)− (3.8).
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3.6 Examples

We give in this section four examples to illustrate the previous results.
Example 1. Consider the partial di�erential equation

cDα
t u(t, ξ) =

∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ t

−r
η(t, τ)

∫ 0

−r
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
dτds,

0 ≤ t ≤ b, ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π],

(3.27)

where a1(t, ξ) is a continuous function and is uniformly Hölder continuous in t
0 < α ≤ 1 ; a1 : [−r, 0] → R ; a2 : [0, π] → R ; ρi : [0, b] → R for i = 1, 2 are continuous
functions.

To study this system, we consider the space E = L2([0, π],R) and the operator A : D(A) ⊂
E → E given by Aw = w′′ with

D(A) := { w ∈ E : w′′ ∈ E, w(0) = w(π) = 0 }

It is well known that A is the in�nitesimal generator of an analytic semigroup {T (t)}t∈[0,b] on E,
with compact resolvent. On the domain D(A), we de�ne the operators A(t) : D(A) ⊂ E → E
by A(t)x(ξ) = Ax(ξ) + a0(t, ξ)x(ξ).

By assuming that a0(., .) is continuous and that a0(t, ξ) ≤ −δ0 (δ0 > 0) for every t ∈
[0, b], ξ ∈ [0, π], and speci�c case α = 1 it follows that the system

u′(t) = A(t)u(t) t ≥ s; u(s) = x ∈ E,

has an associated evolution family given by

U(t, s)x(ξ) =

[
T (t− s)exp

(∫ t

s

a0(τ, ξ)dτ

)
x

]
(ξ).

From this expression, it follows that U(t, s) is a compact linear operator and that

‖U(t, s)‖ ≤ e−(1+δ0)(t−s) for every (t, s) ∈ [0, b]× [0, b] ; s ≤ t.

Theorem 3.6.1. Let ϕ ∈ C(H;E). Assume that the condition (Hϕ) holds, the functions
ρi : [0, b] → R for i = 1, 2; a1 : [−r, 0] → R and a2 : [0, π] → R are continuous. Then there
exists a unique mild solution of (3.27).

Proof. From the assumptions, we have that

K(t, s) = η(t, s)

f(t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,
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ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (3.27) into the abstract system
(3.1) − (3.2). Moreover, the function f is bounded linear operator. Now, the existence of the
unique mild solution can be deduced from a direct application of Theorem 3.2.1. From Remark
1.7.1, we have the following result.

Corollary 3.6.1. Let ϕ ∈ C(H;E) be continuous and bounded. Then there exists a unique
mild solution of (3.27) on [−r, b].

Example 2. Consider the partial di�erential equation

cDα
t

[
u(t, ξ)−

∫ 0

−r
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ t

−r
η(t, τ)

∫ 0

−r
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
dτds,

0 ≤ t ≤ b, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, 0 ≤ t ≤ b,

v(θ, ξ) = v0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π],

(3.28)

where a3 : [−r, 0]→ R is a continuous function.

Theorem 3.6.2. Let ϕ ∈ C(H;E). Assume that the condition (Hϕ) holds, the functions
ρi : [0, b] → R for i = 1, 2; ai : [−r, 0] → R for i = 1, 3 and a2 : [0, π] → R are continuous.
Then there exists a unique mild solution of (3.28).

Proof. From the assumptions, we have that

K(t, s) = η(t, s)

f(t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−r
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (3.28) into the abstract system
(3.3) − (3.4). Moreover, the function f is bounded linear operator. Now, the existence of the
unique mild solution can be deduced from a direct application of Theorem 3.3.1. From Remark
1.7.1, we have the following result.

Corollary 3.6.2. Let ϕ ∈ C(H;E) be continuous and bounded. Then there exists a unique
mild solution of (3.28) on [−r, b].



64 Chapter 3. UNIQUENESS OF MILD SOLUTIONS

Example 3. Consider the partial di�erential equation

cDα
t u(t, ξ) =

∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ t

−∞
η(t, τ)

∫ 0

−∞
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
dτds,

0 ≤ t ≤ b, ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π],

(3.29)

where a1 : (−∞, 0]→ R is continuous function.

Theorem 3.6.3. Let B = BUC(R−;E) and φ ∈ B. Assume that the condition (Hφ) holds, the
functions ρi : R+ −→ R for i = 1, 2; a1 : R− → R and a2 : [0, π] → R are continuous. Then
there exists a unique mild solution of (3.29) on ]−∞, b].

Proof. From the assumptions, we have that

K(t, s) = η(t, s)

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (3.29) into the abstract system
(3.5) − (3.6). Moreover, the function f is bounded linear operator. Now, the existence of the
unique mild solution can be deduced from a direct application of Theorem 3.4.1. From Remark
1.7.2, we have the following result.

Corollary 3.6.3. Let φ ∈ B be continuous and bounded. Then there exists a mild solution of
(3.29) on ]−∞, b].

Example 4. Consider the partial di�erential equation

cDα
0

[
u(t, ξ)−

∫ 0

−∞
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ t

−∞
η(t, τ)

∫ 0

−∞
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
dτds,

0 ≤ t ≤ b, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, 0 ≤ t ≤ b,

v(θ, ξ) = v0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π],

(3.30)

where a3 : (−∞, 0]→ R is a continuous function.
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Theorem 3.6.4. Let φ ∈ B. Assume that the condition (Hφ) holds, the functions ρi : [0, b]→ R
for i = 1, 2; ai : (−∞, 0]→ R for i = 1, 3 and a2 : [0, π]→ R are continuous. Then there exists
a unique mild solution of (3.30).

Proof. From the assumptions, we have that

K(t, s) = η(t, s)

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−∞
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (3.30) into the abstract system
(3.7) − (3.8). Moreover, the function f is bounded linear operator. Now, the existence of the
unique mild solution can be deduced from a direct application of Theorem 3.5.1. From Remark
1.7.2, we have the following result.

Corollary 3.6.4. Let φ ∈ B be continuous and bounded. Then there exists a unique mild
solution of (3.30) on (−∞, b].
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Chapter 4

Perturbed Evolution Equations with

State-Dependent Delay

4.1 Introduction

In this chapter, we will demonstrate the existence of mild solutions for some classes of �rst
order of partial functional and neutral functional di�erential perturbed evolution equations
with in�nite state-dependent delay on Fréchet spaces1, then we will show the existence of
mild solutions for some classes of Caputo's fractional derivative order for partial functional and
neutral functional perturbed evolution equations with �nite and in�nite state-dependent delay2

by using the nonlinear alternative of Avramescu for the sum of contraction and completely
continuous operators on Banach spaces.

The existence of mild solutions on the real positif interval is demonstrated in section 3.2 for
the following class of perturbed evolution equations with in�nite state-dependent delay

y′(t) = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ≥ 0, (4.1)

y0 = φ ∈ B (4.2)

where B is an abstract phase space to be speci�ed later, f, h : R+ × B → E, ρ : R+ × B → IR

and φ ∈ B are given functions and {A(t)}0≤t<+∞ is a family of linear closed (not neces-
sarily bounded) operators from E into E that generates an evolution system of operators
{U(t, s)}(t,s)∈R+×R+ for s ≤ t.

An extension of this problem is given in section 3.3, we consider the following class of neutral
perturbed evolution equations with in�nite state-dependent delay

d

dt
[y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ≥ 0, (4.3)

y0 = φ ∈ B (4.4)

where A(·), f , h and φ are as in problem (4.1)− (4.2) and g : R+×B → E is a given function.

1[10] D. Aoued and S. Baghli-Bendimerad, Mild solutions for perturbed evolution equations with in�nite
state-dependent delay, Electronic Journal of Qualitative Theory of Di�erential Equations 2013, No. 59, 1�24.

2[13] D. Aoued, S. Baghli-Bendimerad and M. Benchohra, Fractional perturbed partial functional and
neutral functional evolution equations with in�nite state-dependent delay, submitted.
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In section 3.4, we give the existence of the unique mild solution of the following class of
fractional perturbed evolution equations with �nite state-dependent delay

cDα
0 y(t) = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ J = [0, b], (4.5)

y(t) = ϕ(t), t ∈ H = [−r, 0], (4.6)

where 0 < r < +∞, cDα
0 is the standard Caputo's fractional derivative of order α ∈ (0, 1),

f, h : J × C(H;E) → E, ρ : J × C(H;E) → R and ϕ ∈ C(H;E) are given functions and
{A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from E into E that
generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 3.5, we consider the following class of
fractional neutral perturbed evolution equations with �nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ J, (4.7)

y(t) = ϕ(t), t ∈ H, (4.8)

where A(·), f and φ are as in problem (4.5)−(4.6) and g : J×C(H;E)→ E is a given function.

In section 3.6, we investigate the existence of mild solutions of the following class of fractional
perturbed evolution equations with in�nite state-dependent delay

cDα
0 y(t) = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ J, (4.9)

y0 = φ ∈ B (4.10)

where B is an abstract phase space to be speci�ed later, cDα
0 is the standard Caputo's fractional

derivative of order α ∈ (0, 1), f, h : J × B → E, ρ : J × B → IR and φ ∈ B are given functions
and {A(t)}t∈J is a family of linear closed (not necessarily bounded) operators from E into E
that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 3.7, we consider the following class of
fractional neutral perturbed evolution equations with in�nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + f(t, yρ(t,yt)) + h(t, yρ(t,yt)), a.e. t ∈ J, (4.11)

y0 = φ ∈ B (4.12)

where A(·), f and φ are as in problem (4.9) − (4.10) and g : J × B → E is a given function.
Finally, in section 3.8 we give examples to illustrate the abstract theory presented in previous
sections.

4.2 Partial Problem with In�nite Delay

Before stating and proving the main result, we give �rst the de�nition of a mild solution of
the perturbed semilinear evolution problem (4.1)− (4.2).

De�nition 4.2.1. We say that the function y : R → E is a mild solution of (4.1) − (4.2) if
y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0) φ(0) +

∫ t

0

U(t, s) [f(s, yρ(s,ys)) + h(s, yρ(s,ys))] ds a.e. t ≥ 0. (4.13)
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Set
R(ρ−) = {ρ(s, φ) : (s, φ) ∈ R+ × B, ρ(s, φ) ≤ 0}.

We always assume that ρ : R+×B → R is continuous. Additionally, we introduce the following
hypothesis

(Hφ) The function t → φt is continuous from R(ρ−) into B and there exists a continuous and
bounded function Lφ : R(ρ−)→ (0,∞) such that

‖φt‖B ≤ Lφ(t)‖φ‖B for every t ∈ R(ρ−).

We will need to introduce the following hypothesis which are assumed thereafter

(H0) U(t, s) is compact for t− s > 0.

(H1) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every 0 ≤ s ≤ t < +∞.

(H2) There exists a function p ∈ L1
loc(J ;R+) and a continuous nondecreasing function ψ :

R+ → (0,∞) and such that

|f(t, u)| ≤ p(t) ψ(‖u‖B) for a.e. t ≥ 0 and each u ∈ B.

(H3) For all R > 0, there exists lR ∈ L1
loc(R+;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖B

for all u, v ∈ B with ‖u‖B ≤ R and ‖v‖B ≤ R.

(H4) There exists a function η ∈ L1(J,R+) such that

|h(t, u)− h(t, v)| ≤ η(t) ‖u− v‖B a.e. t ∈ J et ∀u, v ∈ B.

Consider the following space

B+∞ =
{
y : R→ E : y|[0,T ] continuous for T > 0 and y0 ∈ B

}
,

where y|[0,T ] is the restriction of y to the real compact interval [0, T ].

Let us �x τ > 1. For every n ∈ N, we de�ne in B+∞ the semi-norms by

‖y‖n := sup { e−τ L∗n(t) |y(t)| : t ∈ [0, n] }

where L∗n(t) =

∫ t

0

ln(s) ds , ln(t) = KnM̂ln(t) and ln is the function from (H3).

Then B+∞ is a Fréchet space with the family of semi-norms ‖ · ‖n∈N.

Proposition 4.2.1. By (Hφ), and Lemma 1.7.2 and the assumption (A1), we have for each
t ∈ [0, n] and n ∈ N

‖yρ(t,yt)‖ ≤ Kn|y(t)|+ (Mn + Lϕ) ‖y0‖B
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Theorem 4.2.1. Assume that the hypotheses (Hφ), (H0)− (H2) and (H4) hold and moreover
for all n ∈ N, we have ∫ +∞

σn

ds

s+ ψ(s)
> KnM̂

∫ n

0

max(p(s); η(s)) ds. (4.14)

with σn = (Mn + Lφ + KnM̂H)‖φ‖B + KnM̂

∫ n

0

|h(s, 0)| ds. Then the problem (4.1) − (4.2)

has a mild solution on (−∞,+∞).

Proof. We transform the problem (4.1) − (4.2) into a �xed-point problem. Consider the
operator N : B+∞ → B+∞ de�ned by

N(y)(t) =



φ(t), if t ∈ R−;

U(t, 0) φ(0) +

∫ t

0

U(t, s) f(s, yρ(s,ys)) ds,

+

∫ t

0

U(t, s) h(s, yρ(s,ys)) ds, if t ≥ 0.

Clearly, �xed points of the operator N are mild solutions of the problem (4.1)− (4.2).

For φ ∈ B, we will de�ne the function x(.) : R→ E by

x(t) =

{
φ(t), if t ≤ 0;

U(t, 0) φ(0), if t ≥ 0.

Then x0 = φ. For each function z ∈ B+∞, set

y(t) = z(t) + x(t)

It is obvious that y satis�es (4.13) if and only if z satis�es z0 = 0 and

z(t) =

∫ t

0

U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

+

∫ t

0

U(t, s) h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.

Let
B0

+∞ = {z ∈ B+∞ : z0 = 0} .

De�ne the operators F,G : B0
+∞ → B0

+∞ by

F (z)(t) =

∫ t

0

U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

and

G(z)(t) =

∫ t

0

U(t, s) h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.
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Obviously the operator N has a �xed point is equivalent to F +G has one, so it turns to prove
that F +G has a �xed point.

First, show that F is continuous and compact.
Step 1 : F continuous. Let (zn)n∈N a sequence in B0

+∞ such that zn → z in B0
+∞. By the

hypothesis (H1), we have

|F (zn)(t)− F (z)(t)| ≤

≤
∫ t

0

‖U(t, s)‖B(E)|f(s, znρ(s,zns+xs) + xρ(s,zns+xs))− f(s, zρ(s,zs+xs) + xρ(s,zs+xs))|ds

≤ M̂

∫ t

0

∣∣f(s, znρ(s,zns+xs) + xρ(s,zns+xs))− f(s, zρ(s,zs+xs) + xρ(s,zs+xs))
∣∣ ds.

Since f is continuous, by dominated convergence theorem of Lebesgue, we get

|F (zn)(t)− F (z)(t)| −→ 0 when n −→ +∞

So F is continuous.

Step 2 : Show that F transforms any bounded of B0
+∞ in a bounded set. For each d > 0,

there exists a positive constant ξ such that for all z ∈ Bd = {z ∈ B0
+∞ : ‖z‖n ≤ d} we get

‖F (z)‖n ≤ ξ. Soit z ∈ Bd, from assumption (H1) and (H2), we have for each t ∈ [0, n]

|F (z)(t)| ≤
∫ t

0

‖U(t, s)‖B(E) |f(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds

≤ M̂

∫ t

0

p(s) ψ(‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B) ds.

From (Hφ), Lemma 1.7.2 and Assumption (A1), we have for each t ∈ [0, n]

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ ‖zρ(s,zs+xs)‖B + ‖xρ(s,zs+xs)‖B
≤ Kn|z(s)|+ (Mn + Lφ)‖z0‖B +Kn|x(s)|+ (Mn + Lφ)‖x0‖B
≤ Kn|z(s)|+Kn‖U(s, 0)‖B(E)|φ(0)|+ (Mn + Lφ)‖φ‖B
≤ Kn|z(s)|+KnM̂ |φ(0)|+ (Mn + Lφ)‖φ‖B

Using (ii), we get

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kn|z(s)|+KnM̂H‖φ‖B + (Mn + Lφ)‖φ‖B
≤ Kn|z(s)|+ (Mn + Lφ +KnM̂H)‖φ‖B

Set cn := (Mn + Lφ +KnM̂H)‖φ‖B and δn := Knd+ cn. Then

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kn|z(s)|+ cn ≤ δn. (4.15)

Using the nondecreasing character of ψ, we get for each t ∈ [0, n]

|F (z)(t)| ≤ M̂ψ(δn)‖p‖L1 := %.

So there is a positive constant % such that ‖F (z)‖n ≤ %. Then F (Bd) ⊂ B%.
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Step 3 : F maps bounded sets into equi-continuous sets of B0
+∞. We consider Bd as in

Step 2 and we show that F (Bd) is equi-continuous. Let τ1, τ2 ∈ J with τ1 < τ2 and z ∈ Bd.

|F (z)(τ2)− F (z)(τ1)| ≤
∫ τ1

0

‖U(τ2, s)− U(τ1, s)‖B(E) |f(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds

+

∫ τ2

τ1

‖U(τ2, s)‖B(E) |f(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds.

Then by (5.41) and the nondecreasing character of ψ we get

|F (z)(τ2)− F (z)(τ1)| ≤ ψ(δn)

∫ τ1

0

‖U(τ2, s)− U(τ1, s)‖B(E) p(s) ds

+ M̂ψ(δn)

∫ τ2

τ1

p(s) ds.

Noting that |F (z)(τ2)−F (z)(τ1)| −→ 0 tends to zero as τ2− τ1 −→ 0 independently of z ∈ Bd.
The right-hand of the above inequality tends to zero as τ2− τ1 −→ 0, since U(t, s) is a strongly
continuous operator and the compactness of U(t, s) for t > s, implies the continuity in the
uniform operator topology (voir [7, 90]). As a consequence of Steps 1 to 3 together with the
Arzelá-Ascoli theorem it su�ces to show that the operator F maps Bd into a precompact set
in E.

Let t ∈ J be �xed and let ε be a real number satisfying 0 < ε < t. For z ∈ Bd we de�ne

Fε(z)(t) = U(t, t− ε)
∫ t−ε

0

U(t− ε, s)Cuz+x(s) ds.

Since U(t, s) is a compact operator, the set Zε(t) = {Fε(z)(t) : z ∈ Bd} is pre-compact in E
for every ε, 0 < ε < t. Moreover, using the de�nition of w, we get

|F(z)(t)− Fε(z)(t)| ≤
∫ t

t−ε
‖U(t, s)‖B(E) |f(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds

Therefore the set Z(t) = {F (z)(t) : z ∈ Bd} is totally bounded.
Hence the set {F (z)(t) : z ∈ Bd}. So, we deduce from Steps 1, 2 and 3 that F is a compact

operator.

Step 4 : G is a contraction. Let z, z ∈ B0
+∞. By the hypotheses (H1) and (H4), we get

for each t ∈ [0, n] and n ∈ N

|G(z)(t)−G(z)(t)| ≤

≤
∫ t

0

‖U(t, s)‖B(E) | h(s, zρ(s,zs+xs) + xρ(s,zs+xs))− h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) | ds

≤ M̂

∫ t

0

η(s) ‖zρ(s,zs+xs) + xρ(s,zs+xs) − zρ(s,zs+xs) − xρ(s,zs+xs)‖B ds

≤ M̂

∫ t

0

η(s) ‖zρ(s,zs+xs) − zρ(s,zs+xs)‖B ds.
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Use the inequality (4.15), to get

|G(z)(t)−G(z)(t)| ≤
∫ t

0

M̂ Kn η(s) |z(s)− (z)(s)| ds

≤
∫ t

0

[
Ln(s) eτL

∗
n(s)
] [

e−τL
∗
n(s) |z(s)− z(s)|

]
ds

≤
∫ t

0

[
eτ L∗n(s)

τ

]′
ds ‖z − z‖n

≤ 1

τ
eτ L∗n(t) ‖z − z‖n.

Therefore

‖G(z)−G(z)‖n ≤
1

τ
‖z − z‖n.

Then the operator G is a contraction for all n ∈ N.

Step 5 : For applying Theorem (1.10.2), we must check (Av2) : i.e. it remains to show
that the set

Σ =
{
z ∈ B0

+∞ : z = λF (z) + λG
(z
λ

)
for some λ ∈]0, 1[

}
.

is bounded.
Let z ∈ Σ. By (H1)− (H2) and (H4), we have for each t ∈ [0, n]

1

λ
|z(t)| ≤

∫ t

0

‖U(t, s)‖B(E)

∣∣f(s, zρ(s,zs+xs) + xρ(s,zs+xs))
∣∣ ds

+

∫ t

0

‖U(t, s)‖B(E)

∣∣∣∣h(s, zρ(s, zsλ +xs)

λ

)
− h(s, 0) + h(s, 0)

∣∣∣∣ ds
≤ M̂

∫ t

0

p(s) ψ(‖zρ(s,zs+xs) + xρ(s,zs+xs))‖B ds)

+ M̂

∫ t

0

η(s)

∥∥∥∥zρ(s, zsλ +xs)

λ

∥∥∥∥
B
ds+ M̂

∫ t

0

|h(s, 0)| ds.

Use Proposition 4.2.1 and inequality (4.15)

1

λ
|z(t)| ≤ M̂

∫ t

0

p(s) ψ(Kn|z(s)|+ cn) ds

+ M̂

∫ t

0

η(s)

(
Kn

λ
|z(s)|+ cn

)
ds+ M̂

∫ t

0

|h(s, 0)| ds.

We consider the function u(t) := sup
θ∈[0,t]

|z(θ)|. The use of nondecreasing character of ψ gives

with the fact that 0 < λ < 1

Kn

λ
u(t) + cn ≤ cn +KnM̂

∫ t

0

p(s) ψ

(
Kn

λ
u(s) + cn

)
ds

+ KnM̂

∫ t

0

η(s)

(
Kn

λ
u(s) + cn

)
ds+ M̂

∫ t

0

|h(s, 0)| ds.
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Set σn := cn +KnM̂

∫ n

0

|h(s, 0)| ds. Then, we have

Kn

λ
u(t) + cn ≤ σn +KnM̂

∫ t

0

p(s) ψ

(
Kn

λ
u(s) + cn

)
ds

+ KnM̂

∫ t

0

η(s)

(
Kn

λ
u(s) + cn

)
ds.

We consider the function µ de�ned by

µ(t) = sup {Knu(s) + cn : 0 ≤ s ≤ t}, 0 ≤ t ≤ +∞

Let t? ∈ [0, t] such that µ(t) = Knu(t?) + cn. From the previous inequality, we have for all
t ∈ [0, n]

µ(t) ≤ σn +KnM̂

∫ t

0

p(s)ψ(µ(s))ds+KnM̂

∫ t

0

η(s)µ(s)ds.

Let us take the right-hand side of the above inequality as v(t). Then, we have

µ(t) ≤ v(t) ∀t ∈ [0, n].

From the de�nition of v, we have

v(0) = σn and v′(t) = KnM̂ [p(t)ψ(µ(t)) + η(t)µ(t)] a.e. t ∈ [0, n].

Using the nondecreasing character of ψ we get

v′(t) ≤ KnM̂ [p(t)ψ(v(t)) + η(t)v(t)] a.e. t ∈ [0, n]

This implies that for each t ∈ [0, n] and using (4.14), we get∫ v(t)

σn

ds

s+ ψ(s)
≤ KnM̂

∫ t

0

max(p(s); η(s)) ds

≤ KnM̂

∫ n

0

max(p(s); η(s)) ds

<

∫ +∞

cn

ds

s+ ψ(s)
.

Thus, for every t ∈ [0, n], there exists a constant Λn such that v(t) ≤ Λn and hence
µ(t) ≤ Λn. Since ‖z‖n ≤ µ(t), we have ‖z‖n ≤ Λn. This shows that the set Σ is bounded. Then
the statement (Av2) in Theorem 1.10.2 does not hold. The nonlinear alternative of Avramescu
implies that (Av1) is satis�ed, we deduce that the operator F + G has a �xed point z?. Then
y?(t) = z?(t) + x(t), t ∈]−∞,+∞[ is a �xedpoint of the operator N which is a mild solution
of the problem (4.1)− (4.2).

4.3 Neutral Problem with In�nite Delay

In this section, we give an existence result of mild solution for the problem (4.3) − (4.4).
Firstly, we de�ne the concept of the mild solution for that problem.
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De�nition 4.3.1. We say that the function y(·) : R→ E is a mild solution of (4.3)− (4.4) if
y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0)[φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +

∫ t

0

U(t, s)A(s) g(s, yρ(s,ys)) ds

+

∫ t

0

U(t, s) [f(s, yρ(s,ys)) + h(s, yρ(s,ys))] ds ∀t ≥ 0.

(4.16)

We consider the hypotheses (Hφ), (H0)− (H4) and we need the following assumptions

(H5) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ≥ 0.

(H6) There exists a constant 0 < L <
1

M0Kn

, such that

|A(t) g(t, φ)| ≤ L (‖φ‖B + 1) for all t ≥ 0 and φ ∈ B.

(H7) There exists a constant L∗ > 0 such that

|A(s) g(s, φ)− A(s) g(s, φ)| ≤ L∗ (|s− s|+ ‖φ− φ‖B)

for all s, s ≥ 0 and φ, φ ∈ B.

(H8) The function g is completely continuous and for any bounded set Q ⊂ B the set
{t −→ g(t, xρ(t,yt))} is equi-continuous in B.

Theorem 4.3.1. Suppose that the hypotheses (Hφ), (H0) − (H8) are satis�ed and moreover
for all n ∈ N, we have∫ +∞

ξn

ds

s+ ψ(s)
>

KnM̂

1−M0LKn

∫ n

0

max(L+ η(s), p(s)) ds (4.17)

with cn = (Mn + Lφ +KnM̂H)‖φ‖B and

ξn = cn +Kn

(
M̂ + 1

)
M0L+ M̂Ln+M0L

(
cn + M̂

)
‖φ‖B + M̂

∫ n

0

|h(s, 0)| ds

1−M0LKn

.

Then the problem (4.3)− (4.4) has a mild solution.

Proof. Consider the operator Ñ : B+∞ → B+∞ de�ned by

Ñ(y)(t) =



φ(t), if t ∈ R−;

U(t, 0) [φ(0)− g(0, φ)] + g(t, yρ(t,yt))

+

∫ t

0

U(t, s)A(s) g(s, yρ(s,ys)) ds,

+

∫ t

0

U(t, s)
[
f(s, yρ(s,ys)) + h(s, yρ(s,ys))

]
ds if t ≥ 0.
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Then, �xed points of the operator Ñ are mild solutions of the problem (4.3)− (4.4).

For φ ∈ B, we consider the function x(.) : R→ E de�ned as below by

x(t) =

{
φ(t), if t ≤ 0;

U(t, 0) φ(0), if t ≥ 0.

Then x0 = φ. For each function z ∈ B+∞, set

y(t) = z(t) + x(t)

It is obvious that y satis�es (4.16) if and only if z satis�es z0 = 0 and

z(t) = g(t, zρ(s,zt+xt) + xρ(s,zt+xt))− U(t, 0)g(0, φ)

+

∫ t

0

U(t, s)A(s) g(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

+

∫ t

0

U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

+

∫ t

0

U(t, s) h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.

Let

B0
+∞ = {z ∈ B+∞ : z0 = 0} .

De�ne the operators F, G̃ : B0
+∞ → B0

+∞ by

F (z)(t) =

∫ t

0

U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

And

G̃(z)(t) = g(t, zρ(s,zt+xt) + xρ(s,zt+xt))− U(t, 0)g(0, φ)

+

∫ t

0

U(t, s)A(s) g(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

+

∫ t

0

U(t, s) h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.

Obviously the operator Ñ has a �xed point is equivalent to F + G̃ has one, so it turns to prove
that F + G̃ has a �xed point.

We have shown that the operator F is continuous and compact as in Section 3.2 Remains
to show that the operator G̃ is a contraction.
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Let z, z ∈ B0
+∞. By (H1), (H4), (H5) and (H7), we have for each t ∈ [0, n] and n ∈ N

|G̃(z)(t)− G̃(z)(t)| ≤
≤ |g(t, zρ(t,zt+xt) + xρ(t,zt+xt))− g(t, zρ(t,zt+xt) + xρ(t,zt+xt))|

+

∫ t

0

‖U(t, s)‖B(E) |A(s)[g(s, zρ(s,zs+xs) + xρ(s,zs+xs))− g(s, zρ(s,zs+xs) + xρ(s,zs+xs))]| ds

+

∫ t

0

‖U(t, s)‖B(E) |h(s, zρ(s,zs+xs) + xρ(s,zs+xs))− h(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds

≤ ‖A−1(t)‖B(E) |A(t)g(t, zρ(t,zt+xt) + xρ(t,zt+xt))− A(t)g(t, zρ(t,zt+xt) + xρ(t,zt+xt))|

+

∫ t

0

M̂ |A(s)g(s, zρ(s,zs+xs) + xρ(s,zs+xs))− A(s)g(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds

+

∫ t

0

M̂ |h(s, zρ(s,zs+xs) + xρ(s,zs+xs))− h(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds

≤M0L∗‖zρ(t,zt+xt) − zρ(t,zt+xt)‖B +

∫ t

0

M̂L∗‖zρ(s,zs+xs) − zρ(s,zs+xs)‖B ds

+

∫ t

0

M̂η(s)‖zρ(s,zs+xs) − zρ(s,zs+xs)‖B ds.

Use the inequality (4.15), we get

|G̃(z)(t)− G̃(z)(t)| ≤ M0L∗Kn|z(t)− z(t)|+
∫ t

0

M̂L∗Kn|z(s)− z(s)| ds

+

∫ t

0

M̂Kn η(s)|z(s)− z(s)| ds

≤ M0L∗Kn|z(t)− z(t)|+
∫ t

0

M̂Kn[L∗ + η(s)]|z(s)− z(s)| ds.

Set ln(t) = M̂Kn[L∗ + η(t)] for the family of semi-norms {‖ · ‖n∈N}, then

|G̃(z)(t)− G̃(z)(t)| ≤ M0L∗Kn |z(t)− z(t)|+
∫ t

0

ln(s) |z(s)− z(s)|ds

≤
[
M0L∗Kn e

τ L∗n(t)
] [

e−τ L∗n(t) |z(t)− z(t)|
]

+

∫ t

0

[
ln(s) eτ L∗n(s)

] [
e−τ L∗n(s) |z(s)− z(s)|

]
ds

≤ M0L∗Kn e
τ L∗n(t) ‖z − z‖n +

∫ t

0

[
eτ L∗n(s)

τ

]′
ds ‖z − z‖n

≤
[
M0L∗Kn +

1

τ

]
eτ L∗n(t) ‖z − z‖n.

Therefore

‖G̃(z)− G̃(z)‖n ≤
[
M0L∗Kn +

1

τ

]
‖z − z‖n

Let us �x τ > 0 and assume that

M0L∗Kn +
1

τ
< 1,
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then the operator G̃ is a contraction for all n ∈ N.

For applying Theorem (1.10.2), we must check (Av2) i.e. it remains to show that the set

Σ̃ =
{
z ∈ B0

+∞ : z = λF (z) + λG̃
(z
λ

)
pour 0 < λ < 1

}
.

is bounded.
Let z ∈ Σ̃. By (H1)− (H2), we have for each t ∈ [0, n]

|z(t)|
λ

≤ ‖A−1(t)‖|A(t)g(t, zρ(t,zt+xt) + xρ(t,zt+xt))|+ M̂‖A−1(0)‖|A(0)g(0, φ)|

+ M̂

∫ t

0

|A(s)g(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds

+ M̂

∫ t

0

p(s) ψ
(∥∥zρ(s,zs+xs) + xρ(s,zs+xs)

∥∥) ds
+ M̂

∫ t

0

∣∣∣∣h(s, zρ(s, zsλ +xs)

λ
+ xρ(s, zsλ +xs)

)
− h(s, 0)

∣∣∣∣ ds+ M̂

∫ n

0

|h(s, 0)| ds.

Using assumptions (H5)− (H6) and (H4)

|z(t)|
λ

≤ M0L(‖zρ(t,zt+xt) + xρ(t,zt+xt)‖B + 1) + M̂M0L(‖φ‖B + 1)

+ M̂L

∫ t

0

(‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B + 1) ds

+ M̂

∫ t

0

p(s) ψ(‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B) ds

+ M̂

∫ t

0

η(s)

∥∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zsλ +xs)

∥∥∥∥
B
ds+ M̂

∫ t

0

|h(s, 0)| ds

≤
(
M̂ + 1

)
M0L+ M̂Ln+ M̂M0L‖φ‖B + M̂

∫ n

0

|h(s, 0)| ds

+ M0L‖zρ(t,zt+xt) + xρ(t,zt+xt)‖B + M̂L

∫ t

0

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ds

+ M̂

∫ t

0

p(s) ψ(‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B) ds

+ M̂

∫ t

0

η(s)

∥∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zsλ +xs)

∥∥∥∥
B
ds.

Use Proposition (4.2.1) and inequality (4.15) for get∥∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zsλ +xs)

∥∥∥∥
B
≤ 1

λ

∥∥∥zρ(s, zsλ +xs)

∥∥∥
B

+
∥∥∥xρ(s, zsλ +xs)

∥∥∥
B

≤ Kn

λ
|z(s)|+ Mn + Lφ

λ
‖z0‖B +Kn|x(s)|+

(
Mn + Lφ

)
‖x0‖B

≤ Kn

λ
|z(s)|+Kn‖U(s, 0)‖B(E)|φ(0)|+

(
Mn + Lφ

)
‖φ‖B

≤ Kn

λ
|z(s)|+KnM̂H‖φ‖B +

(
Mn + Lφ

)
‖φ‖B

≤ Kn

λ
|z(s)|+

(
Mn + Lφ +KnM̂H

)
‖φ‖B.
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Hence ∥∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zsλ +xs)

∥∥∥∥
B
≤ Kn

λ
|z(s)|+ cn. (4.18)

Use the function u(·) and the nondecreasing character of ψ to get

u(t)

λ
≤

(
M̂ + 1

)
M0L+ M̂Ln+ M̂M0L‖φ‖B + M̂

∫ n

0

|h(s, 0)| ds

+ M0L (Knu(t) + cn) + M̂L

∫ t

0

(Knu(s) + cn) ds

+ M̂

∫ t

0

p(s) ψ (Knu(s) + cn) ds+ M̂

∫ t

0

η(s)

(
Kn

λ
u(s) + cn

)
ds.

Then

u(t)

λ
≤

(
M̂ + 1

)
M0L+ M̂Ln+M0L

[
Mn + Lφ + M̂(1 +KnH)

]
‖φ‖B

+ M̂

∫ n

0

|h(s, 0)| ds+M0L
Kn

λ
u(t) + M̂L

∫ t

0

(
Kn

λ
u(s) + cn

)
ds

+ M̂

∫ t

0

p(s) ψ

(
Kn

λ
u(s) + cn

)
ds+ M̂

∫ t

0

η(s)

(
Kn

λ
u(s) + cn

)
ds.

Set

ζn :=
(
M̂ + 1

)
M0L+ M̂Ln+M0L

[
Mn + Lφ + M̂(1 +KnH)

]
‖φ‖B + M̂

∫ n

0

|h(s, 0)| ds.

So

Kn

λ

(
1−M0LKn

)
u(t) ≤ Knζn +KnM̂

∫ t

0

[L+ η(s)]

(
Kn

λ
u(s) + cn

)
ds

+ KnM̂

∫ t

0

p(s) ψ

(
Kn

λ
u(s) + cn

)
ds.

Set ξn := cn +
Knζn

1−M0LKn

. Then

Kn

λ
u(t) + cn ≤ ξn +

KnM̂

1−M0LKn

∫ t

0

[L+ η(s)]

(
Kn

λ
u(s) + cn

)
ds

+
KnM̂

1−M0LKn

∫ t

0

p(s) ψ

(
Kn

λ
u(s) + cn

)
ds.

We consider the function µ de�ned by

µ(t) = sup

{
Kn

λ
u(s) + cn : 0 ≤ s ≤ t

}
, 0 ≤ t ≤ +∞

Let t? ∈ [0, t] be such that µ(t) =
Kn

λ
u(t?) + cn. By the previous inequality, we have for

t ∈ [0, n]

µ(t) ≤ ξn +
KnM̂

1−M0LKn

∫ t

0

[L+ η(s)] µ(s) ds+
KnM̂

1−M0LKn

∫ t

0

p(s) ψ (µ(s)) ds.
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Let us take the right-hand side of the above inequality as v(t). Then we have

µ(t) ≤ v(t) ∀t ∈ [0, n].

From the de�nition of v, we get v(0) = ξn and

v′(t) =
KnM̂

1−M0LKn

[L+ η(t)] µ(t) +
KnM̂

1−M0LKn

p(t) ψ (µ(t)) a.e. t ∈ [0, n].

Using the nondecreasing character of ψ we have

v′(t) ≤ KnM̂

1−M0LKn

[L+ η(t)] v(t) +
KnM̂

1−M0LKn

p(t) ψ (v(t)) a.e. t ∈ [0, n].

This implies that for each t ∈ [0, n] and using (4.17) we get∫ v(t)

ξn

ds

s+ ψ(s)
≤ KnM̂

1−M0LKn

∫ t

0

max(L+ η(s), p(s)) ds

≤ M̂Kn

1−M0LKn

∫ n

0

max(L+ η(s), p(s)) ds

<

∫ +∞

ξn

ds

s+ ψ(s)
.

Thus, for every t ∈ [0, n], there exists a constant Λn such that v(t) ≤ Λn and hence
µ(t) ≤ Λn. Since ‖z‖n ≤ µ(t), we have ‖z‖n ≤ Λn. This shows that the set Σ̃ is bounded. Then
the statement (Av2) in Theorem 1.10.2 does not hold. The nonlinear alternative of Avramescu
implies that (Av1) is satis�ed. we deduce that the operator F + G̃ has a �xed point z?. Then
y?(t) = z?(t) + x(t), t ∈]−∞,+∞[ is a �xed point of the operator N which is a mild solution
of the problem (4.3)− (4.4).

4.4 Fractional Partial Problem with Finite Delay

Before stating and proving the main result, we give �rst the de�nition of the unique mild
solution of the perturbed fractional problem (4.5)− (4.6).

Lemma 4.4.1. The system (4.5)− (4.6) is equivalent to the nonlinear integral equation

y(t) = ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1[f(s, yρ(s,ys)) +h(s, yρ(s,ys))] ds.

(4.19)
In other words, every solution of the integral equation (4.19) is also solution of the system
(4.5)− (4.6) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(4.5)− (4.6), and using some classical results from fractional calculus to get (4.19).

De�nition 4.4.1. We say that the function y(·) : [−r, b]→ E is a mild solution of (4.5)− (4.6)
if y(t) = ϕ(t) for all t ∈ H and y satis�es the following integral equation

y(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)[f(s, yρ(s,ys)) +h(s, yρ(s,ys))] ds for each t ∈ J.

(4.20)
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Set
R(ρ−) = {ρ(s, ϕ) : (s, ϕ) ∈ J × C(H;E), ρ(s, ϕ) ≤ 0}.

We always assume that ρ : J ×C(H;E)→ R is continuous. Additionally, we introduce the
following hypothesis:

(Hϕ) The function t→ ϕt is continuous from R(ρ−) into C(H;E) and there exists a continuous
and bounded function Lϕ : R(ρ−)→ (0,∞) such that

‖ϕt‖ ≤ Lϕ(t)‖ϕ‖ for every t ∈ R(ρ−).

We will need to introduce the following hypothesis which are assumed thereafter

(H
′
0) U(t, s) is compact for t− s > 0.

(H
′
1) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every s ≤ t.

(H
′
2) There exist two functions p, q ∈ L1

loc(J ;R+) such that

|f(t, u)| ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ C(H;E).

(H
′
3) For all R > 0, there exists lR ∈ L1

loc(J ;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖

for all u, v ∈ C(H;E) with ‖u‖ ≤ R and ‖v‖ ≤ R.

(H
′
4) There exists a function η ∈ L1(J,R+) such that

|h(t, u)− h(t, v)| ≤ η(t) ‖u− v‖ a.e. t ∈ J et ∀u, v ∈ C(H;E).

Theorem 4.4.1. Assume that the hypotheses (Hϕ), (H
′
0) − (H

′
4) hold and moreover for all

n ∈ N,
M̂(l∗b + η∗)bα

Γ(α + 1)
< 1 (4.21)

where p∗ = sup p(s), q∗ = sup q(s) and η∗ = sup η(s). Then the problem (4.5) − (4.6) has a
mild solution on [−r, b].

Proof. We transform the problem (4.5) − (4.6) into a �xed-point problem. Consider the
operator N : C([−r, b];E)→ C([−r, b];E) de�ned by

N(y)(t) =



ϕ(t), if t ∈ H;

U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds,

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)h(s, yρ(s,ys)) ds, if t ∈ J .
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Clearly, �xed points of the operator N are mild solutions of the problem (4.1)− (4.2).

Let y be a possible solution of the problem (4.5)−(4.6). Given t ≤ b, then from (H
′
1)−(H

′
4),

(Hϕ) and Lemma 5.2.1, we have for each t ∈ [0, b]

|y(t)| ≤ ‖U(t, 0)‖B(E)|ϕ(0)|+ 1

Γ(α)

∫ t

0

(t− s)α−1 ‖U(t, s)‖B(E) |f(s, yρ(s,ys))| ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) | h(s, yρ(s,ys)) | ds.

≤ M̂‖ϕ‖+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s)‖yρ(s,ys)‖ds.

It follows that

|y(t)|+ Lϕ‖ϕ‖ ≤ (M̂ + Lϕ)‖ϕ‖+
M̂p∗bα

Γ(α + 1)
+

M̂

Γ(α)

∫ t

0

(t− s)α−1 q(s) [|y(s)|+ Lϕ‖ϕ‖] ds

+

∫ t

0

(t− s)α−1 η(s)(|y(s)|+ Lϕ‖ϕ‖)ds

Set

δb := (M̂ + Lϕ)‖ϕ‖+
M̂p∗bα

Γ(α + 1)
.

We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [−r, t] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
M̂(q∗ + η∗)

Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.7.2 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

M̂(q∗ + η∗)bα

Γ(α + 1)

]
= Λb

Since ‖y‖n ≤ µ(t), we have ‖y‖n ≤ max{‖ϕ‖,Λb} := Θb. Since for every t ∈ [0, b], we have
‖y‖n ≤ max{‖ϕ‖,Λb} := Θb.

Set
Y = { y ∈ C([−r, b];E) : sup{|y(t)| : 0 ≤ t ≤ b} ≤ Θb + 1}.
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Clearly, Y is a closed subset of C([−r, b];E).

We shall show that N : Y → C([−r, b];E) is a contraction operator.
Indeed, consider y, y ∈ Y , thus using (H

′
1) and (H

′
3)− (H

′
4) for each t ∈ [0, b]

|N(y)(t)−N(y)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, yρ(s,ys))− f(s, yρ(s,ys))
∣∣ ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣h(s, yρ(s,ys))− h(s, yρ(s,ys))
∣∣ ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds.

+
M̂

Γ(α)

∫ t

0

(t− s)α−1 η(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds.

Using (Hϕ) and Lemma 5.2.1, we obtain

|N(y)(t)−N(y)(t)| ≤ M̂(l∗b + η∗)

Γ(α)

∫ t

0

(t− s)α−1 |y(s)− y(s)| ds

≤ M̂(l∗b + η∗)bα

Γ(α + 1)
‖y − y‖n

Therefore,

‖N(y)−N(y)‖n ≤
M̂(l∗b + η∗)bα

Γ(α + 1)
‖y − y‖n.

So, the operator N is a contraction. From the choice of Y there is no y ∈ ∂Y n such that
y = λ N(y), λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does not hold. The
nonlinear alternative of Frigon and Granas shows that (C1) holds. Thus, we deduce that
the operator N has a unique �xed-point y? which is the unique mild solution of the problem
(4.5)− (4.6).

4.5 Fractional Neutral Problem with Finite Delay

Before stating and proving the main result, we give �rst the de�nition of a mild solution of
the perturbed semilinear evolution problem (4.7)− (4.8).

Lemma 4.5.1. The system (4.7)− (4.8) is equivalent to the nonlinear integral equation

y(t) = [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (4.22)

+
1

Γ(α)

∫ t

0

(t− s)α−1[f(s, yρ(s,ys)) + h(s, yρ(s,ys))] ds.

In other words, every solution of the integral equation (4.22) is also solution of the system
(4.7)− (4.8) and vice versa.



84 Chapter 4. UNIQUENESS OF MILD SOLUTIONS

Proof. It can be proved by applying the integral operator to both sides of the system
(4.7)− (4.8), and using some classical results from fractional calculus to get (4.22).

De�nition 4.5.1. We say that the function y : [−r, b] → E is a mild solution of (4.7)− (4.8)
if y(t) = ϕ(t) for all t ∈ H and y satis�es the following integral equation

y(t) = U(t, 0)[ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)[f(s, yρ(s,ys)) + h(s, yρ(s,ys))] ds
(4.23)

We consider the hypotheses (Hϕ), (H
′
0)− (H

′
4) and we need the following assumptions

(H
′
5) There exists a constant L? > 0 such that

|A(s)g(s, ϕ)− A(s)g(s, ϕ)| ≤ L? (|s− s|+ ‖ϕ− ϕ‖)

for all ϕ, ϕ ∈ C(H;E).

(H
′
6) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H
′
7) There exists a constant 0 < L <

1

M0

such that

|A(t) g(t, ϕ)| ≤ L (‖ϕ‖+ 1) for all t ∈ J and ϕ ∈ C(H;E).

Theorem 4.5.1. Suppose that the hypotheses (Hφ), (H
′
0)− (H

′
7) are satis�ed and moreover[

M0L? +
M̂(L∗b + η∗)bα

Γ(α + 1)

]
< 1 (4.24)

where p∗ = sup p(s), q∗ = sup q(s) and η∗ = sup η(s). Then the problem (4.7) − (4.8) has a
unique mild solution on [−r, b].

Proof. Transform as below the neutral problem (4.7)− (4.8) into a �xed point problem by
considering the operator Ñ : C([−r, b];E)→ C([−r, b];E) de�ned by :

Ñ(y)(t) =


ϕ(t), if t ∈ H;

U(t, 0) [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)
[
f(s, yρ(s,ys)) + h(s, yρ(s,ys))

]
ds if t ∈ J .

Clearly, the �xed points of the operator Ñ are mild solutions of the problem (4.7)− (4.8).
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Let y be a possible solution of the problem (4.7)− (4.8). Given t ≤ b. Using (H
′
1)− (H

′
2),

(H
′
6)− (H

′
7), (Hϕ) and Lemma 5.2.1, we have for each t ∈ [0, b]

|y(t)| ≤ |g(t, yρ(t,yt))|+ |U(t, 0)[ϕ(0)− g(0, ϕ)]|

+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds

∣∣∣∣
+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)h(s, yρ(s,ys)) ds

∣∣∣∣
≤ ‖A−1(t)‖ |A(t)g(t, yρ(t,yt))|+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, ϕ)|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s)‖yρ(s,ys)‖ds.

Since ‖yρ(t,yt)‖ ≤ |y(t)|+ Lϕ‖ϕ‖, we obtain

|y(t)| ≤ M0L (|y(t)|+ Lϕ‖ϕ‖) + M̂‖ϕ‖(1 +M0L) +
M̂p∗bα

Γ(α + 1)

+
M̂

Γ(α)

∫ t

0

(t− s)α−1q(s) (|y(s)|+ Lϕ‖ϕ‖) ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s) (|y(s)|+ Lϕ‖ϕ‖) ds

Then

(1−M0L)|y(t)| ≤
[
M0LLϕ + M̂(1 +M0L)

]
‖ϕ‖+

M̂p∗bα

Γ(α + 1)

+
M̂(q∗ + η∗)

Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds

Set

δb := Lϕ‖ϕ‖+

[
M0LLϕ + M̂(1 +M0L)

]
(1−M0L)

‖ϕ‖+
M̂p∗bα

(1−M0L)Γ(α + 1)
.

Thus

|y(t)|+ Lϕ‖ϕ‖ ≤ δb +
M̂(q∗ + η∗)

(1−M0L)Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds.

We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [−r, t] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
M̂(q∗ + η∗)

(1−M0L)Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].
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If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

M̂(q∗ + η∗)bα

(1−M0L)Γ(α + 1)

]
= Λb

Since ‖y‖ ≤ µ(t), we have ‖y‖ ≤ max{‖ϕ‖,Λb} := Θb.

Now, we shall show that Ñ : Y → C([−r, b];E) is a contraction operator.
Indeed, consider y, y ∈ Y , thus for each t ∈ [0, b]

|Ñ(y)(t)− Ñ(y)(t)| ≤ |g(t, yρ(t,yt))− g(t, yρ(t,yt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, yρ(s,ys))− f(s, yρ(s,ys))
∣∣ ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣h(s, yρ(s,ys))− h(s, yρ(s,ys))
∣∣ ds

≤ ‖A−1(t)‖|A(t)g(t, yρ(t,yt))− A(t)g(t, yρ(t,yt))|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1 η(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds

Using (Hϕ) and Lemma 5.2.1, we obtain

|Ñ(y)(t)− Ñ(y)(t)| ≤ M0L?‖y − y‖+
M̂(L∗b + η∗)bα

Γ(α + 1)
‖y − y‖

≤

[
M0L? +

M̂(L∗b + η∗)bα

Γ(α + 1)

]
‖y − y‖

Therefore,

‖Ñ(y)− Ñ(y)‖n ≤

[
M0L? +

M̂(L∗b + η∗)bα

Γ(α + 1)

]
‖y − y‖.

So, for an appropriate choice of M0L?, L
∗
b , η
∗ and bα such that[

M0L? +
M̂(L∗b + η∗)bα

Γ(α + 1)

]
< 1,

the operator Ñ is a contraction. From the choice of Y there is no y ∈ ∂Y n such that y = λ Ñ(y)
for some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.4 does not hold. A consequence
of the nonlinear alternative of Frigon and Granas shows that (C1) holds. We deduce that
the operator Ñ has a unique �xed-point y? which is the unique mild solution of the problem
(4.7)− (4.8).
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4.6 Fractional Partial Problem with In�nite Delay

Before stating and proving the main result, we give �rst the de�nition of a mild solution of
the perturbed semilinear evolution problem (4.9)− (4.10).

Lemma 4.6.1. The system (4.9)− (4.10) is equivalent to the nonlinear integral equation

y(t) = φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (4.25)

+
1

Γ(α)

∫ t

0

(t− s)α−1[f(s, yρ(s,ys)) + h(s, yρ(s,ys))] ds.

In other words, every solution of the integral equation (4.25) is also solution of the system
(4.9)− (4.10) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(4.9)− (4.10), and using some classical results from fractional calculus to get (4.25).

De�nition 4.6.1. We say that the function y(·) : (−∞, b] → E is a mild solution of (4.9) −
(4.10) if y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0) φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)[f(s, yρ(s,ys)) +h(s, yρ(s,ys))] ds for each t ∈ J.

(4.26)

Set
R(ρ−) = {ρ(s, φ) : (s, φ) ∈ J × B, ρ(s, φ) ≤ 0}.

We always assume that ρ : J × B → R is continuous. Additionally, we introduce the following
hypothesis

(Hφ) The function t → φt is continuous from R(ρ−) into B and there exists a continuous and
bounded function Lφ : R(ρ−)→ (0,∞) such that

‖φt‖B ≤ Lφ(t)‖φ‖B for every t ∈ R(ρ−).

We will need to introduce the following hypothesis which are assumed thereafter

(H
′
0) U(t, s) is compact for t− s > 0.

(H
′
01) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆.

(H
′
02) There exist two functions p, q ∈ L1

loc(J ;R+) such that

|f(t, u)| ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ B.

(H
′
03) For all R > 0, there exists lR ∈ L1

loc(J ;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖

for all u, v ∈ B with ‖u‖ ≤ R and ‖v‖ ≤ R.
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(H
′
04) There exists a function η ∈ L1(J,R+) such that

|h(t, u)− h(t, v)| ≤ η(t) ‖u− v‖B a.e. t ∈ J et ∀u, v ∈ B.

Consider the following space

Ω =
{
y : (−∞, b]→ E : y|(−∞,0] ∈ B and y|[0,b]is continuous

}
,

Theorem 4.6.1. Assume that the hypotheses (Hφ), (H
′
0)− (H

′
04) hold and moreover for all

n ∈ N,
KbM̂η∗bα

Γ(α + 1)
< 1 (4.27)

where p∗ = sup p(s), q∗ = sup q(s) and η∗ = sup η(s). Then the problem (4.9) − (4.10) has a
unique mild solution on (−∞, b].

Proof. We transform the problem (4.9) − (4.10) into a �xed-point problem. Consider the
operator N : Ω→ Ω de�ned by

N(y)(t) =



φ(t), if t ∈ R−;

U(t, 0) φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds,

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)h(s, yρ(s,ys)) ds, if t ∈ J .

Clearly, �xed points of the operator N are mild solutions of the problem (4.9)− (4.10).

For φ ∈ B, we will de�ne the function x(.) : (−∞, b]→ E by

x(t) =

{
φ(t), if t ∈ (−∞, 0];

U(t, 0) φ(0), if t ∈ [0, b].

Then x0 = φ. For each function z ∈ Ω, set

y(t) = z(t) + x(t)

It is obvious that y satis�es (4.26) if and only if z satis�es z0 = 0 and

z(t) =
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.

Let
Ω0 = {z ∈ Ω : z0 = 0} .

De�ne the operators F,G : Ω0 → Ω0 by

F (z)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.
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and

G(z)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.

Obviously the operator N has a �xed point is equivalent to F +G has one, so it turns to prove
that F +G has a �xed point.

First, show that F is continuous and compact.
Step 1 : F continuous. Let (zn)n∈N a sequence in Ω0 such that zn → z in Ω0. By the hypothesis
(H1), we have

|F (zn)(t)− F (z)(t)| ≤ 1

Γ(α)

∫ t

0

|(t− s)α−1|‖U(t, s)‖B(E)

×|f(s, znρ(s,zns+xs) + xρ(s,zns+xs))− f(s, zρ(s,zs+xs) + xρ(s,zs+xs))|ds

≤
M̂bα‖f(., znρ(.,.) + xρ(.,.))− f(., zρ(.,.) + xρ(.,.))‖∞

Γ(α + 1)
.

|F (z)(t)− F (z)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, znρ(s,zns+xs) + xρ(s,zns+xs))

−f(s, zρ(s,zs+xs) + xρ(s,zs+xs))
∣∣ ds

≤
M̂bα‖f(., znρ(.,.) + xρ(.,.))− f(., zρ(.,.) + xρ(.,.))‖∞

Γ(α + 1)
.

Since f is continuous, by dominated convergence theorem of Lebesgue, we get

|F (zn)(t)− F (z)(t)| −→ 0 when n −→ +∞

So F is continuous.

Step 2 : Show that F transforms any bounded of Ω0 in a bounded set. For each d > 0,
there exists a positive constant ξ such that for all z ∈ Bd = {z ∈ Ω0 : ‖z‖n ≤ d} we get
‖F (z)‖n ≤ ξ. Soit z ∈ Bd, from assumption (H

′
01) and (H

′
02), we have for each t ∈ [0, b]

|F (z)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) |f(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds

≤ M̂

Γ(α)

∫ t

0

p(s)
[
p(s) + q(s)‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B

]
ds

From (Hφ), Lemma 1.7.2 and Assumption (A1), we have for each t ∈ [0, b]

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ ‖zρ(s,zs+xs)‖B + ‖xρ(s,zs+xs)‖B
≤ Kb|z(s)|+ (Mb + Lφ)‖z0‖B +Kb|x(s)|+ (Mb + Lφ)‖x0‖B
≤ Kb|z(s)|+Kb‖U(s, 0)‖B(E)|φ(0)|+ (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+KbM̂ |φ(0)|+ (Mb + Lφ)‖φ‖B

Using (ii), we get

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kb|z(s)|+KbM̂H‖φ‖B + (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+ (Mb + Lφ +KbM̂H)‖φ‖B
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Set cb := (Mb + Lφ +KbM̂H)‖φ‖B and δb := Kbd+ cb. Then

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kb|z(s)|+ cb ≤ δb. (4.28)

For each t ∈ [0, b], it follows that

|F (z)(t)| ≤ M̂p∗bα

Γ(α + 1)
+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds

≤ M̂bα(p∗ + q∗δb)

Γ(α + 1)

|F (z)(t)| ≤ M̂bα(p∗ + q∗δb)

Γ(α + 1)
:= %.

So there is a positive constant % such that ‖F (z)‖n ≤ %. Then F (Bd) ⊂ B%.

Step 3 : F maps bounded sets into equi-continuous sets of Ω0. We consider Bd as in Step 2
and we show that F (Bd) is equi-continuous. Let τ1, τ2 ∈ J with τ1 < τ2 and z ∈ Bd.

|F (z)(τ2)− F (z)(τ1)| ≤
1

Γ(α)

∫ τ1

0

|(τ2 − s)α−1 − (τ1 − s)α−1|‖U(τ2, s)− U(τ1, s)‖B(E)

|f(s, zρ(s,zs+xs) + xρ(s,zs+xs))|

+
1

Γ(α)

∫ τ2

τ1

|(τ2 − s)α−1|‖U(τ2, s)‖B(E) |f(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds.

Then by (5.41) we get

|F (z)(τ2)− F (z)(τ1)| ≤
1

Γ(α)

∫ τ1

0

|(τ2 − s)α−1 − (τ1 − s)α−1|‖U(τ2, s)− U(τ1, s)‖B(E)

[p(s) + q(s)δb]ds.

+
M̂

Γ(α)

∫ τ2

τ1

|(τ2 − s)α−1| [p(s) + q(s)δb] ds.

Noting that |F (z)(τ2) − F (z)(τ1)| −→ 0 tends to zero as τ2 − τ1 −→ 0 independently of
z ∈ Bd. The right-hand of the above inequality tends to zero as τ2 − τ1 −→ 0, since U(t, s) is
a strongly continuous operator and the compactness of U(t, s) for t > s, implies the continuity
in the uniform operator topology (voir [7, 90]). As a consequence of Steps 1 to 3 together with
the Arzelá-Ascoli theorem it su�ces to show that the operator F maps Bd into a precompact
set in E.

Let t ∈ J be �xed and let ε be a real number satisfying 0 < ε < t. For z ∈ Bd we de�ne

Fε(z)(t) =
1

Γ(α)
U(t, t− ε)

∫ t−ε

0

(t− s)α−1 U(t− ε, s)Cuz+x(s) ds.

Since U(t, s) is a compact operator, the set Zε(t) = {Fε(z)(t) : z ∈ Bd} is pre-compact in E
for every ε, 0 < ε < t. Moreover, using the de�nition of w, we get

|F (z)(t)− Fε(z)(t)| ≤ 1

Γ(α)

∫ t

t−ε
(t− s)α−1‖U(t, s)‖B(E) |f(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds
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Therefore the set Z(t) = {F (z)(t) : z ∈ Bd} is totally bounded. Hence the set {F (z)(t) :
z ∈ Bd}. So we deduce from Steps 1, 2 and 3 that F is a compact operator.

Step 4 : G is a contraction. Let z, z ∈ Ω0. By the hypotheses (H
′
01) and (H

′
04), we

get for each t ∈ [0, b] and n ∈ N

|G(z)(t)−G(z)(t)| ≤

≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) | h(s, zρ(s,zs+xs) + xρ(s,zs+xs))

−h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) | ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1η(s) ‖zρ(s,zs+xs) + xρ(s,zs+xs) − zρ(s,zs+xs) − xρ(s,zs+xs)‖B ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1η(s) ‖zρ(s,zs+xs) − zρ(s,zs+xs)‖B ds.

Use the inequality (4.28), for get

|G(z)(t)−G(z)(t)| ≤ M̂

Γ(α)

∫ t

0

(t− s)α−1Kbη(s) |z(s)− z(s)| ds

≤ M̂Kbη
∗bα

Γ(α + 1)
‖z(t)− z(t)‖

Therefore

‖G(z)−G(z)‖n ≤
M̂Kbη

∗bα

Γ(α + 1)
‖z(t)− z(t)‖.

Then the operator G is a contraction.

Step 5 : For applying Theorem (1.10.2), we must check (Av2) : i.e. it remains to show
that the set

Σ =
{
z ∈ Ω0 : z = λF (z) + λG

(z
λ

)
for some λ ∈]0, 1[

}
.

is bounded.
Let z ∈ Σ. By (H

′
01)− (H

′
02) and (H

′
04), we have for each t ∈ [0, b]

1

λ
|z(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, zρ(s,zs+xs) + xρ(s,zs+xs))
∣∣ ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣∣∣h(s, zρ(s, zsλ +xs)

λ

)
− h(s, 0) + h(s, 0)

∣∣∣∣ ds
≤ M̂

Γ(α)

∫ t

0

[
p(s) + q(s)‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B

]
ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s)

∥∥∥∥zρ(s, zsλ +xs)

λ

∥∥∥∥
B
ds+

M̂

Γ(α)

∫ t

0

(t− s)α−1 |h(s, 0)| ds.
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Use Proposition (4.2.1) and inequality (4.15) to get

1

λ
|z(t)| ≤ M̂p∗bα

Γ(α + 1)
+

M̂

Γ(α)

∫ t

0

(t− s)α−1q(s)
(
Kb

λ
|z(s)|+ cb

)
ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s)

(
Kb

λ
|z(s)|+ cb

)
ds+

M̂

Γ(α)

∫ t

0

(t− s)α−1 |h(s, 0)| ds.

We consider the function u(t) := sup
θ∈[0,t]

|z(θ)| and use the fact that 0 < λ < 1

Kb

λ
u(t) + cb ≤ cb +

KbM̂p∗bα

Γ(α + 1)
+
KbM̂

Γ(α)

∫ t

0

(t− s)α−1q(s)
(
Kb

λ
|z(s)|+ cb

)
ds

+
KbM̂

Γ(α)

∫ t

0

(t− s)α−1η(s)

(
Kb

λ
|z(s)|+ cb

)
ds+

KbM̂

Γ(α)

∫ b

0

(t− s)α−1 |h(s, 0)| ds.

Set σb := cb +
KbM̂p∗bα

Γ(α + 1)
+
KbM̂

Γ(α)

∫ b

0

(t− s)α−1 |h(s, 0)| ds. Then, we have

Kb

λ
u(t) + cb ≤ σb +

KbM̂

Γ(α)

∫ t

0

(t− s)α−1q(s)
(
Kb

λ
|z(s)|+ cb

)
ds

+
KbM̂

Γ(α)

∫ t

0

(t− s)α−1η(s)

(
Kb

λ
|z(s)|+ cb

)
ds.

We consider the function µ de�ned by

µ(t) = sup {Kb

λ
u(s) + cb : 0 ≤ s ≤ t}, 0 ≤ t ≤ b

Let t? ∈ [0, t] such that µ(t) =
Kb

λ
u(t?) + cb. From the previous inequality, we have

µ(t) ≤ σb +
KbM̂q∗

Γ(α)

∫ t

0

(t− s)α−1µ(s)ds+
KbM̂η∗

Γ(α)

∫ t

0

(t− s)α−1µ(s)ds.

If t? ∈ (−∞, 0], then µ(t) = ‖φ‖ and the previous inequality holds. And Lemma 1.8.1
implies that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

KbM̂(q∗ + η∗)bα

Γ(α + 1)

]
= Λb

Since ‖z‖ ≤ µ(t), we have ‖z‖ ≤ max{‖φ‖,Λb} := Θb. Since for every t ∈ [0, b], we have
‖z‖ ≤ max{‖φ‖,Λb} := Θb.

Since ‖z‖ ≤ µ(t), we have ‖z‖ ≤ Λb. This shows that the set Σ is bounded. Then the
statement (Av2) in Theorem 1.10.5 does not hold. The nonlinear alternative of Avramescu
implies that (Av1) is satis�ed, we deduce that the operator F + G has a �xed point z?. Then
y?(t) = z?(t) + x(t), t ∈]−∞, b] is a �xed point of the operator N which is a mild solution of
the problem (4.9)− (4.10).
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4.7 Fractional Neutral Problem with In�nite Delay

Before stating and proving the main result, we give �rst the de�nition of a mild solution of
the perturbed semilinear evolution problem (4.11)− (4.12).

Lemma 4.7.1. The system (4.11)− (4.12) is equivalent to the nonlinear integral equation

y(t) = [φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (4.29)

+
1

Γ(α)

∫ t

0

(t− s)α−1[f(s, yρ(s,ys)) + h(s, yρ(s,ys))] ds.

In other words, every solution of the integral equation (4.29) is also solution of the system
(4.11)− (4.12) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(4.11)− (4.12), and using some classical results from fractional calculus to get (4.29).

De�nition 4.7.1. We say that the function y(·) : (−∞, b] → E is a mild solution of (4.11)−
(4.12) if y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0)[φ(0)− g(0, φ)] + g(t, yρ(t,yt)) (4.30)

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)[f(s, yρ(s,ys)) + h(s, yρ(s,ys))] ds

We consider the hypotheses (Hφ), (H
′
0)− (H

′
04) and we need the following assumptions

(H
′
05) There exists a constant L? > 0 such that

|A(s)g(s, φ)− A(s)g(s, φ)| ≤ L? (|s− s|+ ‖φ− φ‖)

for all φ, φ ∈ B.

(H
′
06) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H
′
07) There exists a constant 0 < L <

1

M0Kb

such that

|A(t) g(t, ϕ)| ≤ L (‖φ‖+ 1) for all t ∈ J and φ ∈ B.

Theorem 4.7.1. Suppose that the hypotheses (Hφ), (H
′
0) − (H

′
02) and (H

′
04) − (H

′
07) are

satis�ed and moreover [
M0L?Kb +

M̂kbη
∗bα

Γ(α + 1)

]
< 1 (4.31)

where p∗ = sup p(s), q∗ = sup q(s) and η∗ = sup η(s). Then the problem (4.11) − (4.12) has a
unique mild solution on (−∞, b].
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Proof. Consider the operator Ñ : Ω→ Ω de�ned by

Ñ(y)(t) =


φ(t), if t ∈ R−;

U(t, 0) [φ(0)− g(0, φ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)
[
f(s, yρ(s,ys)) + h(s, yρ(s,ys))

]
ds if t ∈ J .

Then, �xed points of the operator Ñ are mild solutions of the problem (4.11)− (4.12).

For φ ∈ B, we consider the function x(.) : (−∞, b]→ E de�ned as below by

x(t) =

{
φ(t), if t ≤ 0;

U(t, 0) φ(0), if t ∈ J.

Then x0 = φ. For each function z ∈ Ω, set

y(t) = z(t) + x(t)

It is obvious that y satis�es (4.30) if and only if z satis�es z0 = 0 and

z(t) = g(t, zρ(s,zt+xt) + xρ(s,zt+xt))− U(t, 0)g(0, φ)

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.

Let
Ω0 = {z ∈ Ω : z0 = 0} .

De�ne the operators F, G̃ : Ω0 → Ω0 by

F (z)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

And
G̃(z)(t) = g(t, zρ(s,zt+xt) + xρ(s,zt+xt))− U(t, 0)g(0, φ)

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) h(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.

Obviously the operator Ñ has a �xed point is equivalent to F + G̃ has one, so it turns to prove
that F + G̃ has a �xed point.

We have shown that the operator F is continuous and compact as in Section 3.6 Remains
to show that the operator G̃ is a contraction.
Let z, z ∈ Ω0. By (H

′
01) and (H

′
04) we have for each t ∈ [0, b]

|G̃(z)(t)− G̃(z)(t)| ≤ |g(t, zρ(t,zt+xt) + xρ(t,zt+xt))− g(t, zρ(t,zt+xt) + xρ(t,zt+xt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) |h(s, zρ(s,zs+xs) + xρ(s,zs+xs))−

h(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds
≤ ‖A−1(t)‖|A(t)g(t, zρ(t,yt) + xρ(t,yt))− A(t)g(t, zρ(t,yt) + xρ(t,yt))|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s)‖zρ(s,zs+xs) − zρ(s,zs+xs)‖B ds.
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Use the inequality (4.15), and (H
′
05)− (H

′
06), we get

|G̃(z)(t)− G̃(z)(t)| ≤ M0L?Kb‖z(t)− z(t)‖+
M̂Kbη

∗bα

Γ(α + 1)

∫ t

0

(t− s)α−1|z(s)− z(s)| ds

≤ M0L?Kb‖z(t)− z(t)‖+
M̂Kbη

∗bα

Γ(α + 1)
‖z(t)− z(t)‖

≤

[
M0L?Kb +

M̂kbη
∗bα

Γ(α + 1)

]
‖z(t)− z(t)‖.

Therefore

‖G̃(z)− G̃(z)‖n ≤

[
M0L?Kb +

M̂kbη
∗bα

Γ(α + 1)

]
‖z(t)− z(t)‖

So, for an appropriate choice of M0L?, η∗ Kb and bα such that[
M0L?Kb +

M̂kbη
∗bα

Γ(α + 1)

]
< 1,

operator G̃ is a contraction.

For applying Theorem (1.10.2), we must check (Av2) i.e. it remains to show that the set

Σ̃ =
{
z ∈ B0

+∞ : z = λF (z) + λG̃
(z
λ

)
pour 0 < λ < 1

}
.

is bounded.
Let z ∈ Σ̃. By (H

′
01)− (H

′
02), we have for each t ∈ [0, b]

|z(t)|
λ

≤ |g(t, zρ(t,yt) + xρ(t,yt))|+ |U(t, 0)g(0, φ)|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, zρ(s,zs+xs) + xρ(s,zs+xs))
∣∣ ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣∣∣h(s, zρ(s, zsλ +xs)

λ

)
− h(s, 0) + h(s, 0)

∣∣∣∣
≤ ‖A−1(t)‖ |A(t)g(t, zρ(t,zt+xt) + xρ(t,zt+xt))|+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, φ)|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,ys) + xρ(s,ys)‖

]
ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s)

∥∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zsλ +xs)

∥∥∥∥
B
ds+ M̂

∫ t

0

|h(s, 0)| ds.ds

Using assumptions (H
′
04), (H

′
06) and (H

′
07)

|z(t)|
λ

≤ M0L(‖zρ(t,zt+xt) + xρ(t,zt+xt)‖B + 1) + M̂M0L(‖φ‖B + 1)

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,ys) + xρ(s,ys)‖

]
ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s)

∥∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zsλ +xs)

∥∥∥∥
B
ds+ M̂

∫ t

0

|h(s, 0)| ds.
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Use Proposition (4.2.1) and inequality (4.15) for get∥∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zsλ +xs)

∥∥∥∥
B
≤ 1

λ

∥∥∥zρ(s, zsλ +xs)

∥∥∥
B

+
∥∥∥xρ(s, zsλ +xs)

∥∥∥
B

≤ Kb

λ
|z(s)|+ Mb + Lφ

λ
‖z0‖B +Kb|x(s)|+

(
Mb + Lφ

)
‖x0‖B

≤ Kb

λ
|z(s)|+Kb‖U(s, 0)‖B(E)|φ(0)|+

(
Mb + Lφ

)
‖φ‖B

≤ Kb

λ
|z(s)|+KbM̂H‖φ‖B +

(
Mb + Lφ

)
‖φ‖B

≤ Kb

λ
|z(s)|+

(
Mb + Lφ +KbM̂H

)
‖φ‖B.

Hence ∥∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zsλ +xs)

∥∥∥∥
B
≤ Kb

λ
|z(s)|+ cb. (4.32)

Use the function u(·) to get

u(t)

λ
≤ M0L(Kb|u(t)|+ cb) +M0L

(
1 + M̂(‖φ‖+ 1)

)
+

M̂p∗bα

Γ(α + 1)
+

M̂

Γ(α)

∫ t

0

(t− s)α−1|h(s, 0)| ds+
M̂

Γ(α)

∫ t

0

(t− s)α−1q(s) (Kbu(s) + cb) ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s)

(
Kb

λ
u(s) + cb

)
ds.

Then

u(t)

λ
≤ M0L(

Kb

λ
u(t) + cb) +M0L

(
1 + M̂(‖φ‖+ 1)

)
+

M̂p∗bα

Γ(α + 1)

+
M̂

Γ(α)

∫ b

0

(t− s)α−1|h(s, 0)| ds+
M̂

Γ(α)

∫ t

0

(t− s)α−1q(s)
(
Kb

λ
u(s) + cb

)
ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1η(s)

(
Kb

λ
u(s) + cb

)
ds.

Set

ζb := M0Lcb +M0L
(

1 + M̂(‖φ‖+ 1)
)

+
M̂p∗bα

Γ(α + 1)
+

M̂

Γ(α)

∫ b

0

(t− s)α−1|h(s, 0)| ds.

So

Kb

λ

(
1−M0LKb

)
u(t) ≤ Kbζb +

KbM̂

Γ(α)

∫ t

0

(t− s)α−1q(s)
(
Kb

λ
u(s) + cb

)
ds

+
KbM̂

Γ(α)

∫ t

0

(t− s)α−1η(s)

(
Kb

λ
u(s) + cb

)
ds.
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Set ξb := cb +
Kbζb

(1−M0LKb)
. Then

Kb

λ
u(t) + cb ≤ ξb +

KbM̂

(1−M0LKb)Γ(α)

∫ t

0

(t− s)α−1q(s)
(
Kb

λ
u(s) + cb

)
ds

+
KbM̂

(1−M0LKb)Γ(α)

∫ t

0

(t− s)α−1η(s)

(
Kb

λ
u(s) + cb

)
ds.

We consider the function µ de�ned by

µ(t) = sup

{
Kb

λ
u(s) + cb : 0 ≤ s ≤ t

}
, 0 ≤ t ≤ b

Let t? ∈ [0, t] be such that µ(t) =
Kb

λ
u(t?)+cb. By the previous inequality, we have for t ∈ [0, b]

µ(t) ≤ ξb +
KbM̂(q∗ + η∗)

(1−M0LKb)Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ (−∞, 0], then µ(t) = ‖φ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

KbM̂(q∗ + η∗)bα

Γ(α + 1)

]
= Λb

Since ‖z‖ ≤ µ(t), we have ‖z‖ ≤ max{‖φ‖,Λb} := Θb. Since for every t ∈ [0, b], we have
‖z‖ ≤ max{‖φ‖,Λb} := Θb.

Since ‖z‖ ≤ µ(t), we have ‖z‖ ≤ Λb. This shows that the set Σ is bounded. Then the
statement (Av2) in Theorem 1.10.5 does not hold. The nonlinear alternative of Avramescu
implies that (Av1) is satis�ed, we deduce that the operator F + G has a �xed point z?. Then
y?(t) = z?(t) + x(t), t ∈]−∞, b] is a �xed point of the operator N which is a mild solution of
the problem (4.11)− (4.12).

4.8 Examples

To illustrate the previous results, we give in this section six examples.
Example 1. Consider the partial di�erential equation

∂u

∂t
(t, ξ) =

∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds

+

∫ 0

−∞
a3(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds,

t ≥ 0, ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, t ≥ 0,

u(θ, ξ) = u0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π].

(4.33)
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where a0(t, ξ) is a continuous function and is uniformly Hölder continuous in t ; a1, a3 : R− → R
and a2 : [0, π]→ R, ρi : [0,+∞[→ R are continuous functions i = 1, 2.

To study this system, we consider the space E = L2([0, π],R) and the operator A : D(A) ⊂
E → E given by Aw = w′′ with

D(A) := { w ∈ E : w′′ ∈ E, w(0) = w(π) = 0 }

It is well known that A is the in�nitesimal generator of an analytic semigroup {T (t)}t≥0 on E,
with compact resolvent. On the domain D(A), we de�ne the operators A(t) : D(A) ⊂ E → E
by

A(t)x(ξ) = Ax(ξ) + a0(t, ξ)x(ξ).

By assuming that a0(., .) is continuous and that a0(t, ξ) ≤ −δ0 (δ0 > 0) for every t ∈ R, ξ ∈ [0, π],
and speci�c case α = 1 it follows that the system

u′(t) = A(t)u(t) t ≥ s; u(s) = x ∈ E,

has an associated evolution family given by

U(t, s)x(ξ) =

[
T (t− s)exp

(∫ t

s

a0(τ, ξ)dτ

)
x

]
(ξ).

From this expression, it follows that U(t, s) is a compact linear operator and that

‖U(t, s)‖ ≤ e−(1+δ0)(t−s) for every (t, s) ∈ R+ × R+ ; s ≤ t.

Theorem 4.8.1. Let B = BUC(R−;E) and φ ∈ B. Assume that the condition (Hφ) holds,
ρi : R+ −→ R, i = 1, 2, are continuous and the functions a1, a3 : R− → R and a2 : [0, π] → R
are continuous. Then there exists a mild solution of (4.33) on ]−∞,+∞[.

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

h(t, ψ)(ξ) =

∫ 0

−r
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (4.33) into the abstract system
(4.1) − (4.2). Moreover, the function f and h is bounded linear operator. Now, the existence
of mild solutions can be deduced from a direct application of Theorem 4.2.1.
From Remark 1.7.2, we have the following result

Corollary 4.8.1. Let φ ∈ B be continuous and bounded. Then there exists a mild solution of
(4.33) on ]−∞,+∞[.
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Example 2. Consider the partial di�erential equation



∂

∂t

[
u(t, ξ)−

∫ 0

−∞
a4(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

+

∫ 0

−∞
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

t ≥ 0, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, t ≥ 0,

v(θ, ξ) = v0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π].

(4.34)

a4 : R− → R is a continuous function.

Theorem 4.8.2. Let B = BUC(R−;E) and φ ∈ B. Assume that the condition (Hφ) holds,
d : [0, π] → E, ρi : R+ −→ R for i = 1, 2, a1, a3, a4 : R− → R and a2 : [0, π] → R are
continuous. Then there exists a mild solution of (4.34) on ]−∞,+∞[.

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−∞
a3(s)ψ(s, ξ)ds,

h(t, ψ)(ξ) =

∫ 0

−r
a4(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (4.34) into the abstract system
(4.3)− (4.4). Moreover, the function f , g and h is bounded linear operator. Now, the existence
of mild solutions can be deduced from a direct application of Theorem 4.3.1.

From Remark 1.7.2, we have the following result

Corollary 4.8.2. Let φ ∈ B be continuous and bounded. Then there exists a mild solution of
(4.34) on ]−∞,+∞[.
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Example 3. Consider the partial di�erential equation

cDα
0 u(t, ξ) =

∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−r
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds

+

∫ 0

−r
a3(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds,

ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π],

(4.35)

where a1, a3 : [−r, 0]→ R is a continuous function.

Theorem 4.8.3. Let ϕ ∈ C(H,E) . Assume that the condition (Hϕ) holds, ρi : R+ −→ R, i =
1, 2, are continuous and the functions a1, a3 : [−r, 0] → R and a2 : [0, π] → R are continuous.
Then there exists a mild solution of (4.35) on ]− r, b].

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

h(t, ψ)(ξ) =

∫ 0

−r
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (4.35) into the abstract system
(4.1) − (4.2). Moreover, the function f and h is bounded linear operator. Now, the existence
of mild solutions can be deduced from a direct application of Theorem 4.4.1.
From Remark 1.7.1, we have the following result

Corollary 4.8.3. Let ϕ ∈ C(H,E) be continuous and bounded. Then there exists a mild
solution of (4.35) on ]− r, b].

Example 4. Consider the partial di�erential equation

cDα
0

[
u(t, ξ)−

∫ 0

−r
a4(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−r
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

+

∫ 0

−r
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, 0 ≤ t ≤ b,

v(θ, ξ) = v0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π].

(4.36)
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where a4 : [−r, 0]→ R is a continuous function.

Theorem 4.8.4. Let ϕ ∈ C(H,E). Assume that the condition (Hϕ) holds, d : [0, π] → E,
ρi : R+ −→ R for i = 1, 2, a1, a3, a4 : [−r, 0] → R and a2 : [0, π] → R are continuous. Then
there exists a mild solution of (4.36) on ]− r, b].

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−r
a3(s)ψ(s, ξ)ds,

h(t, ψ)(ξ) =

∫ 0

−r
a4(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (4.36) into the abstract system
(4.3)− (4.4). Moreover, the function f , g and h is bounded linear operator. Now, the existence
of mild solutions can be deduced from a direct application of Theorem 4.5.1.

From Remark 1.7.1, we have the following result

Corollary 4.8.4. Let ϕ ∈ C(H,E) be continuous and bounded. Then there exists a mild
solution of (4.36) on ]− r, b].

Example 5. Consider the partial di�erential equation

cDα
0 u(t, ξ) =

∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds

+

∫ 0

−∞
a3(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds,

ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π],

(4.37)

where a1, a3 : (−∞, 0]→ R are continuous functions.

Theorem 4.8.5. Let B = BUC(R−;E) and φ ∈ B. Assume that the condition (Hφ) holds,
ρi : R+ −→ R, i = 1, 2, are continuous and the functions a1, a3 : R− → R and a2 : [0, π] → R
are continuous. Then there exists a mild solution of (4.37) on ]−∞, b].

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,
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h(t, ψ)(ξ) =

∫ 0

−∞
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (4.37) into the abstract system
(4.1) − (4.2). Moreover, the function f and h is bounded linear operator. Now, the existence
of mild solutions can be deduced from a direct application of Theorem 4.6.1.
From Remark 1.7.2, we have the following result

Corollary 4.8.5. Let φ ∈ B be continuous and bounded. Then there exists a mild solution of
(4.37) on ]−∞, b].

Example 6. Consider the partial di�erential equation

cDα
0

[
u(t, ξ)−

∫ 0

−∞
a4(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

+

∫ 0

−∞
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, 0 ≤ t ≤ b,

v(θ, ξ) = v0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π].

(4.38)

where a4 : (−∞, 0]→ R is a continuous function.

Theorem 4.8.6. Let B = BUC(R−;E) and φ ∈ B. Assume that the condition (Hφ) holds,
d : [0, π] → E, ρi : R+ −→ R for i = 1, 2, a1, a3, a4 : R− → R and a2 : [0, π] → R are
continuous. Then there exists a mild solution of (4.38) on ]−∞, b].

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−∞
a3(s)ψ(s, ξ)ds,

h(t, ψ)(ξ) =

∫ 0

−∞
a4(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (4.38) into the abstract system
(4.3)− (4.4). Moreover, the function f , g and h is bounded linear operator. Now, the existence
of mild solutions can be deduced from a direct application of Theorem 4.7.1.

From Remark 1.7.2, we have the following result
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Corollary 4.8.6. Let φ ∈ B be continuous and bounded. Then there exists a mild solution of
(4.38) on ]−∞, b].
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Chapter 5

Controllability Results for Evolution

Equations with State-Dependent Delay

5.1 Introduction

In this chapter, we will prove the controllability of mild solutions for some classes of �rst
order of partial functional and neutral functional di�erential evolution equations with in�nite
state-dependent delay in Fréchet spaces1, then we will show the controllability of mild solutions
for some classes of Caputo's fractional derivative order of partial functional and neutral func-
tional di�erential evolution equations with �nite and in�nite state-dependent delay2 by using
the nonlinear alternative of Avramescu for the sum of contraction and completely continuous
operators on Banach spaces.

The controllability of mild solutions on the real positif interval is demonstrated in section
5.2 for the following class of evolution equations with in�nite state-dependent delay :

y′(t) = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ≥ 0 (5.1)

y0 = φ ∈ B, (5.2)

where B is an abstract phase space to be speci�ed later, f : R+ × B → E, ρ : R+ × B → IR

and φ ∈ B are given functions, the control function u(.) is given in L2(J ;E), the Banach space
of admissible control function with E is a real separable Banach space with the norm | · |, C
is a bounded linear operator from E into E and {A(t)}0≤t<+∞ is a family of linear closed (not
necessarily bounded) operators from E into E that generates an evolution system of operators
{U(t, s)}(t,s)∈R+×R+ for s ≤ t.

An extension of this problem is given in section 5.3, we consider the following class of neutral
evolution equations with in�nite state-dependent delay

d

dt
[y(t)− g(t, yρ(t,yt))] = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ≥ 0 (5.3)

y0 = φ ∈ B, (5.4)

1[11] D. Aoued and S. Baghli-Bendimerad, Controllability of mild solutions for evolution equations with
in�nite state-dependent delay, Europian Journal of Pure and Applied Mathematics, 9 (4), 2016, 383-401.

2[14] D. Aoued, S. Baghli-Bendimerad and M. Benchohra, Controllability of mild solutions for fractional
partial functional and neutral functional evolution equations with state-dependent delay, submitted.
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where A(·), f , φ and C are as in problem (5.1)− (5.2) and g : R+×B → E is a given function.

In section 5.4, we give the controllability of the unique mild solution of the following class
of fractional evolution equations with �nite state-dependent delay

cDα
0 y(t) = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ J = [0, b] (5.5)

y(t) = ϕ(t), t ∈ H = [−r, 0], (5.6)

where 0 < r < +∞, cDα
0 is the standard Caputo's fractional derivative of order α ∈ (0, 1],

f : J × C(H;E)→ E, ρ : J × C(H;E)→ R and ϕ ∈ C(H;E) are given functions, the control
function u(.) is given in L2(J ;E), the Banach space of admissible control function with E is a
real separable Banach space with the norm | · |, C is a bounded linear operator from E into E
and {A(t)}0≤t≤b is a family of linear closed (not necessarily bounded) operators from E into E
that generate an evolution system of operators {U(t, s)}(t,s)∈J×J for 0 ≤ s ≤ t ≤ b.

An extension of this problem is given in section 5.5, we consider the following class of
fractional neutral evolution equations with �nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ J (5.7)

y(t) = ϕ(t), t ∈ H, (5.8)

where A(·), f , u, C and ϕ are as in problem (5.5)− (5.6) and g : J × C(H;E)→ E is a given
function.

In section 5.6, we investigate the controllability of mild solutions of the following class of
fractional evolution equations with in�nite state-dependent delay

cDα
0 y(t) = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ J (5.9)

y0 = φ ∈ B, (5.10)

where cDα
t is the standard Caputo's fractional derivative of order α ∈ (0, 1], f : J × B → E

and φ ∈ B are given functions, the control function u(.) is given in L2(J ;E), the Banach space
of admissible control function with E is a real separable Banach space with the norm | · |, C
is a bounded linear operator from E into E and {A(t)}0≤t≤b is a family of linear closed (not
necessarily bounded) operators from E into E that generate an evolution system of operators
{U(t, s)}(t,s)∈J×J for 0 ≤ s ≤ t ≤ b.

An extension of this problem is given in section 5.7, we consider the following class of
fractional neutral evolution equations with in�nite state-dependent delay

cDα
0 [y(t)− g(t, yρ(t,yt))] = A(t)y(t) + Cu(t) + f(t, yρ(t,yt)), a.e. t ∈ J (5.11)

y0 = φ ∈ B, (5.12)

where A(·), f , u, C and φ are as in problem (5.11) − (5.12) and g : J × B → E is a given
function. Finally, section 5.8 is devoted to examples illustrating the abstract theory considered
in previous sections.
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5.2 Partial Problem with In�nite Delay

Before stating and proving our �rst main result, we de�ne �rstly the corresponding mild solu-
tion of the semilinear evolution problem (5.1)−(5.2) then we de�ne the concept of controllability
for that problem and �nally we expose the properties of state-dependent delay.

De�nition 5.2.1. We say that the function y : R → E is a mild solution of (5.1) − (5.2) if
y(t) = φ(t) for all t ≤ 0 and y satis�es for each t ≥ 0 the following integral equation

y(t) = U(t, 0)φ(0) +

∫ t

0

U(t, s)Cu(s)ds+

∫ t

0

U(t, s) f(s, yρ(s,ys))ds. (5.13)

De�nition 5.2.2. The evolution problem (5.1) − (5.2) is said to be controllable if for every
initial function φ ∈ B, y∗ ∈ E and for some n ∈ N, there is some control u ∈ L2([0, n];E) such
that the mild solution y(·) of (5.1)− (5.2) satis�es the terminal condition y(n) = y∗.

Set R(ρ−) = {ρ(s, φ) : (s, φ) ∈ J × B, ρ(s, φ) ≤ 0}. We always assume that ρ : J × B → R
is continuous. Additionally, we introduce the following hypothesis:

(Hφ) The function t → φt is continuous from R(ρ−) into B and there exists a continuous and
bounded function Lφ : R(ρ−)→ (0,+∞) such that

‖φt‖B ≤ Lφ(t)‖φ‖B for every t ∈ R(ρ−).

Lemma 5.2.1. ([70]) If y : (−∞, b]→ E is a function such that y0 = φ, then

‖ys‖B ≤ (Mb + Lφ)‖φ‖B +Kb sup{|y(θ)|; θ ∈ [0,max{0, s}]}, s ∈ R(ρ−) ∪ J,

where Lφ = sup
t∈R(ρ−)

Lφ(t).

Proposition 5.2.1. From (Hφ), (A1) and Lemma (5.2.1), for all t ∈ [0, n] and n ∈ N we have

‖yρ(t,yt)‖B ≤ Kn|y(t)|+ (Mn + Lφ)‖φ‖B.

We will need to introduce the following hypothesis which are assumed thereafter :

(H0) U(t, s) is compact for t− s > 0.

(H1) There exists a constant M̂ ≥ 1 such that ‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆.

(H2) There exists a function p ∈ L1
loc(J ;R+) and a continuous nondecreasing function ψ :

R+ → (0,+∞) and such that

|f(t, u)| ≤ p(t) ψ(‖u‖B) for a.e. t ∈ J and each u ∈ B.

(H3) For all R > 0, there exists lR ∈ L1
loc(J ;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖B

for all u, v ∈ B with ‖u‖B ≤ R and ‖v‖B ≤ R.
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(H4) For each n ∈ N, the linear operator W : L2([0, n];E)→ E is de�ned by

Wu =

∫ n

0

U(n, s)Cu(s)ds,

has a pseudo invertible operator W̃−1 which takes values in L2([0, n];E)/ kerW and there
exists positive constants M̃ and M̃1 such that ‖C‖ ≤ M̃ and ‖W̃−1‖ ≤ M̃1.

For the construction of W̃−1 see the paper of Carmichael et al. [38].

Consider the following space B+∞ =
{
y : R→ E : y|[0,b] continuous for b > 0 and y0 ∈ B

}
,

where y|[0,b] is the restriction of y to the real compact interval [0, b].

Let us �x τ > 1. For every n ∈ N, we de�ne in B+∞ the semi-norms by :

‖y‖n := sup
t∈[0,n]

e−τ L∗n(t) |y(t)|

where L∗n(t) =

∫ t

0

ln(s) ds , ln(t) = KnM̂ln(t) and ln is the function from (H3).

Then B+∞ is a Fréchet space with the family of semi-norms ‖ · ‖n∈N.

Theorem 5.2.1. Assume that the hypotheses (Hφ) and (H0) − (H4) hold and moreover for
each n ∈ N, there exists a constant Mn

? > 0 such that

Mn
?

αn +KnM̂(M̂M̃M̃1n+ 1) ψ(Mn
? ) ‖p‖L1

> 1, (5.14)

with αn = KnM̂M̃M̃1n|y∗| +
[
Mn + Lφ +KnM̂H

(
M̂M̃M̃1n+ 1

)]
‖φ‖B. Then the evolution

problem (5.1)− (5.2) is controllable on R.

Proof. We transform the problem (5.1) − (5.2) into a �xed-point problem. Consider the
operator N : B+∞ → B+∞ de�ned by :

N(y)(t) =


φ(t), if t ≤ 0;

U(t, 0) φ(0) +

∫ t

0

U(t, s) C uy(s)ds+

∫ t

0

U(t, s) f(s, yρ(s,ys))ds, if t ∈ J.

Clearly, �xed points of the operator N are mild solutions of the problem (5.1)− (5.2).

Using assumption (H4), for arbitrary function y(·), we de�ne the control

uy(t) = W̃−1
[
y∗ − U(n, 0) φ(0)−

∫ n

0

U(n, τ) f(τ, yρ(τ,yτ )) dτ

]
(t).

Applying (H2), we get

|uy(t)| ≤ M̃1

[
|y∗|+ M̂H‖φ‖B + M̂

∫ n

0

p(τ) ψ(‖yρ(τ,yτ )‖B)dτ

]
. (5.15)

We shall show that using this control the operator N has a �xed point y(·). Then y(·) is a
mild solution of the evolution system (2.1).
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For φ ∈ B, we will de�ne the function x(.) : R → E by x(t) = φ(t) for t ≤ 0 and
x(t) = U(t, 0) φ(0) for t ∈ J. Then x0 = φ. For each function z ∈ B+∞ with z(0) = 0, we
denote by z the function de�ned by z(t) = 0 for t ≤ 0 and z(t) = z(t) for t ∈ J.

If y(·) satis�es (5.13), we can decompose it as y(t) = z(t) + x(t), t ≥ 0, which implies
yt = zt + xt, for every t ∈ J and the function z(·) satis�es for t ∈ J

z(t) =

∫ t

0

U(t, s) C uz+x(s)ds+

∫ t

0

U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs))ds.

Let B0
+∞ = {z ∈ B+∞ : z0 = 0 ∈ B} . For any z ∈ B0

+∞ we have ‖z‖+∞ = sup
s≥0
|z(s)|.

Thus (B0
+∞, ‖ · ‖+∞) is a Banach space. We de�ne the operators F,G : B0

+∞ → B0
+∞ by

F (z)(t) =

∫ t

0

U(t, s) C uz+x(s)ds and G(z)(t) =

∫ t

0

U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs))ds.

Obviously the operator N has a �xed point is equivalent to F + G has one, so it turns to
prove that F + G has a �xed point. The proof will be given in several steps. First we show
that F is continuous and compact.
Step 1 : F is continuous. Let (zn)n∈N be a sequence in B0

+∞ such that zn → z in B0
+∞. By

(H1), (H4) and (5.15), we get for every t ∈ [0, n]

|F (zn)(t)− F (z)(t)| ≤ M̂M̃

∫ t

0

|uzn+x(s)− uz+x(s)|ds

≤ M̂2M̃M̃1

∫ t

0

∫ n

0

|f(τ, znρ(τ,znτ+xτ ) + xρ(τ,znτ+xτ ))

−f(τ, zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))|dτds

≤ M̂2M̃M̃1n

∫ n

0

|f(s, znρ(s,zns+xs) + xρ(s,zns+xs))− f(s, zρ(s,zs+xs) + xρ(s,zs+xs))|ds.

Since f is continuous, we obtain by the Lebesgue Dominated Convergence theorem

|F (zn)(t)− F (z)(t)| → 0 as n→ +∞.

Thus F is continuous.
Step 2 : F maps bounded sets of B0

+∞ into bounded sets. For any d > 0, there exists a positive
constant ` such that for each z ∈ Bd = {z ∈ B0

+∞ : ‖z‖n ≤ d} one has ‖F (z)‖n ≤ `. Let
z ∈ Bd. By (H1), (H2) and (5.15), we have for each t ∈ [0, n]

|F (z)(t)| ≤ M̂M̃

∫ t

0

M̃1

[
|ŷ|+ M̂H‖φ‖B

+M̂

∫ n

0

p(τ) ψ(‖zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ )‖B) dτ

]
ds

≤ M̂M̃M̃1n

[
|ŷ|+ M̂H‖φ‖B + M̂

∫ n

0

p(s) ψ(‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B)ds

]
.

Using Proposition (5.2.1), we get

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kn|z(s)|+ (Mn + Lφ)‖z0‖B +Kn|x(s)|+ (Mn + Lφ)‖x0‖B
≤ Kn|z(s)|+Kn‖U(s, 0)‖B(E)|φ(0)|+ (Mn + Lφ)‖φ‖B
≤ Kn|z(s)|+ (Mn + Lφ +KnM̂H)‖φ‖B.
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Set cn := (Mn + Lφ +KnM̂H)‖φ‖B, then we obtain

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kn|z(s)|+ cn. (5.16)

Since z ∈ Bd, then we have for δn := Knd+ cn

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kn|z(s)|+ cn ≤ δn. (5.17)

Using the nondecreasing character of ψ, we get for each t ∈ [0, n]

|F (z)(t)| ≤ M̂M̃M̃1n
[
|ŷ|+ M̂H‖φ‖B + M̂ψ(δn)‖p‖L1

]
:= %.

Thus there exists a positive number % such that ‖F (z)‖n ≤ %. Hence F (Bd) ⊂ B%.
Step 3 : F maps bounded sets into equi-continuous sets of B0

+∞. We consider Bd as in Step 2
and we show that F (Bd) is equi-continuous. Let τ1, τ2 ∈ J with τ2 > τ1 and z ∈ Bd. Then

|F (z)(τ2)− F (z)(τ1)| ≤
∫ τ1

0

‖U(τ2, s)− U(τ1, s)‖B(E) ‖C‖|uz+x(s)| ds

+

∫ τ2

τ1

‖U(τ2, s)‖B(E) ‖C‖|uz+x(s)| ds.

By the inequalities (5.15) and (5.16) and using the nondecreasing character of ψ, we get

|uz+x(t)| ≤ M̃1

[
|y∗|+ M̂H‖φ‖B + M̂ ψ(δn) ‖p‖L1

]
:= ω. (5.18)

Then

|F (z)(τ2)− F (z)(τ1)| ≤ ‖C‖B(E) ω

∫ τ1

0

‖U(τ2, s)− U(τ1, s)‖B(E) ds

+ ‖C‖B(E) ω

∫ τ2

τ1

‖U(τ2, s)‖B(E) ds.

Noting that |F (z)(τ2) − F (z)(τ1)| tends to zero as τ2 − τ1 → 0 independently of z ∈ Bd.
The right-hand side of the above inequality tends to zero as τ2 − τ1 → 0. Since U(t, s) is a
strongly continuous operator and the compactness of U(t, s) for t > s implies the continuity in
the uniform operator topology (see [7, 90]). As a consequence of Steps 1 to 3 together with the
Arzelá-Ascoli theorem it su�ces to show that the operator F maps Bd into a precompact set
in E.

Let t ∈ J be �xed and let ε be such that 0 < ε < t. For z ∈ Bd we de�ne

Fε(z)(t) = U(t, t− ε)
∫ t−ε

0

U(t− ε, s) C uz+x(s) ds.

Since U(t, s) is a compact operator, the set Zε(t) = {Fε(z)(t) : z ∈ Bd} is pre-compact in E
for every ε su�ciently small, 0 < ε < t. Moreover using (5.18), we have

|F (z)(t)− Fε(z)(t)| ≤
∫ t

t−ε
‖U(t, s)‖B(E) ‖C‖ |uz+x(s)| ds

≤ ‖C‖B(E) ω

∫ t

t−ε
‖U(t, s)‖B(E) ds.



5.1 Evo. Equa. with In�nite S.D.D. 111

Therefore there are precompact sets arbitrary close to the set {F (z)(t) : z ∈ Bd}. Hence the
set {F (z)(t) : z ∈ Bd} is precompact in E. So we deduce from Steps 1, 2 and 3 that F is a
continuous compact operator.
Step 4 : We shall show now that the operator G is a contraction. Indeed, consider z, z ∈ B0

+∞.
By (H1), (H3) and (5.17), we get for each t ∈ [0, n] and n ∈ N

|G(z)(t)−G(z)(t)| ≤
∫ t

0

M̂ ln(s) ‖zρ(s,zs+xs) − zρ(s,zs+xs)‖Bds

≤
∫ t

0

M̂ Kn ln(s) |z(s)− z(s)|ds

≤
∫ t

0

[
ln(s) eτL

∗
n(s)
] [

e−τL
∗
n(s) |z(s)− z(s)|

]
ds

≤
∫ t

0

[
eτ L∗n(s)

τ

]′
ds ‖z − z‖n

≤ 1

τ
eτ L∗n(t) ‖z − z‖n.

Therefore,

‖G(z)−G(z)‖n ≤
1

τ
‖z − z‖n.

So, the operator G is a contraction for all n ∈ N.
Step 5 : To apply Theorem (1.10.2), we must check (C2) : i.e. it remains to show that the

following set is bounded E =
{
z ∈ B0

+∞ : z = λ F (z) + λ G
(z
λ

)
for some 0 < λ < 1

}
.

Let z ∈ E . By (5.15), we have for each t ∈ [0, n]

|z(t)|
λ

≤ M̂M̃M̃1n
[
|ŷ|+ M̂H‖φ‖B

]
+ M̂2M̃M̃1n

∫ n

0

p(s) ψ
(
‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B

)
ds

+ M̂

∫ t

0

p(s) ψ
(∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zs

λ
+xs)

∥∥∥
B

)
ds.

Using the �rst inequality in (5.16), we get

∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zs

λ
+xs)

∥∥∥
B
≤ Kn|z(s)|

λ
+
Mn + Lφ

λ
‖z0‖B

+ Kn|x(s)|+
(
Mn + Lφ

)
‖x0‖B

≤ Kn|z(s)|
λ

+Kn‖U(s, 0)‖B(E)|φ(0)|+
(
Mn + Lφ

)
‖φ‖B

≤ Kn|z(s)|
λ

+
(
KnM̂H +Mn + Lφ

)
‖φ‖B.

Then, we get ∥∥∥zρ(s, zsλ +xs)

λ
+ xρ(s, zs

λ
+xs)

∥∥∥
B
≤ Kn|z(s)|

λ
+ cn. (5.19)
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By the previous inequality and the nondecreasing character of ψ, we obtain

|z(t)|
λ

≤ M̂M̃M̃1n
[
|ŷ|+ M̂H‖φ‖B

]
+ M̂2M̃M̃1n

∫ n

0

p(s) ψ(Kn|z(s)|+ cn)ds

+ M̂

∫ t

0

p(s) ψ

(
Kn|z(s)|

λ
+ cn

)
ds.

Consider the function ũ(t) := supθ∈[0,t] |z(θ)|. Then by the nondecreasing character of ψ, we
get for λ < 1 and for t ∈ [0, n]

ũ(t)

λ
≤ M̂M̃M̃1n

[
|ŷ|+ M̂H‖φ‖B

]
+ M̂

(
M̂M̃M̃1n+ 1

)∫ n

0

p(s) ψ

(
Knũ(s)

λ
+ cn

)
ds.

We consider the function µ de�ned by µ(t) = sup
s∈[0,t]

Knũ(s)
λ

+ cn for t ∈ J . Let t? ∈ [0, t] be

such that µ(t) = Knu(t?)
λ

+ cn. If t? ∈ [0, n], by the previous inequality and the nondecreasing

character of ψ, we have for αn := cn +KnM̂M̃M̃1n
[
|ŷ|+ M̂H‖φ‖B

]
µ(t) ≤ αn +KnM̂

(
M̂M̃M̃1n+ 1

)∫ n

0

p(s) ψ(µ(s)) ds.

Consequently,
‖z‖n

αn +KnM̂
(
M̂M̃M̃1n+ 1

)
ψ(‖z‖n)‖p‖L1

≤ 1.

Then by the condition (5.14), there exists a constant Mn
? such that µ(t) ≤ Mn

? . Since
‖z‖n ≤ µ(t), we have ‖z‖n ≤ Mn

? . This shows that the set E is bounded, i.e. the statement
(C2) in Theorem (1.10.2) does not hold. Then the Avramescu's nonlinear alternative ([18])
implies that (C1) holds : i.e. the operator F + G has a �xed-point z?. Then, there exists
at least y?(t) = z?(t) + x(t), t ∈ R which is a �xed point of the operator N , which is a mild
solution of the problem (5.1)− (5.2). Thus the evolution system (5.1)− (5.2) is controllable on
R. Then, the proof is complete.

5.3 Neutral Problem with In�nite Delay

Before stating and proving our second main result, we de�ne �rstly the corresponding mild
solution then we de�ne the concept of controllability for that problem.

De�nition 5.3.1. We say that the function y(·) : R→ E is a mild solution of (5.3)− (5.4) if
y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0)[φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +

∫ t

0

U(t, s)A(s)g(s, yρ(s,ys))ds

+

∫ t

0

U(t, s)Cu(s)ds+

∫ t

0

U(t, s)f(s, yρ(s,ys))ds for each t ≥ 0.

(5.20)

De�nition 5.3.2. The neutral evolution problem (5.3) − (5.4) is said to be controllable if for
every initial function φ ∈ B, y∗ ∈ E and n ∈ N, there is some control u ∈ L2([0, n];E) such
that the mild solution y(·) of (5.3)− (5.4) satis�es y(n) = y∗.
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We consider the function ρ : J × B −→ R satis�es the hypothesis (Hφ) and the Lemma
(5.2.1). We assume here that the hypotheses (H0) − (H4) hold and we need the following
assumptions :

(H5) There exists a constant M0 > 0 such that ‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H6) There exists a constant 0 < L <
1

M0Kn

, such that

|A(t) g(t, φ)| ≤ L (‖φ‖B + 1) for all t ∈ J and φ ∈ B.

(H7) There exists a constant L∗ > 0 such that

|A(s) g(s, φ)− A(s) g(s, φ)| ≤ L∗ (|s− s|+ ‖φ− φ‖B)

for all s, s ∈ J and φ, φ ∈ B.

(H8) The function g is completely continuous and for each bounded sub-setQ ⊂ B, the mapping
{t −→ g(t, xρ(s,ys))} is equicontinous in C(J,E).

Theorem 5.3.1. Suppose that the hypotheses (H0)− (H8) are satis�ed and moreover

M??

γn +
KnM̂

1−M0LKn

(
M̂M̃M̃1n+ 1

)
[M?? + ψ(M??)] ψ(‖z‖n)‖ζ‖L1

> 1, (5.21)

where ζ(t) = max(L; p(t)) and γn = (Mn + Lφ +KnM̂H)‖φ‖B +
Knβn

1−M0LKn

with

βn =
[
(M̂ + 1)M0L+ M̂Ln

] [
M̂M̃M̃1n+ 1

]
+ M̂M̃M̃1n

(
1 +KnM0L

)
|ŷ|

+
[(
M̂M̃M̃1n+ 1

)
M0L

[
M̂ +Mn + Lφ

]
+ M̂H

(
M̂M̃M̃1n+M0LKn

)]
‖φ‖B.

Then the neutral evolution problem (5.3)− (5.4) is controllable on R.

Proof. Consider the operator Ñ : B+∞ → B+∞ de�ned by :

Ñ(y)(t) =



φ(t), if t ≤ 0;

U(t, 0) [φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +

∫ t

0

U(t, s)A(s)g(s, yρ(s,ys))ds

+

∫ t

0

U(t, s)Cu(s)ds+

∫ t

0

U(t, s)f(s, yρ(s,ys))ds, if t ∈ J.

Then, �xed points of the operator Ñ are mild solutions of the problem (5.3)− (5.4).
Using assumption (H4), for arbitrary function y(·), we de�ne the control

uy(t) = W̃−1 [
y∗ − U(n, 0) (φ(0)− g(0, φ))− g(n, yρ(n,yn))

−
∫ n

0

U(n, τ)A(τ)g(τ, yρ(τ,yτ ))dτ −
∫ n

0

U(n, τ)f(τ, yρ(τ,yτ ))dτ

]
(t).
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Noting that by (H1), (H2), (H4), (H5) and (H7) we get

|uy(t)| ≤ M̃1

[
|y∗|+ M̂

(
H +M0L

)
‖φ‖B +

(
M̂ + 1

)
M0L+ M̂Ln

]
+ M̃1M0L‖yρ(n,yn)‖B + M̃1M̂L

∫ n

0

‖yρ(τ,yτ )‖Bdτ

+ M̃1M̂

∫ n

0

p(τ)ψ(‖yρ(τ,yτ )‖B)dτ.

(5.22)

Using this control the operator Ñ has a �xed point y(·). Then y(·) is a mild solution of the
neutral evolution system (5.3)− (5.4).

For φ ∈ B, we will de�ne the function x(.) : R → E by x(t) = φ(t) for t ≤ 0 and
x(t) = U(t, 0) φ(0) for t ∈ J. Then x0 = φ. For each function z ∈ B+∞ with z(0) = 0, we
denote by z the function de�ned by z(t) = 0 for t ≤ 0 and z(t) = z(t) for t ∈ J.

If y(·) satis�es (5.20), we decompose it as y(t) = z(t)+x(t), t ≥ 0, which implies yt = zt+xt,
for every t ∈ J and the function z(·) satis�es z0 = 0 and for t ∈ J , we get

z(t) = g(t, zρ(t,zt+xt) + xρ(t,zt+xt))− U(t, 0)g(0, φ)

+

∫ t

0

U(t, s)A(s)g(s, zρ(s,zs+xs) + xρ(s,zs+xs))ds+

∫ t

0

U(t, s)Cuz+x(s)ds

+

∫ t

0

U(t, s)f(s, zρ(s,zs+xs) + xρ(s,zs+xs))ds.

Let us de�ne the operators F̃ , G : B0
+∞ −→ B0

+∞ by

F̃ (z)(t) = g(t, zρ(t,zt+xt) + xρ(t,zt+xt))− U(t, 0)g(0, φ)

+

∫ t

0

U(t, s)A(s)g(s, zρ(s,zs+xs) + xρ(s,zs+xs))ds+

∫ t

0

U(t, s)Cuz+x(s)ds

and G(z)(t) =

∫ t

0

U(t, s)f(s, zρ(s,zs+xs) + xρ(s,zs+xs))ds.

Obviously the operator Ñ has a �xed point is equivalent to F̃ + G has one, so it turns to
prove that F̃ +G has a �xed point.

We can show as in Section 3 that the operator F̃ is continuous and compact and the
operator G is a contraction. For applying Avramescu's nonlinear alternative, we must check
(C2) in Theorem (1.10.2): i.e. it remains to show that the following set

Ẽ =
{
z ∈ B0

+∞ : z = λF̃ (z) + λG
(z
λ

)
for some 0 < λ < 1

}
is bounded.
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Let z ∈ Ẽ . Then, using (H1)− (H6) and (5.22), we have for each t ∈ [0, n]

|z(t)|
λ

≤
[
(M̂ + 1)M0L+ M̂Ln

] [
M̂M̃M̃1n+ 1

]
+ M̂M̃M̃1n|ŷ|

+ M̂
[
M0L

(
M̂M̃M̃1n+ 1

)
+ M̂M̃M̃1nH

]
‖φ‖B

+ M̂M̃M̃1M0Ln‖zρ(n,zn+xn) + xρ(n,zn+xn)‖B

+ M0L‖zρ(t,zt+xt) + xρ(t,zt+xt)‖B + M̂L

∫ t

0

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ds

+ M̂2M̃M̃1Ln

∫ n

0

‖
(
zρ(τ,zτ+xτ )

)
+ xρ(τ,zτ+xτ )‖B dτ

+ M̂2M̃M̃1n

∫ n

0

p(τ) ψ(‖
(
zρ(τ,zτ+xτ )

)
+ xρ(τ,zτ+xτ )‖B) dτ

+ M̂

∫ t

0

p(s) ψ
(∥∥∥zρ(s, zτλ +xs)

λ
+ xρ(s, zs

λ
+xs)

∥∥∥
B

)
ds.

By Proposition (5.2.1), we obtain ‖zρ(n,zn+xn) + xρ(n,zn+xn)‖B ≤ Kn|ŷ|+ (Mn + Lφ)‖φ‖B. Using
the inequalities (5.16) and (5.19), we have

|z(t)|
λ

≤
[
(M̂ + 1)M0L+ M̂Ln

] [
M̂M̃M̃1n+ 1

]
+ M̂M̃M̃1n|ŷ|

+ M̂
[
M0L

(
M̂M̃M̃1n+ 1

)
+ M̂M̃M̃1nH

]
‖φ‖B

+ M̂M̃M̃1M0Ln
(
Kn|ŷ|+ (Mn + Lφ)‖φ‖B

)
+ M0L

(
Kn|z(t)|+ (Mn + Lφ +KnM̂H)‖φ‖B

)
+ M̂L

∫ t

0

(Kn|z(s)|+ cn) ds+ M̂2M̃M̃1Ln

∫ n

0

(Kn|z(τ)|+ cn) dτ

+ M̂2M̃M̃1n

∫ n

0

p(τ) ψ (Kn|z(τ)|+ cn) dτ

+ M̂

∫ t

0

p(s) ψ

(
Kn|z(s)|

λ
+ cn

)
ds.

We consider the function ũ(t) := sup
θ∈[0,t]

|z(θ)| then by the nondecreasing character of ψ,

we obtain for βn :=
[
(M̂ + 1)M0L+ M̂Ln

] [
M̂M̃M̃1n+ 1

]
+ M̂M̃M̃1n

(
1 +KnM0L

)
|ŷ| +[(

M̂M̃M̃1n+ 1
)
M0L

[
M̂ +Mn + Lφ

]
+ M̂H

(
M̂M̃M̃1nM0LKn

)]
‖φ‖B and for λ < 1,

ũ(t)

λ

(
1−M0LKn

)
≤ βn + M̂L

(
M̂M̃M̃1n+ 1

)∫ n

0

(
Knũ(s)

λ
+ cn

)
ds

+ M̂
(
M̂M̃M̃1n+ 1

)∫ n

0

p(s) ψ

(
Knũ(s)

λ
+ cn

)
ds.

We consider the function µ de�ned by µ(t) = sup
s∈[0,t]

Knũ(s)

λ
+ cn for t ∈ J .

Let t? ∈ [0, t] be such that µ(t) = Knu(t?)
λ

+ cn. By the previous inequality, we have for γn :=
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cn +
Knβn

1−M0LKn

, then we obtain for t ∈ [0, n]

µ(t) ≤ γn +
KnM̂

1−M0LKn

(
M̂M̃M̃1n+ 1

)∫ n

0

[Lµ(s) + p(s) ψ(µ(s))] ds

Set ζ(t) := max(L; p(t)) for t ∈ [0, n]. Consequently, we get

‖z‖n

γn +
KnM̂

1−M0LKn

(
M̂M̃M̃1n+ 1

)
[‖z‖n + ψ(‖z‖n)] ψ(‖z‖n)‖ζ‖L1

≤ 1.

Then by the condition (5.21), there exists a constant Mn
?? such that µ(t) ≤ Mn

??. Since
‖z‖n ≤ µ(t), we have ‖z‖n ≤ Mn

??. This shows that the set Ẽ is bounded, i.e. the statement
(C2) in Theorem (1.10.2) does not hold. Then the nonlinear alternative due to Avramescu
([18]) implies that (C1) holds : i.e. the operator F̃ + G has a �xed-point z??. Then, there
exists at least y??(t) = z??(t) + x(t), t ∈ R which is a �xed point of the operator Ñ , which is a
mild solution of the problem (5.3) − (5.4). Thus the neutral evolution system (5.3) − (5.4) is
controllable on R. Then, the proof is complete.

5.4 Fractional Partial Problem with Finite Delay

Before stating and proving the main result, we give �rst the de�nition of mild solution of the
semilinear evolution problem (5.5)− (5.6).

Lemma 5.4.1. The system (5.5)− (5.6) is equivalent to the nonlinear integral equation

y(t) = ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1Cu(s)ds

+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, yρ(s,ys)) ds.

(5.23)

In other words, every solution of the integral equation (5.33) is also solution of the system
(5.5)− (5.6) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(5.5)− (5.6), and using some classical results from fractional calculus to get (5.33).

De�nition 5.4.1. We say that the function y(·) : [−r, b]→ E is a mild solution of (5.5)− (5.6)
if y(t) = ϕ(t) for all t ∈ H and y satis�es the following integral equation

y(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)Cu(s)ds

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds t ∈ J.
(5.24)

Set
R(ρ−) = {ρ(s, ϕ) : (s, ϕ) ∈ J × C(H;E), ρ(s, ϕ) ≤ 0}.

We always assume that ρ : J ×C(H;E)→ R is continuous. Additionally, we introduce the
following hypothesis:
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(Hϕ) The function t→ ϕt is continuous from R(ρ−) into C(H;E) and there exists a continuous
and bounded function Lϕ : R(ρ−)→ (0,∞) such that

‖ϕt‖ ≤ Lϕ(t)‖ϕ‖ for every t ∈ R(ρ−).

We will need to introduce the following hypothesis which are assumed thereafter :

(H
′
1) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆.

(H
′
2) There exist two functions p, q ∈ L1

loc(J ;R+) such that

|f(t, u)| ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ C(H;E).

(H
′
3) For all R > 0, there exists lR ∈ L1

loc(J ;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖

for all u, v ∈ C(H;E) with ‖u‖ ≤ R and ‖v‖ ≤ R.

(H
′
4) The linear operator W : L2(J ;E)→ E is de�ned by

Wu =

∫ b

0

U(b, s)Cu(s)ds,

has an induced invertible operator W̃−1 which takes values in L2(J ;E)/ kerW and there
exists positive constants M̃ and M̃1 such that

‖C‖ ≤ M̃ and ‖W̃−1‖ ≤ M̃1.

Theorem 5.4.1. Suppose that the hypotheses (H
′
1) − (H

′
4) are satis�ed and moreover there

exists a constant M? > 0 such that

M?

δb +
M̂q∗[M̂M̃M̃1 + Γ(α)]

αΓ(α)2
M? b

α

> 1 (5.25)

with

δb := (M̂ + Lϕ)‖ϕ‖+
KbM̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B

]
+
KbM̂p∗bα[αM̂M̃M̃1b+ Γ(α)]

αΓ(α)2
.

Then the problem (5.5)− (5.6) has a unique controllable mild solution on [−r, b].

Proof. Transform the problem (5.5) − (5.6) into a �xed-point problem. Consider the
operator N : Bb → Bb de�ned by :

N(y)(t) =



ϕ(t), if t ∈ [−r, 0];

U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) C uy(s) ds

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s, yρ(s,ys)) ds, if t ∈ J.

(5.26)
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Using assumption (H
′
3), for arbitrary function y(·), we de�ne the control

uy(t) = W̃−1
[
y1 − U(b, 0) ϕ(0)− 1

Γ(α)

∫ b

0

(t− s)α−1 U(b, s) f(s, yρ(s,ys)) ds

]
(t).

Noting that, we have

|uy(t)| ≤ ‖W̃−1‖
[
|y1|+ ‖U(t, 0)‖B(E)|ϕ(0)|

+
1

Γ(α)

∫ b

0

(t− τ)α−1‖U(b, τ)‖B(E)|f(τ, yρ(τ,yτ ))|dτ
]
.

From (H
′
2), we get

|uy(t)| ≤ M̃1

[
|y1|+ M̂H‖ϕ‖B +

M̂

Γ(α)

∫ b

0

(t− τ)α−1
[
p(τ) + q(τ)‖yρ(τ,yτ )‖B

]
ds

]
(5.27)

Clearly, �xed points of the operator N are mild solutions of the problem (5.5)− (5.6).

Let y be a possible solution of the problem (5.5) − (5.6). Given t ≤ b, then from (H
′
1),

(H
′
2), (Hϕ) and Lemma 5.2.1, we have for each t ∈ [0, b]

|y(t)| ≤ ‖U(t, 0)‖B(E)|ϕ(0)|+ 1

Γ(α)

∫ t

0

(t− s)α−1 ‖U(t, s)‖B(E) |f(s, yρ(s,ys))| ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) ‖C‖ |uy(s)| ds

≤ M̂‖ϕ‖+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

+
M̂M̃

Γ(α)

∫ t

0

(t− s)α−1|uy(s)| ds

≤ M̂‖ϕ‖+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

+
M̂M̃

Γ(α)

∫ t

0

M̃1

[
|y1|+ M̂H‖φ‖B

+
M̂

Γ(α)

∫ b

0

(t− s)α−1
[
p(τ) + q(τ)‖yρ(τ,yτ )‖dτ

]]
ds

It follows that

|y(t)|+ Lϕ‖ϕ‖ ≤ M̂‖ϕ‖+ Lϕ‖ϕ‖+
M̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B

]
+

M̂bαp∗(Γ(α) + M̂M̃M̃1b)

αΓ2(α)

+
M̂q∗(Γ(α) + M̂M̃M̃1b)

Γ2(α)

∫ b

0

(t− s)α−1 [|y(s) + Lϕ‖ϕ‖] ds
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Set

δb := (M̂ + Lϕ)‖ϕ‖+
M̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B

]
+
M̂bαp∗(Γ(α) + M̂M̃M̃1b)

αΓ2(α)
.

We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [−r, b] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
M̂q∗(Γ(α) + M̂M̃M̃1b)

Γ2(α)

∫ b

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. Consequently,

‖z‖n

δb +
M̂q∗[M̂M̃M̃1 + Γ(α)]

αΓ(α)2
‖z‖n bα

≤ 1.

Then by (5.25), there exists a constant M? such that µ(t) ≤ M? Since ‖y‖ ≤ µ(t),Since for
every t ∈ [0, b] we have ‖y‖ ≤ max{‖ϕ‖,M?} := Θb.

Set
Y = { y ∈ C([−r, b];E) : sup{|y(t)| : 0 ≤ t ≤ b} ≤ Θb + 1}.

Clearly, Y is a closed subset of C([−r, b];E).

We shall show that N : Y → C([−r, b];E) is a contraction operator.
Indeed, consider y, y ∈ Y , thus using (H

′
1) and (H

′
3) for each t ∈ [0, b]

|N(y)(t)−N(y)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, yρ(s,ys))− f(s, yρ(s,ys))
∣∣ ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) ‖C‖ |uy(s)− uy| ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds

+
M̂M̃

Γ(α)

∫ t

0

(t− s)α−1M̃1M̂

∫ b

0

|f(τ, yρ(τ,yτ ))

− f(τ, yρ(τ,yτ ))| dτ ds

Using (Hϕ) and Lemma 5.2.1, we obtain

|N(y)(t)−N(y)(t)| ≤ M̂l∗b
Γ(α)

∫ t

0

(t− s)α−1 |y(s)− y(s)| ds

+
M̂2M̃M̃1l

∗
bb
α

Γ(α + 1)Γ(α)

∫ t

0

(t− s)α−1 |y(s)− y(s)| ds

≤ M̂l∗bb
α

Γ(α + 1)
‖y − y‖+

M̂2M̃M̃1l
∗
bb
α

Γ(α + 1)Γ(α)
‖y − y‖
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Therefore,

‖N(y)−N(y)‖n ≤
M̂l∗bb

α(Γ(α) + M̂M̃M̃1)

Γ(α + 1)Γ(α)
‖y − y‖.

So, for
M̂l∗bb

α(Γ(α) + M̂M̃M̃1)

Γ(α + 1)Γ(α)
< 1 the operator N is a contraction . From the choice

of Y there is no y ∈ ∂Y n such that y = λ N(y), λ ∈ (0, 1). Then the statement (C2) in
Theorem 1.10.4 does not hold. The nonlinear alternative of Frigon and Granas shows that
(C1) holds. Thus, we deduce that the operator N has a unique �xed-point y? which is the
unique controllable mild solution of the problem (5.5)− (5.6).

5.5 Fractional Neutral Problem with Finite Delay

In this section, we give controllability result for the neutral functional fractional di�erential
evolution problem with in�nite delay (5.7)− (5.8). Firstly, we de�ne its mild solution.

Lemma 5.5.1. The system (5.7)− (5.8) is equivalent to the nonlinear integral equation

y(t) = [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (5.28)

+
1

Γ(α)

∫ t

0

U(t, s)Cu(s)ds+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, yρ(s,ys)) ds.

In other words, every solution of the integral equation (5.28) is also solution of the system
(5.7)− (5.8) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(5.7)− (5.8), and using some classical results from fractional calculus to get (5.28).

De�nition 5.5.1. We say that the function y(·) : [−r, b]→ E is a mild solution of (5.7)− (5.8)
if y(t) = ϕ(t) for all t ∈ H and y satis�es the following integral equation

y(t) = U(t, 0)[ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)Cu(s)ds for each t ∈ J.

(5.29)

De�nition 5.5.2. The neutral evolution problem (5.7) − (5.8) is said to be controllable on
[−r, b] if for every initial function ϕ ∈ C(H;E) and y1 ∈ E there exists a control u ∈ L2(J ;E)
such that the mild solution y(·) of (5.7)− (5.8) satis�es y(b) = y1.

We consider the hypotheses (Hϕ), (H1)− (H3) and we need the following assumptions

(H
′
5) There exists a constant L? > 0 such that

|A(s)g(s, ϕ)− A(s)g(s, ϕ)| ≤ L? (|s− s|+ ‖ϕ− ϕ‖)

for all ϕ, ϕ ∈ C(H;E).
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(H
′
6) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H
′
7) There exists a constant 0 < L <

1

M0Kb

such that

|A(t) g(t, ϕ)| ≤ L (‖ϕ‖+ 1) for all t ∈ J and ϕ ∈ C(H;E).

(H
′
8) The function g is completely continuous and for any bounded set Q ⊆ B the set
{t→ g(t, xt) : x ∈ Q} is equi-continuous in C(J ;E).

Theorem 5.5.1. Suppose that the hypotheses (H
′
1) − (H

′
8) are satis�ed and moreover there

exists a constant M?? > 0 with

M??

βb +
M̂q∗[M̂M̃M̃1b+ Γ(α)]

αΓ(α)2
M?? bα

> 1, (5.30)

where βb = Lϕ‖ϕ‖+
δb

(1−M0L)
and

δb : = M̃1M0L|y1|+ M̂‖ϕ‖+M0L (Lϕ‖ϕ‖+ 1) + M̂M0L (‖ϕ‖+ 1)

+
M̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖ϕ‖B

]
+
M̂bαp∗(Γ(α) + M̂M̃M̃1b)

αΓ2(α)
.

Then the neutral evolution problem (5.7) − (5.8) has a unique controllable mild solution on
[−r, b].

Proof. Consider the operator Ñ : Bb → Bb de�ned by :

Ñ(y)(t) =



ϕ(t), if t ∈ [−r, 0];

U(t, 0) [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) C uy(s) ds

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s, yρ(s,ys)) ds, if t ∈ J.

(5.31)

Using assumption (H
′
4), for arbitrary function y(·), we de�ne the control

uy(t) = W̃−1 [y1 − U(b, 0) (ϕ(0)− g(0, ϕ))− g(b, yρ(b,yb))

− 1

Γ(α)

∫ b

0

(t− s)α−1U(b, s)f(s, yρ(s,ys))ds

]
(t).
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Noting that

|uy(t)| ≤ ‖W̃−1‖
[
|y1|+ ‖U(t, 0)‖B(E)

(
|ϕ(0)|+ ‖A−1(0)‖|A(0)g(0, ϕ)|

)
+‖A−1(b)‖|A(b)g(b, yρ(b,yb))|

+
1

Γ(α)

∫ b

0

(t− s)α−1U(b, τ)f(τ, yρ(τ,yτ ))dτ

]
≤ M̃1

[
|y1|+ M̂H‖ϕ‖+ M̂M0L(‖ϕ‖+ 1) +M0L(‖yρ(b,yb)‖+ 1)

]
+

M̃1M̂

Γ(α)

∫ b

0

(t− s)α−1
[
p(τ) + q(τ)‖yρ(τ,yτ )‖

]
.

we get

|uy(t)| ≤ M̃1

[
|y1|+ M̂

(
H +M0L

)
‖ϕ‖+

(
M̂ + 1

)
M0L

]
+ M̃1M0L‖yρ(b,yb)‖

+
M̂M̃1p

∗bα

Γ(α + 1)
+
M̂M̃1q

∗

Γ(α)

∫ b

0

(t− s)α−1 ‖yρ(s,ys)‖ ds
(5.32)

We shall show that using this control the operator Ñ has a �xed point y(·), which is a mild
solution of the neutral evolution system (5.7)− (5.8).

Let y be a possible solution of the problem (5.7)−(5.8). Given t ≤ b, then from (H
′
1)−(H

′
2),

(H
′
4)− (H

′
7), (Hϕ) and Lemma 5.2.1, we have for each t ∈ [0, b]

|y(t)| ≤ |g(t, yρ(t,yt))|+ |U(t, 0)[ϕ(0)− g(0, ϕ)]|

+
1

Γ(α)

∫ t

0

(t− s)α−1 ‖U(t, s)‖B(E) |f(s, yρ(s,ys))| ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) ‖C‖ |uy(s)| ds

≤ ‖A−1(t)‖ |A(t)g(t, yρ(t,ys))|+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, ϕ)|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

+
M̂M̃

Γ(α)

∫ t

0

(t− s)α−1|uy(s)| ds

|y(t)| ≤ M̂‖ϕ‖+M0L
(
‖yρ(t,yt)‖+ 1

)
+ M̂M0L (‖ϕ‖+ 1)

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

+
M̂M̃

Γ(α)

∫ t

0

M̃1

[
|y1|+ M̂

(
H +M0L

)
‖ϕ‖+

(
M̂ + 1

)
M0L

+
M̂

Γ(α)

∫ b

0

(t− s)α−1
[
p(τ) + q(τ)‖yρ(τ,yτ )‖dτ

]]
ds

+ M̃1M0L‖yρ(b,yb)‖

Since ‖yρ(t,yt)‖ ≤ |y(t)|+ Lϕ‖ϕ‖, we have
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(1−M0L)|y(t)| ≤ M̃1M0L|y1|+ M̂‖ϕ‖+M0L (Lϕ‖ϕ‖+ 1) + M̂M0L (‖ϕ‖+ 1)

+
M̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖ϕ‖

]
+
M̂bαp∗(Γ(α) + M̂M̃M̃1b)

αΓ2(α)

+
M̂q∗(Γ(α) + M̂M̃M̃1b)

Γ2(α)

∫ b

0

(t− s)α−1 [|y(s) + Lϕ‖ϕ‖] ds

Set

δb : = M̃1M0L|y1|+ M̂‖ϕ‖+M0L (Lϕ‖ϕ‖+ 1) + M̂M0L (‖ϕ‖+ 1)

+
M̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖ϕ‖

]
+
M̂bαp∗(Γ(α) + M̂M̃M̃1b)

αΓ2(α)
.

Then

(1−M0L)|y(t)| ≤ δb +
M̂q∗(Γ(α) + M̂M̃M̃1b)

Γ2(α)

∫ b

0

(t− s)α−1 [|y(s) + Lϕ‖ϕ‖] ds,

with βb = Lϕ‖ϕ‖+
δb

(1−M0L)
.

Then

|y(t)|+ Lϕ‖ϕ‖ ≤ βb +
M̂q∗

(
Γ(α) + M̂M̃M̃1b

)
(1−M0L)Γ2(α)

∫ b

0

(t− s)α−1 [|y(s) + Lϕ‖ϕ‖] ds

We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [−r, b] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ βb +
M̂q∗(Γ(α) + M̂M̃M̃1b)

(1−M0L)Γ2(α)

∫ b

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. Consequently,

‖y‖

βb +
M̂q∗[M̂M̃M̃1b+ Γ(α)]

αΓ(α)2
‖y‖ bα

≤ 1.

Then by (5.30), there exists a constant M?? such that µ(t) ≤ M??, thus ‖y‖ ≤ µ(t). Since for
every t ∈ [0, b], we have ‖y‖ ≤ max{‖ϕ‖,M??} := Θb.

Set
Y = { y ∈ C([−r, b];E) : sup{|y(t)| : 0 ≤ t ≤ b} ≤ Θb + 1}.

Clearly, Y is a closed subset of C([−r, b];E).



124 Chapter 5. CONTROLLABILITY OF MILD SOLUTIONS

We shall show that N : Y → C([−r, b];E) is a contraction operator.
Indeed, consider y, y ∈ Y , thus using (H

′
1) and (H

′
3) for each t ∈ [0, b], we get

|N(y)(t)−N(y)(t)| ≤ |g(t, yρ(t,yt))− g(t, yρ(t,yt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, yρ(s,ys))− f(s, yρ(s,ys))
∣∣ ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) ‖C‖ |uy(s)− uy| ds

≤ |g(t, yρ(t,yt))− g(t, yρ(t,yt))|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds

+
M̂M̃

Γ(α)

∫ t

0

(t− s)α−1M̃1M̂

∫ b

0

|f(τ, yρ(τ,yτ ))− f(τ, yρ(τ,yτ ))| dτ ds

Using (Hϕ) and Lemma 5.2.1, we obtain

|N(y)(t)−N(y)(t)| ≤ ‖A−1(t)‖|A(t)g(t, yρ(t,yt))− A(t)g(t, yρ(t,yt))|

+
M̂l∗b
Γ(α)

∫ t

0

(t− s)α−1 |y(s)− y(s)| ds

+
M̂2M̃M̃1l

∗
bb
α

Γ(α + 1)Γ(α)

∫ t

0

(t− s)α−1 |y(s)− y(s)| ds

≤ M0L?|y(t)− y(t)|+ M̂l∗bb
α

Γ(α + 1)
‖y − y‖n +

M̂2M̃M̃1l
∗
bb
α

Γ(α + 1)Γ(α)
‖y − y‖

Therefore,

‖N(y)−N(y)‖n ≤

M0L? +
M̂l∗bb

α
(

Γ(α) + M̂M̃M̃1

)
Γ(α + 1)Γ(α)

 ‖y − y‖.
So, for

[
M0L? +

M̂l∗bb
α(Γ(α) + M̂M̃M̃1)

Γ(α + 1)Γ(α)

]
< 1, the operator N is a contraction. From the

choice of Y there is no y ∈ ∂Y n such that y = λ N(y), λ ∈ (0, 1). Then the statement (C2)
in Theorem 1.10.4 does not hold. The nonlinear alternative of Frigon and Granas shows that
(C1) holds. Thus, we deduce that the operator N has a unique �xed-point y? which is the
unique controllable mild solution of the problem (5.7)− (5.8).

5.6 Fractional Partial Problem with In�nite Delay

Before stating and proving the main result, we give �rst the de�nition of mild solution of the
semilinear evolution problem (5.9)− (5.10).

Lemma 5.6.1. The system (5.9)− (5.10) is equivalent to the nonlinear integral equation

y(t) = φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1Cu(s)ds
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+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, yρ(s,ys)) ds. (5.33)

In other words, every solution of the integral equation (5.33) is also solution of the system
(5.9)− (5.10) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(5.9)− (5.10), and using some classical results from fractional calculus to get (5.33).

De�nition 5.6.1. We say that the function y(·) : (−∞, b] → E is a mild solution of (5.9) −
(5.10) if y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0) φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)Cu(s)ds

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds t ∈ J.
(5.34)

De�nition 5.6.2. The neutral evolution problem (5.9) − (5.10) is said to be controllable on
[−∞, b] if for every initial function φ ∈ B and y1 ∈ E there exists a control u ∈ L2(J ;E) such
that the mild solution y(·) of (5.9)− (5.10) satis�es y(b) = y1.

Set
R(ρ−) = {ρ(s, φ) : (s, φ) ∈ J × B, ρ(s, φ) ≤ 0}.

We always assume that ρ : J × B → R is continuous. Additionally, we introduce the following
hypothesis

(Hφ) The function t → φt is continuous from R(ρ−) into B and there exists a continuous and
bounded function Lφ : R(ρ−)→ (0,∞) such that

‖φt‖B ≤ Lφ(t)‖φ‖B for every t ∈ R(ρ−).

We will need to introduce the following hypothesis which are assumed thereafter

(H01) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆.

(H02) There exist two functions p, q ∈ L1
loc(J ;R+) such that

|f(t, u)| ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ B.

(H03) For all R > 0, there exists lR ∈ L1
loc(J ;R+) such that

|f(t, u)− f(t, v)| ≤ lR(t) ‖u− v‖

for all u, v ∈ B with ‖u‖ ≤ R and ‖v‖ ≤ R.

Consider the following space

Ω =
{
y : (−∞, b]→ E : y|(−∞,0] ∈ B and y|[0,b]is continuous

}
,
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(H04) The linear operator W : L2(J ;E)→ E is de�ned by

Wu =

∫ b

0

U(b, s)Cu(s)ds,

has an induced invertible operator W̃−1 which takes values in L2(J ;E)/ kerW and there
exists positive constants M̃ and M̃1 such that

‖C‖ ≤ M̃ and ‖W̃−1‖ ≤ M̃1.

Remark 5.6.1. For the construction of W and W̃−1 see the paper by Carmichael and Quinn
[38].

Theorem 5.6.1. Suppose that the hypotheses (H01)− (H04) are satis�ed and moreover there
exists a constant M? > 0 such that

M?

σb +
KbM̂q∗[M̂M̃M̃1 + Γ(α)]

αΓ(α)2
M? b

α

> 1 (5.35)

with σb := cb+
KbM̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B

]
+
KbM̂p∗bα[αM̂M̃M̃1b+ Γ(α)]

αΓ(α)2
. Then the problem

(5.9)− (5.10) is controllable on (−∞, b].

Proof. Transform the problem (5.9) − (5.10) into a �xed-point problem. Consider the
operator N : Bb → Bb de�ned by :

N(y)(t) =



φ(t), if t ∈ (−∞, 0];

U(t, 0) φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) C uy(s) ds

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s, yρ(s,ys)) ds, if t ∈ J.

(5.36)

Using assumption (H03), for arbitrary function y(·), we de�ne the control

uy(t) = W̃−1
[
y1 − U(b, 0) φ(0)− 1

Γ(α)

∫ b

0

(t− s)α−1 U(b, s) f(s, yρ(s,ys)) ds

]
(t).

Noting that, we have

|uy(t)| ≤ ‖W̃−1‖
[
|y1|+ ‖U(t, 0)‖B(E)|φ(0)|

+
1

Γ(α)

∫ b

0

(t− τ)α−1‖U(b, τ)‖B(E)|f(τ, yρ(τ,yτ ))|dτ
]
.

From (H02), we get

|uy(t)| ≤ M̃1

[
|y1|+ M̂H‖φ‖B +

M̂

Γ(α)

∫ b

0

(t− τ)α−1
[
p(τ) + q(τ)‖yρ(τ,yτ )‖B

]
ds

]
(5.37)
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Clearly, �xed points of the operator N are mild solutions of the problem (5.9)− (5.10).

For φ ∈ B, we will de�ne the function x(.) : (−∞, b]→ E by

x(t) =

{
φ(t), if t ∈ (−∞, 0];

U(t, 0) φ(0), if t ∈ J.
Then x0 = φ. For each function z ∈ Bb, set

y(t) = z(t) + x(t). (5.38)

It is obvious that y satis�es (5.34) if and only if z satis�es z0 = 0 and for t ∈ J , we have

z(t) =
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) C uz+x(s) ds

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds

Let
B0
b = {z ∈ Bb : z0 = 0} .

For any z ∈ B0
b we have

‖z‖b = sup{ |z(t)| : t ∈ J }+ ‖z0‖B = sup{ |z(t)| : t ∈ J }.

Thus (B0
b , ‖ · ‖b) is a Banach space.

De�ne the operators F,G : B0
b → B0

b by :

F (z)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) C uz+x(s) ds (5.39)

and

G(z)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds for t ∈ J. (5.40)

Obviously the operator N has a �xed point is equivalent to F + G has one, so it turns to
prove that F +G has a �xed point. The proof will be given in several steps.

Let us �rst show that the operator F is continuous and compact.

Step 1 : F is continuous.
Let (zn)n be a sequence in B0

b such that zn → z in B0
b . Then using (5.37), we get

|F (zn)(t)− F (z)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) ‖C‖ |uzn(s)− uz(s)| ds

≤ M̂M̃

Γ(α)

∫ t

0

(t− s)α−1M̃1M̂ ×

×
∫ b

0

|f(τ, znρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ ))− f(τ, zρ(τ,zτ+xτ ) + xρ(s,zτ+xτ ))| dτ ds

≤ M̂2M̃M̃1b
α+1

Γ(α + 1)
×

×
∫ b

0

|f(s, znρ(s,zs+xs) + xρ(s,zs+xs))− f(s, zρ(s,zs+xs) + xρ(s,zs+xs))| ds
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Since f is L1-Carathéodory, we obtain by the Lebesgue dominated convergence theorem

|F (zn)(t)− F (z)(t)| → 0 as n→ +∞.

Thus F is continuous.

Step 2 : F maps bounded sets of B0
b into bounded sets. For any d > 0, there exists a

positive constant ` such that for each z ∈ Bd = {z ∈ B0
b : ‖z‖n ≤ d} one has ‖F (z)‖n ≤ `.

Let z ∈ Bd. By (5.37), we have for each t ∈ J

|F (z)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) ‖C‖ |uz+x(s)| ds

≤ M̂M̃

Γ(α)

∫ t

0

(t− s)α−1|uz+x(s)| ds

≤ M̂M̃

Γ(α)

∫ t

0

M̃1

[
|y1|+ M̂H‖φ‖B

+
M̂

Γ(α)

∫ b

0

(t− s)α−1
[
p(τ) + q(τ)‖zρ(τ,zτ+xτ ) + xρ(τ,zτ+xτ )‖dτ

]]
ds

≤ M̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B +

M̂p∗bα

Γ(α + 1)
×

× +
M̂

Γ(α)

∫ b

0

(t− s)α−1q(s)‖zρ(s,zs+xs) + xρ(s,zs+xs)‖ds

]

From (Hφ), Lemma 1.7.2 and Assumption (A1), we have for each t ∈ [0, b]

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ ‖zρ(s,zs+xs)‖B + ‖xρ(s,zs+xs)‖B
≤ Kb|z(s)|+ (Mb + Lφ)‖z0‖B +Kb|x(s)|+ (Mb + Lφ)‖x0‖B
≤ Kb|z(s)|+Kb‖U(s, 0)‖B(E)|φ(0)|+ (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+KbM̂ |φ(0)|+ (Mb + Lφ)‖φ‖B

Using (ii), we get

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kb|z(s)|+KbM̂H‖φ‖B + (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+ (Mb + Lφ +KbM̂H)‖φ‖B

Set Cb := (Mb + Lφ +KbM̂H)‖φ‖B and δb := Kbd+ Cb. Then

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kb|z(s)|+ Cb ≤ δb. (5.41)

For each t ∈ [0, b], it follows that

|F (z)(t)| ≤ M̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B +

M̂bα(p∗ + q∗δb)

Γ(α + 1)

]
:= `.
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Thus there exists a positive number ` such that

‖F (z)‖n ≤ `.

Hence F (Bd) ⊂ Bd.

Step 3 : F maps bounded sets into equi-continuous sets of B0
b . We consider Bd as in Step 2

and we show that F (Bd) is equi-continuous.

Let τ1, τ2 ∈ J with τ2 > τ1 and z ∈ Bd. Then

|F (z)(τ2)− F (z)(τ1)| ≤
1

Γ(α)

∫ τ1

0

|(τ2 − s)α−1 − (τ1 − s)α−1|‖U(τ2, s)− U(τ1, s)‖ ×

×‖C‖ |uz+x(s)| ds+
1

Γ(α)

∫ τ2

τ1

|(τ2 − s)α−1|‖U(τ2, s)‖B(E) ‖C‖ |uz+x(s)| ds.

By the inequalities (5.37) and (5.41) we get

|uz+x(t)| ≤ M̃1

[
|y1|+ M̂H‖φ‖B +

M̂bα(p∗ + q∗δb)

Γ(α + 1)

]
:= ω. (5.42)

Then

|F (z)(τ2)− F (z)(τ1)| ≤
‖C‖B(E) ω

Γ(α)

∫ τ1

0

|(τ2 − s)α−1 − (τ1 − s)α−1|‖U(τ2, s)− U(τ1, s)‖ds

+
‖C‖B(E) ω

Γ(α)

∫ τ2

τ1

|(τ2 − s)α−1|‖U(τ2, s)‖B(E)ds.

Noting that |F (z)(τ2) − F (z)(τ1)| tends to zero as τ2 − τ1 → 0 independently of z ∈ Bd. The
right-hand side of the above inequality tends to zero as τ2 − τ1 → 0. Since U(t, s) is a strongly
continuous operator and the compactness of U(t, s) for t > s implies the continuity in the
uniform operator topology (see [7, 90]). As a consequence of Steps 1 to 3 together with the
Arzelá-Ascoli theorem it su�ces to show that the operator F maps Bd into a precompact set
in E.
Let t ∈ J be �xed and let ε be a real number satisfying 0 < ε < t. For z ∈ Bd we de�ne

Fε(z)(t) =
1

Γ(α)
U(t, t− ε)

∫ t−ε

0

(t− s)α−1U(t− ε, s) C uz+x(s) ds

Since U(t, s) is a compact operator, the set Zε(t) = {Fε(z)(t) : z ∈ Bd} is pre-compact in E
for every ε su�ciently small, 0 < ε < t. Moreover using (5.42), we have

|F (z)(t)− Fε(z)(t)| ≤ 1

Γ(α)

∫ t

t−ε
(t− s)α−1‖U(t, s)‖B(E) ‖C‖ |uz+x(s)| ds

≤
‖C‖B(E) ω

Γ(α)

∫ t

t−ε
(t− s)α−1‖U(t, s)‖B(E) ds.

Therefore there are precompact sets arbitrary close to the set {F (z)(t) : z ∈ Bd}. Hence the
set {F (z)(t) : z ∈ Bd} is precompact in E. So we deduce from Steps 1, 2 and 3 that F is a
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compact operator.

Step 4 : G is a contraction. Let z, z ∈ Ω0. By the hypotheses (H01) and (H03), we get
for each t ∈ [0, b]

|G(z)(t)−G(z)(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) ×

× | f(s, zρ(s,zs+xs) + xρ(s,zs+xs))− f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) | ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1lb(s) ‖zρ(s,zs+xs) + xρ(s,zs+xs) − zρ(s,zs+xs) − xρ(s,zs+xs)‖B ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1lb(s) ‖zρ(s,zs+xs) − zρ(s,zs+xs)‖B ds.

Use the inequality (5.41), for get

|G(z)(t)−G(z)(t)| ≤ M̂

Γ(α)

∫ t

0

(t− s)α−1Kblb(s) |z(s)− z(s)| ds

≤ M̂Kbl
∗
bb
α

Γ(α + 1)
‖z(t)− z(t)‖

Therefore

‖G(z)−G(z)‖n ≤
M̂Kbl

∗
bb
α

Γ(α + 1)
‖z(t)− z(t)‖.

Then the operator G is a contraction.

Step 5 : For applying Theorem (1.10.2), we must check (Av2) : i.e. it remains to show
that the set

Σ =
{
z ∈ Ω0 : z = λF (z) + λG

(z
λ

)
for some λ ∈]0, 1[

}
.

is bounded.
Let z ∈ Σ. By (H01)− (H02) and (H04), we have for each t ∈ [0, b]

1

λ
|z(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)‖C‖ |uz+x(s)| ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣∣f(s, zρ(s, zsλ +xs) + xρ(s, zsλ +xs))
∣∣∣ ds

≤ M̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B

×+
M̂

Γ(α)

∫ b

0

(t− s)α−1
[
p(τ) + q(τ)‖zρ(τ,.) + xρ(τ,.)‖dτ

]
ds

]

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s, zsλ +xs) + xρ(s, zsλ +xs)‖B

]
ds
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Lemma 1.7.2 and inequality (5.41)

1

λ
|z(t)| ≤ M̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B

]
+

M̂2M̃M̃1b

Γ(α)2

∫ b

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B

]
ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s, zsλ +xs) + xρ(s, zsλ +xs)‖B

]
ds

We consider the function u(t) := sup
θ∈[0,b]

|z(θ)| and use the fact that 0 < λ < 1

Kb

λ
u(t) + Cb ≤ Cb +

KbM̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B

]
+
KbM̂p∗bα[αM̂M̃M̃1b+ Γ(α)]

αΓ(α)2

+
KbM̂2M̃M̃1

Γ(α)2

∫ b

0

(t− s)α−1q(s)
(
Kb

λ
|z(s)|+ Cb

)
ds

+
KbM̂

Γ(α)

∫ t

0

(t− s)α−1q(s)
(
Kb

λ
|z(s)|+ Cb

)
ds

Set σb := Cb +
KbM̂M̃M̃1b

Γ(α)

[
|y1|+ M̂H‖φ‖B

]
+
KbM̂p∗bα[αM̂M̃M̃1b+ Γ(α)]

αΓ(α)2
. Then, we have

Kb

λ
u(t) + Cb ≤ σb +

KbM̂2M̃M̃1

Γ(α)2

∫ b

0

(t− s)α−1q(s)
(
Kb

λ
|z(s)|+ cb

)
ds

+
KbM̂

Γ(α)

∫ t

0

(t− s)α−1q(s)
(
Kb

λ
|z(s)|+ Cb

)
ds.

We consider the function µ de�ned by

µ(t) = sup {Kb

λ
u(s) + Cb : 0 ≤ s ≤ t}, 0 ≤ t ≤ b

Let t? ∈ [0, t] such that µ(t) =
Kb

λ
u(t?) + Cb. From the previous inequality, we have for all

t ∈ [0, b]

µ(t) ≤ σb +
KbM̂2M̃M̃1q

∗

Γ(α)2

∫ b

0

(t− s)α−1µ(s)ds+
KbM̂q∗

Γ(α)

∫ b

0

(t− s)α−1µ(s)ds.

Then, we have

µ(t) ≤ σb +
KbM̂q∗[M̂M̃M̃1 + Γ(α)]

Γ(α)2

∫ b

0

(t− s)α−1µ(s)ds.

Consequently,
‖z‖n

σb +
KbM̂q∗[M̂M̃M̃1 + Γ(α)]

αΓ(α)2
‖z‖n bα

≤ 1.
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Then by (5.35), there exists a constant M? such that ‖z‖n 6= M?. Set

U = { z ∈ B0
b : ‖z‖n ≤ M? + 1 }.

Clearly, U is a closed subset of B0
b . From the choice of U there is no z ∈ ∂U such that

z = λF (z) + λG
(z
λ

)
some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.5 does not

hold. As a consequence of the nonlinear alternative of Avramescu ([18]), we deduce that (C1)
holds : i.e. the operator F +G as a �xed-point z?. Then y?(t) = z?(t) + x(t), t ∈ (−∞, b] is a
�xed point of the operator N , which is a mild solution of the problem (5.9)− (5.10). Thus the
evolution system (5.9)− (5.10) is controllable on (−∞, b].

5.7 Fractional Neutral Problem with In�nite Delay

In this section, we give controllability result for the neutral functional fractional di�erential
evolution problem with in�nite state-dependent delay (5.11)−(5.12). Firstly, we de�ne its mild
solution.

Lemma 5.7.1. The system (5.11)− (5.12) is equivalent to the nonlinear integral equation

y(t) = [φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (5.43)

+
1

Γ(α)

∫ t

0

U(t, s)Cu(s)ds+
1

Γ(α)

∫ t

0

(t− s)α−1f(s, yρ(s,ys)) ds.

In other words, every solution of the integral equation (5.43) is also solution of the system
(5.11)− (5.12) and vice versa.

Proof.It can be proved by applying the integral operator to both sides of the system (5.11)−
(5.12), and using some classical results from fractional calculus to get (5.43).

De�nition 5.7.1. We say that the function y(·) : (−∞, b] → E is a mild solution of (5.11)−
(5.12) if y(t) = φ(t) for all t ≤ 0 and y satis�es the following integral equation

y(t) = U(t, 0)[φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)Cu(s)ds for each t ∈ J.

(5.44)

De�nition 5.7.2. The neutral evolution problem (5.11) − (5.12) is said to be controllable on
the (−∞, b] if for every initial function φ ∈ B and y1 ∈ E there exists a control u ∈ L2(J ;E)
such that the mild solution y(·) of (5.11)− (5.12) satis�es y(b) = y1.

We consider the hypotheses (Hφ), (H01)− (H03) and we need the following assumptions

(H05) There exists a constant L? > 0 such that

|A(s)g(s, φ)− A(s)g(s, φ)| ≤ L? (|s− s|+ ‖φ− φ‖)

for all φ, φ ∈ B.
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(H06) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H07) There exists a constant 0 < L <
1

M0Kb

such that

|A(t) g(t, φ)| ≤ L (‖φ‖B + 1) for all t ∈ J and φ ∈ B.

(H08) The function g is completely continuous and for any bounded set Q ⊆ B the set {t →
g(t, xt) : x ∈ Q} is equi-continuous in C(J ;E).

Theorem 5.7.1. Suppose that the hypotheses (H01)− (H08) are satis�ed and moreover there
exists a constant M?? > 0 with

M??

δb +
KbM̂(M̂M̃M̃1b

α + Γ(α + 1))

(1−M0LKb)Γ2(α + 1)
[q∗bαM??]

> 1, (5.45)

where δb := Cb + Kbσb
(1−M0LKb)

. and

σb = KbM0L(Cb + 1 + M̂(‖φ‖B + 1))

+
KbM̂M̃M̃1b

α

Γ(α + 1)

[
|y1|+ M̂

(
H +M0L

)
‖φ‖B +

(
M̂ + 1

)
M0L

]
+

KbM̂M̃M̃1b
αM0L

Γ(α + 1)
(Kb|y1|+ (Mb + Lφ)‖φ‖B)

+
KbM̂p∗bα[Γ(α + 1) + M̂M̃M̃1M̃1b

α]

Γ2(α + 1)
.

Then the neutral evolution problem (5.11)− (5.12) is controllable on (−∞, b].

Proof. Consider the operator Ñ : Bb → Bb de�ned by :

Ñ(y)(t) =



φ(t), if t ∈ (−∞, 0];

U(t, 0) [φ(0)− g(0, φ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) C uy(s) ds

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s, yρ(s,ys)) ds, if t ∈ J.

(5.46)

Using assumption (H3), for arbitrary function y(·), we de�ne the control

uy(t) = W̃−1 [y1 − U(b, 0) (φ(0)− g(0, φ))− g(b, yρ(b,yb))

− 1

Γ(α)

∫ b

0

(t− s)α−1U(b, s)f(s, yρ(s,ys))ds

]
(t).
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Noting that

|uy(t)| ≤ ‖W̃−1‖
[
|y1|+ ‖U(t, 0)‖B(E)

(
|φ(0)|+ ‖A−1(0)‖|A(0)g(0, φ)|

)
+‖A−1(b)‖|A(b)g(b, yρ(b,yb))|

+
1

Γ(α)

∫ b

0

(t− s)α−1U(b, τ)f(τ, yρ(τ,yτ ))dτ

]
≤ M̃1

[
|y1|+ M̂H‖φ‖B + M̂M0L(‖φ‖B + 1) +M0L(‖yρ(b,yb)‖B + 1)

]
+

M̃1M̂

Γ(α)

∫ b

0

(t− s)α−1
[
p(τ) + q(τ)‖yρ(τ,yτ )‖B

]
.

we get

|uy(t)| ≤ M̃1

[
|y1|+ M̂

(
H +M0L

)
‖φ‖B +

(
M̂ + 1

)
M0L

]
+ M̃1M0L‖yρ(b,yb)‖B +

M̂M̃1p
∗bα

Γ(α + 1)
+
M̂M̃1q

∗

Γ(α)

∫ b

0

(t− s)α−1 ‖yρ(s,ys)‖B ds
(5.47)

We shall show that using this control the operator Ñ has a �xed point y(·), which is a mild
solution of the neutral evolution system (5.11)− (5.12).

For φ ∈ B, we will de�ne the function x(.) : (−∞, b]→ E by

x(t) =

{
φ(t), if t ∈ (−∞, 0];

U(t, 0) φ(0), if t ∈ J.

Then x0 = φ. For each function z ∈ Bb, set

y(t) = z(t) + x(t). (5.48)

It is obvious that y satis�es (5.44) if and only if z satis�es z0 = 0 and for t ∈ J , we get

z(t) = g(t, zt + xt)− U(t, 0)g(0, φ) +

∫ t

0

U(t, s)A(s)g(s, zs + xs)ds

+

∫ t

0

U(t, s)Cuz(s)ds+

∫ t

0

U(t, s)f(s, zs + xs)ds.

De�ne the operators F̃ , G̃ : B0
b → B0

b by :

F̃ (z)(t) = g(t, zρ(t,zt+xt) + xρ(t,zt+xt))− U(t, 0)g(0, φ)

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) C uz+x(s) ds

G̃(z)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s, zρ(s,zs+xs) + xρ(s,zs+xs)) ds.

Obviously the operator Ñ has a �xed point is equivalent to F̃ + G̃ has one, so it turns
to prove that F̃ + G̃ has a �xed point. We can show as in Section 3 that the operator F̃ is
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continuous and compact and G̃ is a contraction. To apply Theorem 1.10.5, we must check (C2),
i.e., it remains to show that the set

Σ =
{
z ∈ Ω0 : z = λF̃ (z) + λG̃

(z
λ

)
for some λ ∈]0, 1[

}
.

is bounded.

Let z ∈ Σ. By (H01) to (H05) and (5.47), we have for each t ∈ J

1

λ
|z(t)| ≤ ‖A−1(t)‖ |A(t)g(t, zρ(t,zt+xt) + xρ(t,zt+xt))|+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, φ)|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)‖C‖ |uz+x(s)| ds

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣∣f(s, zρ(s, zsλ +xs) + xρ(s, zsλ +xs))
∣∣∣ ds

≤ M0L
(
‖zρ(t,zt+xt) + xρ(t,zt+xt)‖B + 1

)
+ M̂M0L (‖φ‖B + 1)

+
M̂M̃M̃1b

α

Γ(α + 1)

[
|y1|+ M̂

(
H +M0L

)
‖φ‖B +

(
M̂ + 1

)
M0L

]
+

M̂M̃M̃1b
αM0L

Γ(α + 1)
‖zρ(b,yb) + xρ(b,yb)‖B +

M̂p∗bα[Γ(α + 1) + M̂M̃M̃1M̃1b
α]

Γ2(α + 1)

+
M̂2M̃M̃1b

α

Γ(α)Γ(α + 1)

∫ b

0

(t− s)α−1 q(s)‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ds

+
M̂

Γ(α)

∫ t

0

(t− s)α−1 q(s)‖zρ(s, zsλ +xs) + xρ(s, zsλ +xs)‖B ds

Noting that we have ‖zρ(b,yb) + xρ(b,yb)‖B ≤ Kb|y1| + (Mb + Lφ)‖φ‖B and using the �rst
inequality ‖|zρ(t,yt) + xρ(t,yt)‖B ≤ Kb|z(t)|+ Cb we obtain

Kb

λ
|z(t)| ≤ KbM0L(Kb|z(t)|+ Cb + 1) +KbM̂M0L(‖φ‖B + 1)

+
KbM̂M̃M̃1b

α

Γ(α + 1)

[
|y1|+ M̂

(
H +M0L

)
‖φ‖B +

(
M̂ + 1

)
M0L

]
+

KbM̂M̃M̃1b
αM0L

Γ(α + 1)
(Kb|y1|+ (Mb + Lφ)‖φ‖B)

+
KbM̂p∗bα[Γ(α + 1) + M̂M̃M̃1M̃1b

α]

Γ2(α + 1)

+
KbM̂2M̃M̃1b

α

Γ(α)Γ(α + 1)

∫ b

0

(t− s)α−1 q(s)(Kb|z(s)|+ Cb)ds

+
KbM̂

Γ(α)

∫ t

0

(t− s)α−1 q(s)(Kb

λ
|z(s)|+ Cb)ds
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We consider the function u(t) := sup
θ∈[0,b]

|z(θ)| and use the fact that 0 < λ < 1 Then, we have

Kb

λ
u(t) ≤ σb +KbM0L

|u(t)|
λ

+
KbM̂2M̃M̃1b

α

Γ(α)Γ(α + 1)

∫ b

0

(t− s)α−1q(s)
(
Kb

λ
|z(s)|+ cb

)
ds

+
KbM̂

Γ(α)

∫ t

0

(t− s)α−1q(s)
(
Kb

λ
|z(s)|+ Cb

)
ds.

Set:

σb = KbM0L(Cb + 1 + M̂(‖φ‖B + 1))

+
KbM̂M̃M̃1b

α

Γ(α + 1)

[
|y1|+ M̂

(
H +M0L

)
‖φ‖B +

(
M̂ + 1

)
M0L

]
+

KbM̂M̃M̃1b
αM0L

Γ(α + 1)
(Kb|y1|+ (Mb + Lφ)‖φ‖B) +

KbM̂p∗bα[Γ(α + 1) + M̂M̃M̃1M̃1b
α]

Γ2(α + 1)

Then

Kb

λ
(1−M0L)u(t) ≤ Kbσb +

KbM̂2M̃M̃1b
α

Γ(α)Γ(α + 1)

∫ b

0

(t− s)α−1 q(s)(Kbu(s) + Cb)ds

+
KbM̂

Γ(α)

∫ t

0

(t− s)α−1 q(s)(Kb

λ
u(s) + Cb)ds

with δb := Cb + Kbσb
(1−M0L)

, thus

Kb

λ
u(t) + Cb ≤ δb +

KbM̂2M̃M̃1b
α

(1−M0L)Γ(α)Γ(α + 1)

∫ b

0

(t− s)α−1 q(s)(Kbu(s) + Cb)ds

+
KbM̂

(1−M0L)Γ(α)

∫ t

0

(t− s)α−1 q(s)(Kb

λ
u(s) + Cb)ds

We consider the function µ de�ned by

µ(t) := sup { Kb

λ
|u(s)|+ Cb : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [0, t] be such that µ(t) =
Kb

λ
|u(t?)| + Cb. If t ∈ J , by the previous inequality, we

have for t ∈ J

µ(t) ≤ δb +
KbM̂(M̂M̃M̃1b

α + Γ(α + 1))

(1−M0L)Γ(α)Γ(α + 1)

∫ b

0

(t− s)α−1 q(s)µ(s)ds

Consequently,

‖z‖b

δb +
KbM̂(M̂M̃M̃1b

α + Γ(α + 1))

(1−M0L)Γ2(α + 1)
[q∗bα‖z‖b]

≤ 1.
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Then by (5.45), there exists a constant M?? such that ‖z‖b 6= M??. Set

Ũ = { z ∈ B0
b : ‖z‖b ≤ M?? + 1 }.

Clearly, Ũ is a closed subset of B0
b . From the choice of Ũ there is no z ∈ ∂Ũ such that

z = λ F̃ (z) for some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.5 does not hold.
As a consequence of the nonlinear alternative of Avramescu ([18]), we deduce that (C1) holds :
i.e. the operator F̃ has a �xed-point z?. Then y?(t) = z?(t) + x(t), t ∈ (−∞, b] is a �xed point
of the operator Ñ , which is a mild solution of the problem (5.11)− (5.12). Thus the fractional
neutral evolution system (5.11)− (5.12) is controllable on (−∞, b].

5.8 Examples

To illustrate the previous results, we give in this section six examples.

Example 1. Consider the partial di�erential equation

∂z

∂t
(t, ξ) =

∂2z(t, ξ)

∂ξ2
+ d(ξ)u(t) + a0(t, ξ)z(t, ξ)

+

∫ 0

−∞
a1(s− t)z

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|z(t, θ)|2dθ
)
, ξ

]
ds,

for t ≥ 0, ξ ∈ [0, π],

z(t, 0) = z(t, π) = 0, for t ≥ 0,

z(θ, ξ) = z0(θ, ξ), for −∞ < θ ≤ 0, ξ ∈ [0, π],

(5.49)

where a : R+ × [0, π] → R is a continuous function and is uniformly Hölder continuous in
t ; a0 : R+ × [0, π] → R ; a1 : R− → R ; a2 : [0, π] → R ; ρi : R+ → R for i = 1, 2 ;
z0 : R− × [0, π] → R and d : R+ → E are continuous functions. u(·) : R+ → E is a given
control.

To study this system, we consider the space E = L2([0, π],R) and the operator A : D(A) ⊂
E → E given by Aw = w′′ with D(A) := { w ∈ E : w′′ ∈ E, w(0) = w(π) = 0 }. It is well
known that A is the in�nitesimal generator of an analytic semigroup {T (t)}t≥0 on E. Further-
more, A has discrete spectrum with eigenvalues −n2, n ∈ N, and corresponding normalized
eigenfunctions given by zn(ξ) = sin(nξ)

√
2√

π
. In addition, {zn : n ∈ N} is an orthonormal basis of

E and T (t)x =
∑+∞

n=1 e
−n2t(x, zn)zn for x ∈ E and t ≥ 0. It follows from this representation

that T (t) is compact for every t > 0 and that ‖T (t)‖ ≤ e−t for every t ≥ 0. On the domain
D(A), we de�ne the operators A(t) : D(A) ⊂ E → E by

A(t)x(ξ) = Ax(ξ) + a0(t, ξ)x(ξ).

By assuming that a0(., .) is continuous and that a0(t, ξ) ≤ −δ0 (δ0 > 0) for every t ∈ R, ξ ∈
[0, π], it follows that the system

u′(t) = A(t)u(t) t ≥ s; u(s) = x ∈ E,

has an associated evolution family given by U(t, s)x(ξ) =
[
T (t− s)exp

(∫ t
s
a0(τ, ξ)dτ

)
x
]

(ξ).
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From this expression, it follows that U(t, s) is a compact linear operator and that

‖U(t, s)‖ ≤ e−(1+δ0)(t−s) for every (t, s) ∈ ∆.

Let B = BUC(R−;E) the space of bounded uniformly continuous functions de�ned from
R− to E endowed with the uniform norm ‖φ‖ = sup

θ∈R−
|φ(θ)|.

Theorem 5.8.1. Let φ ∈ B. Assume that the condition (Hφ) holds and the functions d : R+ →
E, ρi : R+ → R+, i = 1, 2, a1 : R− → R and a2 : [0, π]→ R are continuous. Then the evolution
system (5.49) is controllable on (−∞,+∞).

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions and let C ∈ L(R;E) be de�ned as :
Cu(t)(ξ) = d(ξ)u(t), t ≥ 0, ξ ≥ 0, u ∈ R, d(ξ) ∈ E,
which permit to transform system (5.49) into the abstract system (5.1) − (5.2). Moreover,
the function f is a bounded linear operator. Now, the controllability of mild solutions can be
deduced from a direct application of Theorem (1.10.2). Thus, the conclusion of our theorem
hold.

From Remark (1.7.2), we have the following result.

Corollary 5.8.1. Let φ ∈ B be continuous and bounded. Then the evolution problem (5.49) is
controllable on R.

Example 2. Consider the partial di�erential equation

∂

∂t

[
u(t, ξ)−

∫ 0

−∞
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

for t ≥ 0, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, for t ≥ 0,

v(θ, ξ) = v0(θ, ξ), for −∞ < θ ≤ 0, ξ ∈ [0, π],

(5.50)

where a3 : R− → R is a continuous function and a, ai for i = 0, 1, 2, ρi for i = 1, 2, z0, d and
u(·) are de�ned as in (5.49).

Theorem 5.8.2. Let B = BUC(R−;E) and φ ∈ B. Assume that the condition (Hφ) holds and
the functions d : R+ → E, ρi : R+ → R+, i = 1, 2, a1, a3 : R− → R and a2 : [0, π] → R are
continuous. Then the evolution system (5.50) is controllable on (−∞,+∞).
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Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−∞
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

Cu(t)(ξ) = d(ξ)u(t), t ∈ [0, b], ξ ∈ [0, π], u ∈ R, d(ξ) ∈ E.
which permit to transform system (5.50) into the abstract system (5.3)− (5.4). Moreover,

the function f is a bounded linear operator. Now, the controllability of mild solutions can be
deduced from a direct application of Theorem (5.3.1). Thus, the conclusion of our theorem
hold.

From Remark (1.7.2), we have the following result.

Corollary 5.8.2. Let φ ∈ B be continuous and bounded. Then there exists a unique mild
solution of (5.50) on R.

Example 3. Consider the partial di�erential equation

cDα
0 u(t, ξ) =

∂2u(t, ξ)

∂ξ2
+ d(ξ)u(t) + a0(t, ξ)u(t, ξ)

+

∫ 0

−r
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π],

(5.51)

where a1 : (−∞, 0]→ R is a continuous function.

Theorem 5.8.3. Let ϕ ∈ C(H;E). Assume that the condition (Hϕ) holds, ρi : [0, b] → R for
i = 1, 2 are continuous and the functions a1 : [−r, 0]→ R; a2 : [0, π]→ R are continuous. Then
the problem (5.51) is controllable on [−r, b].

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

Finally let C ∈ B(R;E) be de�ned as

Cu(t)(ξ) = d(ξ)u(t), t ∈ [0, b], ξ ∈ [0, π], u ∈ R, d(ξ) ∈ E.

are well de�ned functions, which permit to transform system (5.51) into the abstract system
(5.5)− (5.6). Moreover, the function f is bounded linear operator. Now, the controllability of
mild solutions can be deduced from a direct application of Theorem 5.4.1. From Remark 1.7.1,
we have the following result.



140 Chapter 5. CONTROLLABILITY OF MILD SOLUTIONS

Corollary 5.8.3. Let ϕ ∈ C(H;E) be continuous and bounded. Then the problem (5.51) is
controllable on [−r, b].

Example 4. Consider the partial di�erential equation

cDα
0

[
u(t, ξ)−

∫ 0

−r
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ d(ξ)u(t) + a0(t, ξ)u(t, ξ)

+

∫ 0

−r
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, 0 ≤ t ≤ b,

v(θ, ξ) = v0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π],

(5.52)

where a3 : [−r, 0]→ R is a continuous function

Theorem 5.8.4. Let ϕ ∈ C(H;E). Assume that the condition (Hϕ) holds, ρi : [0, b] → R for
i = 1, 2 are continuous and the functions a1, a3 : [−r, 0] → R; a2 : [0, π] → R are continuous.
Then the problem (5.52) is controllable on [−r, b].

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−r
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

Cu(t)(ξ) = d(ξ)u(t), t ∈ [0, b], ξ ∈ [0, π], u ∈ R, d(ξ) ∈ E.
are well de�ned functions, which permit to transform system (5.52) into the abstract system
(5.7)− (5.8). Moreover, the function f is bounded linear operator. Now, the controllability of
mild solutions can be deduced from a direct application of Theorem 5.5.1. From Remark 1.7.1,
we have the following result.

Corollary 5.8.4. Let ϕ ∈ C(H;E) be continuous and bounded. Then the problem (5.52) is
conntrollable on [−r, b].

Example 5. Consider the partial di�erential equation

cDα
0 u(t, ξ) =

∂2u(t, ξ)

∂ξ2
+ d(ξ)u(t) + a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π],

(5.53)
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where a1 : (−∞, 0]→ R is a continuous function.

Theorem 5.8.5. Let φ ∈ B. Assume that the condition (Hφ) holds, ρi : [0, b]→ R for i = 1, 2
are continuous and the functions a1 : (−∞, 0] → R; a2 : [0, π] → R are continuous. Then the
problem (5.53) is controllable on [−r, b].

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

Finally let C ∈ B(R;E) be de�ned as

Cu(t)(ξ) = d(ξ)u(t), t ∈ [0, b], ξ ∈ [0, π], u ∈ R, d(ξ) ∈ E.

are well de�ned functions, which permit to transform system (5.53) into the abstract system
(5.9)− (5.10). Moreover, the function f is bounded linear operator. Now, the controllability of
mild solutions can be deduced from a direct application of Theorem 5.6.1. From Remark 1.7.2,
we have the following result.

Corollary 5.8.5. Let φ ∈ B be continuous and bounded. The problem (5.53) is controllable on
(−∞, b].

Example 6. Consider the partial di�erential equation

cDα
0

[
u(t, ξ)−

∫ 0

−∞
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
=
∂2u(t, ξ)

∂ξ2
+ d(ξ)u(t) + a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, 0 ≤ t ≤ b,

v(θ, ξ) = v0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π],

(5.54)

where a3 : (−∞, 0]→ R is a continuous function.

Theorem 5.8.6. Let φ ∈ B. Assume that the condition (Hφ) holds, ρi : [0, b]→ R for i = 1, 2
are continuous and the functions a1, a3 : R− → R and a2 : [0, π]→ R are continuous. Then the
problem (5.54) is controllable on (−∞, b].

Proof. From the assumptions, we have that

f(t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,
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g(t, ψ)(ξ) =

∫ 0

−∞
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

Cu(t)(ξ) = d(ξ)u(t), t ∈ [0, b], ξ ∈ [0, π], u ∈ R, d(ξ) ∈ E.

are well de�ned functions, which permit to transform system (5.54) into the abstract system
(5.11)− (5.12). Moreover, the function f is bounded linear operator. Now, the controllability
of mild solutions can be deduced from a direct application of Theorem 5.7.1. From Remark
1.7.2, we have the following result.

Corollary 5.8.6. Let φ ∈ B be continuous and bounded. Then the problem (5.54) is controllable
on (−∞, b].



Chapter 6

Fractional Evolution Inclusions with

State-Dependent Delay

6.1 Introduction

In this chapter, we will give su�cient conditions for the existence of mild solutions for some
classes of Caputo's fractional derivative order of partial functional and neutral functional dif-
ferential evolution inclusions with �nite and in�nite state-dependent delay1.

Using the alternative of Frigon for multivalued contraction maps in Banach space (see [50]),
combined with the semi-group theory.

The existence of the mild solutions is demonstrated in section 6.2 for the following class of
fractional evolution inclusion with �nite state-dependent delay

cDα
0 y(t) ∈ A(t)y(t) + F (t, yρ(t,yt)), a.e. t ∈ J = [0, b] (6.1)

y(t) = ϕ(t), t ∈ H = [−r, 0], (6.2)

where 0 < r < +∞, cDα
0 is the standard Caputo's fractional derivative of order α ∈ (0, 1),

F : J × C(H;E) → P(E) is a multivalued map with nonempty compact values, P(E) is the
family of all subsets of E, ρ : J × C(H;E) → R and ϕ ∈ C(H;E) are given functions and
{A(t)}t≥0 is a family of linear closed (not necessarily bounded) operators from E into E that
generates an evolution system of operators {U(t, s)}(t,s)∈J×J for s ≤ t.

An extension of this problem is given in section 6.3, we consider the following class of
fractional neutral evolution inclusion with �nite state-dependent delay

cDα
0 y(t)[y(t)− g(t, yρ(t,yt))] ∈ A(t)y(t) + F (t, yρ(t,yt)), a.e. t ∈ J (6.3)

y(t) = ϕ(t), t ∈ H, (6.4)

where A(·), F and ϕ are as in problem (6.1) − (6.2) and g : J × C(H;E) → E is a given
function.

In section 6.4, we study the following class of fractional evolution inclusion with in�nite
state-dependent delay

cDα
0 y(t) ∈ A(t)y(t) + F (t, yρ(t,yt)), a.e. t ∈ J (6.5)

1[15] D. Aoued, S. Baghli-Bendimerad and M. Benchohra, Multivalued fractional partial functional and
neutral functional fractional evolution equations with state-dependent delay, submitted.
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y0 = φ ∈ B, (6.6)

where B is an abstract phase space to be speci�ed later, F : J × B → E, ρ : J × B → IR and
φ ∈ B are given functions and {A(t)}t∈J is a family of linear closed (not necessarily bounded)
operators from E into E that generates an evolution system of operators {U(t, s)}(t,s)∈J×J for
s ≤ t.

An extension of this problem is given in section 6.5, we consider the following class of
fractional neutral evolution inclusion with in�nite state-dependent delay

cDα
0 y(t)[y(t)− g(t, yρ(t,yt))] ∈ A(t)y(t) + F (t, yρ(t,yt)), a.e. t ∈ J (6.7)

y0 = φ ∈ B, (6.8)

where A(·), F and ϕ are as in problem (6.5) − (6.6) and g : J × B → E is a given function.
Finally, section 6.6 is devoted to examples illustrating the abstract theory considered in previous
sections.

6.2 Partial Multivalued Problem with Finite Delay

Before stating and proving the main result, we give �rst the de�nition of mild solution of the
semilinear evolution problem (6.1)− (6.2).

Lemma 6.2.1. The system (6.1)− (6.2) is equivalent to the nonlinear integral equation

y(t) = ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1f(s) ds. (6.9)

In other words, every solution of the integral equation (6.9) is also solution of the system
(6.1)− (6.2) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(6.1)− (6.2), and using some classical results from fractional calculus to get (6.9).

De�nition 6.2.1. We say that the function y(·) : [−r, b]→ E is a mild solution of (6.1)− (6.2)
if y(t) = ϕ(t) for all t ∈ [−r, 0] and y satis�es the following integral equation

De�nition 6.2.2. We say that the function y(·) : [−r, b]→ E is a mild solution of the evolution
system (6.1)− (6.2) if y(t) = ϕ(t) for all t ∈ H and the restriction of y(·) to the interval J is
continuous and there exists f(·) ∈ L1(J ;E) : f(t) ∈ F (t, yρ(t,yt)) a.e. in J such that y satis�es
the following integral equation :

y(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds for each t ∈ J. (6.10)

Set
R(ρ−) = {ρ(s, ϕ) : (s, ϕ) ∈ J × C(H;E), ρ(s, ϕ) ≤ 0}.

We always assume that ρ : J ×C(H;E)→ R is continuous. Additionally, we introduce the
following hypothesis:
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(Hϕ) The function t→ ϕt is continuous from R(ρ−) into C(H;E) and there exists a continuous
and bounded function Lϕ : R(ρ−)→ (0,∞) such that

‖ϕt‖ ≤ Lϕ(t)‖ϕ‖ for every t ∈ R(ρ−).

We need to introduce the following hypothesis

(H1) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆.

(H2) The multifunction F : J × C(H;E) −→ P(E) is L1
loc-Carathéodory with compact and

convex values for each u ∈ C(H;E) and there exist a function p ∈ L1
loc(J ;R+) and such

that
‖F (t, u)‖P(E) ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ C(H;E).

(H3) For all R > 0, there exists lR ∈ L1
loc(J ;R+) such that

Hd(F (t, u)− F (t, v)) ≤ lR(t) ‖u− v‖

for each t ∈ J and for all u, v ∈ C(H;E) with ‖u‖ ≤ R and ‖v‖ ≤ R and

d(0, F (t, 0)) ≤ lR(t) a.e. t ∈ J.

Theorem 6.2.1. Assume that the hypotheses (Hϕ) and (H1)− (H3) hold and moreover

M̂l∗bb
α

Γ(1 + α)
< 1 (6.11)

where p∗ = sup p(s), q∗ = sup q(s) and l∗b = sup lb(s). Then the problem (6.1) − (6.2) has at
least mild solution on [−r, b].

Proof. Transform the problem (6.1) − (6.2) into a �xed-point problem. Consider the
multivalued operator N : C([−r, b];E)→ P(C([−r, b];E)) de�ned by :

N(y) =

h ∈ C([−r, b];E) : h(t) =


ϕ(t), if t ∈ H;

U(t, 0) ϕ(0)

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds, if t ∈ J.


where f ∈ SF,y = {v ∈ L1(J ;E) : v(t) ∈ F (t, yρ(t,yt)) for a.e. t ∈ J}.

Clearly, �xed points of the operator N are mild solutions of the problem (6.1)− (6.2). We
remark also that, for each y ∈ C([−r, b];E), the set SF,y is nonempty since, by (H2), F has a
measurable selection (see [40], Theorem III.6).

Let y be a possible �xed point of the operator N . Given t ≤ b, then y should be solution
of the inclusion y ∈ λ N(y) for some λ ∈ (0, 1) and there exists f ∈ SF,y ⇔ f(t) ∈ F (t, yρ(t,yt))
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such that, for each t ∈ J . So, from (H1), (H2), (Hϕ) and Lemma 5.2.1, we have for each
t ∈ [0, b]

|y(t)| ≤ ‖U(t, 0)‖B(E) |ϕ(0)|+ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) |f(s)| ds

≤ M̂ ‖ϕ‖+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

It follows that

|y(t)|+ Lϕ‖ϕ‖ ≤ M̂‖ϕ‖+ Lϕ‖ϕ‖+
M̂p∗bα

Γ(α + 1)
+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 [|y(s) + Lϕ‖ϕ‖] ds

Set

δb := (M̂ + Lϕ)‖ϕ‖+
M̂p∗bα

Γ(α + 1)
.

We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [−r, t] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

M̂q∗bα

Γ(α + 1)

]
= Λb

Since ‖y‖ ≤ µ(t), we have ‖y‖ ≤ max{‖ϕ‖,Λb} := Θb. Since for every t ∈ [0, b], we have
‖y‖ ≤ max{‖ϕ‖,Λb} := Θb.

Set Y = { y ∈ C([−r, b];E) : sup{|y(t)| : 0 ≤ t ≤ b} ≤ Θb + 1}. Clearly, Y is a closed
subset of C([−r, b]);E).

We shall show that N : Y → P(C([−r, b];E)) is a contraction and an admissible operator.
First, we prove that N is a contraction ; Let y, y ∈ C([−r, b];E) and h ∈ N(y). Then there
exists f(t) ∈ F (t, yρ(t,yt)) such that for each t ∈ [0, b]

h(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s) f(s) ds.

From (H3) it follows that

Hd(F (t, yρ(t,yt)), F (t, yρ(t,yt))) ≤ lb(t) ‖yρ(t,yt) − yρ(t,yt)‖.
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Hence, there is % ∈ F (t, yρ(t,yt)) such that

|f(t)− %| ≤ lb(t) ‖yρ(t,yt) − yρ(t,yt)‖, t ∈ [0, b].

Consider U? : [0, b]→ P(E), given by

U? = {ρ ∈ E : |f(t)− ρ| ≤ lb(t) ‖yρ(t,yt) − yρ(t,yt)‖}.

Since the multivalued operator V(t) = U?(t) ∩ F (t, yρ(t,yt)) is measurable (in [40], see
Proposition III.4), there exists a function f(t), which is a measurable selection for V . So,
f(t) ∈ F (t, yρ(t,yt)) and we obtain for each t ∈ [0, b]

|f(t)− f(t)| ≤ lb(t) ‖yρ(t,yt) − yρ(t,yt)‖

Using (Hϕ) and Lemma 5.2.1, we obtain

|f(t)− f(t)| ≤ lb(t) |y(t)− y(t)|
≤ lb(t)‖y − y‖

Let us de�ne, for each t ∈ [0, b]

h(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s) ds.

Then, we can show as that we have for each t ∈ [0, b]

|h(t)− h(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s)− f(s)
∣∣ ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1 lb(s)‖y − y‖ ds

≤ M̂l∗bb
α

Γ(α + 1)
‖y − y‖

Therefore, we have

‖h− h‖ ≤ M̂l∗bb
α

Γ(α + 1)
‖y − y‖.

By an analogous relation, obtained by interchanging the roles of y and y, it follows that

Hd(N(y), N(y)) ≤ M̂l∗bb
α

Γ(α + 1)
‖y − y‖.

So, for
M̂l∗bb

α

Γ(α + 1)
< 1, N is a contraction.
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It's remains to show that N is an admissible operator. Let y ∈ C([−r, b];E) and consider
the operator N : C([−r, b];E)→ P(C([−r, b];E), given by

N(y) =

h ∈ C([−r, b], E) : h(t) =


ϕ(t), if t ∈ H;

U(t, 0) ϕ(0)

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s) ds, if t ∈ [0, b],


where f ∈ SnF,y = {v ∈ L1([0, b];E) : v(t) ∈ F (t, yρ(t,yt)) for a.e. t ∈ [0, b]}.

From (H1) − (H3) and since F is a multivalued map with compact values, we can prove
that for every y ∈ C([−r, b];E), N(y) ∈ Pcp(C([−r, b];E)) and there exists y? ∈ C([−r, b];E)
such that y? ∈ N(y?). Let h ∈ C([−r, b];E), y ∈ Y and ε > 0. Assume that y? ∈ N(y), then
we have

‖y(t)− y?(t)‖ ≤ ‖y(t)− h(t)‖+ ‖y?(t)− h(t)‖
≤ ‖y −N(y)‖+ ‖y?(t)− h(t)‖.

Since h is arbitrary, we may suppose that

h ∈ B(y?, ε) = {h ∈ C([−r, b];E) : ‖h− y?‖ ≤ ε}.

Therefore,
‖y − y?‖ ≤ ‖y −N(y)‖+ ε.

If y is not in N(y), then ‖y? − N(y)‖ 6= 0. Since N(y) is compact, there exists x ∈ N(y)
such that ‖y? −N(y)‖ = ‖y? − x‖. Then we have

‖y(t)− x(t)‖ ≤ ‖y(t)− h(t)‖+ ‖x(t)− h(t)‖
≤ ‖y −N(y)‖+ ‖x(t)− h(t)‖.

Thus,
‖y − x‖ ≤ ‖y −N(y)‖+ ε.

So, N is an admissible operator contraction. From the choice of Y there is no y ∈ ∂Y n such
that y = λ N(y) for some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.6 does not
hold. A consequence of the nonlinear alternative of Frigon that (C1) holds, we deduce that the
operator N has a �xed point y? which is a mild solution of the fractional evolution inclusion
problem (6.1)− (6.2).

6.3 Neutral Multivalued Problem with Finite Delay

We give here an extension to previous results for the neutral case (6.3) − (6.4). Firstly, we
de�ne its mild solution.

Lemma 6.3.1. The system (6.3)− (6.4) is equivalent to the nonlinear integral equation

y(t) = [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (6.12)
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+
1

Γ(α)

∫ t

0

(t− s)α−1f(s) ds.

In other words, every solution of the integral equation (6.12) is also solution of the system
(6.3)− (6.4) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(6.3)− (6.4), and using some classical results from fractional calculus to get (6.12).

De�nition 6.3.1. We say that the function y(·) : [−r, b]→ E is a mild solution of the neutral
functional evolution system (6.3)− (6.4) if y(t) = ϕ(t) for all t ∈ H and the restriction of y(·)
to the interval J is continuous and there exists f(·) ∈ L1(J ;E) : f(t) ∈ F (t, yρ(t,yt)) a.e. in J
such that y satis�es the following integral equation

y(t) = U(t, 0)[ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds.

We consider the hypotheses (Hϕ), (H1) − (H3) and we need to introduce the following
assumptions :

(H4) There exists a constant L? > 0 such that

|A(s)g(s, ϕ)− A(s)g(s, ϕ)| ≤ L? (|s− s|+ ‖ϕ− ϕ‖)

for all ϕ, ϕ ∈ C(H;E).

(H5) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.

(H6) There exists a constant 0 < L <
1

M0

such that

|A(t) g(t, ϕ)| ≤ L (‖ϕ‖+ 1) for all t ∈ J and ϕ ∈ C(H;E).

Theorem 6.3.1. Suppose that the hypotheses (H1)− (H6) are satis�ed and moreover[
M0L? +

M̂L∗bb
α

Γ(α + 1)

]
< 1 (6.13)

where p∗ = sup p(s), q∗ = sup q(s)and l∗b = sup lb(s). Then the problem (6.3)− (6.4) has a least
mild solution on [−r, b].

Proof. Transform as below the neutral problem (6.3)− (6.4) into a �xed point problem by
considering the multivalued operator Ñ : C([−r, b];E)→ P(C([−r, b];E)) de�ned by :

Ñ(y) =

h ∈ C([−r, b];E) : h(t) =


ϕ(t), if t ∈ H;

U(t, 0) [ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds, if t ∈ J.


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where f ∈ SF,y = {v ∈ L1(J ;E) : v(t) ∈ F (t, yρ(t,yt)) for a.e. t ∈ J}.
Clearly, the �xed points of the operator Ñ are mild solutions of the problem (6.3)− (6.4).

We remark also that, for each y ∈ C([−r, b];E), the set SF,y is nonempty since, by (H2), F has
a measurable selection (see [40], Theorem III.6).

Let y be a possible �xed point of the operator Ñ . Given t ≤ b, then y should be solution
of the inclusion y ∈ λ Ñ(y) for some λ ∈ (0, 1) and there exists f ∈ SF,y ⇔ f(t) ∈ F (t, yρ(t,yt))
such that, for each t ∈ J , by using (H1)− (H2), and (H5)− (H6) we have for each t ∈ [0, b]

|y(t)| ≤ |g(t, yρ(t,yt))|+ |U(t, 0)[ϕ(0)− g(0, ϕ)]|

+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, yρ(s,ys)) ds

∣∣∣∣
≤ ‖A−1(t)‖ |A(t)g(t, yρ(t,yt))|+ M̂‖ϕ‖+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, ϕ)|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

≤ M̂‖ϕ‖+M0L
(
‖yρ(t,yt)‖+ 1

)
+ M̂M0L (‖ϕ‖+ 1)

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖yρ(s,ys)‖

]
ds

Since ‖yρ(t,yt)‖ ≤ |y(t)|+ Lϕ‖ϕ‖ we obtain

|y(t)| ≤ M0L (|y(t)|+ Lϕ‖ϕ‖+ 1) + M̂‖ϕ‖(1 +M0L) +
M̂p∗bα

Γ(α + 1)

+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds

Then

(1−M0L)|y(t)| ≤
[
M0LLϕ + M̂(1 +M0L)

]
‖ϕ‖+M0L+

M̂p∗bα

Γ(α + 1)

+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds

Set

δb := Lϕ‖ϕ‖+

[
M0LLϕ + M̂(1 +M0L)

]
(1−M0L)

‖ϕ‖+M0L+
M̂p∗bα

(1−M0L)Γ(α + 1)
.

Thus

|y(t)|+ Lϕ‖ϕ‖ ≤ δb +
M̂q∗

(1−M0L)Γ(α)

∫ t

0

(t− s)α−1 (|y(s)|+ Lϕ‖ϕ‖) ds.

We consider the function µ de�ned by

µ(t) := sup { |y(s)|+ Lϕ‖ϕ‖ : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.
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Let t? ∈ [−r, t] be such that µ(t) = |y(t?)|+Lϕ‖ϕ‖. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
M̂q∗

(1−M0L)Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].

If t? ∈ [−r, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

M̂q∗bα

(1−M0L)Γ(α + 1)

]
= Λb

Since ‖y‖ ≤ µ(t), we have ‖y‖ ≤ max{‖ϕ‖,Λb} := Θb.

We can show as in the previous section that Ñ is an admissible operator and we shall prove
now that Ñ : Y → P(C([−r, b];E)) is a contraction.

Let y, y ∈ C([−r, b];E) and h ∈ Ñ(y). Then there exists f(t) ∈ F (t, yρ(t,yt)) such that for
each t ∈ [0, b], we have

h(t) = U(t, 0)[ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds

From (H3) it follows that

Hd(F (t, yρ(t,yt)), F (t, yρ(t,yt))) ≤ lb(t) ‖yρ(t,yt) − yρ(t,yt)‖.

Hence, there is % ∈ F (t, yρ(t,yt)) such that

|f(t)− %| ≤ lb(t) ‖yρ(t,yt) − yρ(t,yt)‖ t ∈ [0, b].

Consider U? : [0, b]→ P(E), given by

U? = {% ∈ E : |f(t)− %| ≤ lb(t) ‖yρ(t,yt) − yρ(t,yt)‖}.

Since the multivalued operator V(t) = U?(t) ∩ F (t, yρ(t,yt)) is measurable (in [40], see
Proposition III.4), there exists a function f(t), which is a measurable selection for V . So,
f(t) ∈ F (t, yρ(t,yt)), and we obtain for each t ∈ [0, b]

|f(t)− f(t)| ≤ lb(t) ‖yρ(t,yt) − yρ(t,yt)‖

Using (H3), (Hϕ) and Lemma 5.2.1, we obtain

|f(t)− f(t)| ≤ lb(t) |y(t)− y(t)|

Let us de�ne, for each t ∈ [0, b]

h(t) = U(t, 0)[ϕ(0)− g(0, ϕ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)f(s)ds
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Then, by (H1), (H3) and (H4), we have for each t ∈ [0, b]

|h(t)− h(t)| ≤ |g(t, yρ(t,yt))− g(t, yρ(t,yt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s, yρ(s,ys))− f(s, yρ(s,ys))
∣∣ ds

≤ ‖A−1(t)‖|A(t)g(t, yρ(t,yt))− A(t)g(t, yρ(t,yt))|

+
M̂

Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖yρ(s,ys) − yρ(s,ys)‖ ds.

Using (Hϕ) and Lemma 5.2.1, we obtain

|h(t)− h(t)| ≤ M0L?|y(t)− y(t)|+ M̂L∗bb
α

Γ(α + 1)
‖y − y‖

≤

[
M0L? +

M̂L∗bb
α

Γ(α + 1)

]
‖y − y‖

Therefore,

|h(t)− h(t)| ≤

[
M0L? +

M̂L∗bb
α

Γ(α + 1)

]
‖y − y‖.

By an analogous relation, obtained by interchanging the roles of y and y, it follows that

Hd(Ñ(y), Ñ(y)) ≤

[
M0L? +

M̂L∗bb
α

Γ(α + 1)

]
‖y − y‖.

So, for an appropriate choice of Cb, L∗b and b
α such that[

M0L? +
M̂L∗bb

α

Γ(α + 1)

]
< 1,

The operator Ñ is a contraction and an admissible operator. From the choice of Y there is
no y ∈ ∂Y n such that y = λ Ñ(y) for some λ ∈ (0, 1). Then the statement (C2) in Theorem
1.10.6 does not hold. By the nonlinear alternative due to Frigon we get that (C1) holds, we
deduce that the operator Ñ has a �xed point y? which is a mild solution of the fractional neutral
evolution inclusion problem (6.3)− (6.4).

6.4 Partial Multivalued Problem with In�nite Delay

Before stating and proving the main result, we give �rst the de�nition of mild solution of the
semilinear fractional evolution problem (6.5)− (6.6).

Lemma 6.4.1. The system (6.5)− (6.6) is equivalent to the nonlinear integral equation

y(t) = φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds+
1

Γ(α)

∫ t

0

(t− s)α−1f(s) ds. (6.14)

In other words, every solution of the integral equation (6.14) is also solution of the system
(6.5)− (6.6) and vice versa.
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Proof. It can be proved by applying the integral operator to both sides of the system
(6.5)− (6.6), and using some classical results from fractional calculus to get (6.14).

De�nition 6.4.1. We say that the function y(·) : (−∞, b]→ E is a mild solution of (6.5)−(6.6)
if y(t) = φ(t) for all t ∈ (−∞, 0] and y satis�es the following integral equation

De�nition 6.4.2. We say that the function y(·) : (−∞, b] → E is a mild solution of the
evolution system (6.5)− (6.6) if y(t) = φ(t) for all t ∈ (−∞, 0] and the restriction of y(·) to the
interval J is continuous and there exists f(·) ∈ L1(J ;E) : f(t) ∈ F (t, yρ(t,yt)) a.e. in J such
that y satis�es the following integral equation :

y(t) = U(t, 0) φ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds for each t ∈ J. (6.15)

Set
R(ρ−) = {ρ(s, φ) : (s, φ) ∈ J × B, ρ(s, φ) ≤ 0}.

We always assume that ρ : J × B → R is continuous. Additionally, we introduce the following
hypothesis:

(Hφ) The function t → φt is continuous from R(ρ−) into B and there exists a continuous and
bounded function Lφ : R(ρ−)→ (0,∞) such that

‖φt‖B ≤ Lφ(t)‖φ‖B for every t ∈ R(ρ−).

We will need to introduce the following hypothesis which are assumed thereafter :

(H01) There exists a constant M̂ ≥ 1 such that

‖U(t, s)‖B(E) ≤ M̂ for every (t, s) ∈ ∆.

(H02) The multifunction F : J × B −→ P(E) is L1
loc-Carathéodory with compact and convex

values for each u ∈ B and there exist a function p ∈ L1
loc(J ;R+) and such that

‖F (t, u)‖P(E) ≤ p(t) + q(t) ‖u‖B for a.e. t ∈ J and each u ∈ B.

(H03) For all R > 0, there exists lR ∈ L1
loc(J ;R+) such that

Hd(F (t, u)− F (t, v)) ≤ lR(t) ‖u− v‖

for each t ∈ J and for all u, v ∈ B with ‖u‖ ≤ R and ‖v‖ ≤ R and

d(0, F (t, 0)) ≤ lR(t) a.e. t ∈ J.

Consider the following space

Ω =
{
y : (−∞, b]→ E : y|(−∞,0] ∈ B and y|[0,b]is continuous

}
,
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Theorem 6.4.1. Assume that the hypotheses (Hϕ) and (H01)− (H03) hold and moreover

M̂l∗bb
α

Γ(1 + α)
< 1 (6.16)

where p∗ = sup p(s), q∗ = sup q(s) and l∗b = sup lb(s). Then the problem (6.5) − (6.6) has at
least mild solution on [−r, b].

Proof. Transform the problem (6.5) − (6.6) into a �xed-point problem. Consider the
multivalued operator N : Ω→ P(Ω) de�ned by :

N(y) =

h ∈ Ω : h(t) =


φ(t), if t ≤ 0;

U(t, 0) φ(0)

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds, if t ∈ J.


where f ∈ SF,y = {v ∈ L1(J ;E) : v(t) ∈ F (t, yρ(t,yt)) for a.e. t ∈ J}.

Clearly, �xed points of the operator N are mild solutions of the problem (6.5)− (6.6). We
remark also that, for each y ∈ Ω, the set SF,y is nonempty since, by (H2), F has a measurable
selection (see [40], Theorem III.6).

For φ ∈ B, we will de�ne the function x(.) : (−∞, b]→ E by

x(t) =

{
φ(t), if t ∈ [0, b];

U(t, 0) φ(0), if t ∈ (−∞, 0].

Then x0 = φ. For each function z ∈ Ω, set

y(t) = z(t) + x(t)

It is obvious that y satis�es (6.15) if and only if z satis�es z0 = 0 and

z(t) =
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s) f(s) ds for t ∈ J.

where f(t) ∈ F (t, zρ(t,yt) + xρ(t,yt)) a.e t ∈ J

Let
Ω0 = {z ∈ Ω : z0 = 0} .

De�ne the operator F : Ω0 → P(Ω0) by :

F (z) =

{
h ∈ Ω : h(t) =

1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s) f(s) ds for t ∈ J.
}

(6.17)

Obviously the operator N has a �xed point is equivalent to F has one, so it turns to prove that
F has a �xed point.
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Let z ∈ Ω0 be a possible �xed point of the operator. By the hypotheses (H01) and (H02),
we have for each t ∈ [0, b]

|z(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E) |f(s)| ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B

]
ds

From (Hφ), Lemma 1.7.2 and Assumption (A1), we have for each t ∈ [0, b]

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ ‖zρ(s,zs+xs)‖B + ‖xρ(s,zs+xs)‖B
≤ Kb|z(s)|+ (Mb + Lφ)‖z0‖B +Kb|x(s)|+ (Mb + Lφ)‖x0‖B
≤ Kb|z(s)|+Kb‖U(s, 0)‖B(E)|φ(0)|+ (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+KbM̂ |φ(0)|+ (Mb + Lφ)‖φ‖B

Using (ii), we get

‖zρ(s,zs+xs) + xρ(s,zs+xs)‖B ≤ Kb|z(s)|+KbM̂H‖φ‖B + (Mb + Lφ)‖φ‖B
≤ Kb|z(s)|+ (Mb + Lφ +KbM̂H)‖φ‖B

It follows that

|z(t)| ≤ M̂p∗bα

Γ(α + 1)
+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1
(
Kb|z(s)|+ (Mb + Lφ +KbM̂H)‖φ‖B

)
ds

Set cb := (Mb + Lφ +KbM̂H)‖φ‖B. Then, we have

|z(t)| ≤ M̂p∗bα

Γ(α + 1)
+
M̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds

Then

Kb|z(t)|+ cb ≤
KbM̂p∗bα

Γ(α + 1)
+ cb +

KbM̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds.

Set

δb :=
KbM̂p∗bα

Γ(α + 1)
+ cb.

We consider the function µ de�ned by

µ(t) := sup { Kb|z(s)|+ cb : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ [0, t] be such that µ(t) = Kb|z(t?)|+ cb. By the previous inequality, we have

µ(t) ≤ δb +
KbM̂q∗

Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].
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If t? ∈ (−∞, 0], then µ(t) = ‖φ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

KbM̂q∗bα

Γ(α + 1)

]
= Λb

Since ‖z‖ ≤ µ(t), we have ‖z‖ ≤ max{‖φ‖,Λb} := Θb. Since for every t ∈ [0, b], we have
‖z‖ ≤ max{‖φ‖,Λb} := Θb.

Set
Z = { z ∈ Ω0 : sup

0≤t≤b
|z(t)| ≤ Θb + 1}.

Clearly, Z is a closed subset of Ω0.

We shall show that N : Z → P(Ω0) is a contraction and an admissible operator. First,
we prove that F is a contraction ; Let z, z ∈ Ω0 and h ∈ F (z). Then there exists f(t) ∈
F (t, zρ(t,yt) + xρ(t,yt)) such that for each t ∈ [0, b]

h(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s) f(s) ds.

From (H03), it follows that

Hd(F (t, zρ(t,yt) + xρ(t,yt)), F (t, zρ(t,yt) + xρ(t,yt)) ≤ lb(t) ‖zρ(t,yt) − zρ(t,yt)‖.

Hence, there is % ∈ F (t, yρ(t,yt)) such that

|f(t)− %| ≤ lb(t)‖zρ(t,yt) − zρ(t,yt)‖, t ∈ [0, b].

Consider U? : [0, b]→ P(E), given by

U? = {ρ ∈ E : |f(t)− ρ| ≤ lb(t) ‖zρ(t,yt) − zρ(t,yt)‖}.

Since the multivalued operator V(t) = U?(t) ∩ F (t, zρ(t,yt)) is measurable (in [40], see
Proposition III.4), there exists a function f(t), which is a measurable selection for V . So,
f(t) ∈ F (t, zρ(t,yt)) and we obtain for each t ∈ [0, b]

|f(t)− f(t)| ≤ lb(t) ‖zρ(t,yt) − zρ(t,yt)‖

Using (Hφ) and Lemma 1.7.2, we obtain

|f(t)− f(t)| ≤ lb(t) |z(t)− z(t)|
≤ lb(t)‖z − z‖

Let us de�ne, for each t ∈ [0, b]

h(t) = U(t, 0) ϕ(0) +
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s) f(s) ds.
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Then, we can show that, we have, for each t ∈ [0, b]

|h(t)− h(t)| ≤ 1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s)− f(s)
∣∣ ds

≤ M̂

Γ(α)

∫ t

0

(t− s)α−1 lb(s)‖z − z‖ ds

≤ M̂l∗bb
α

Γ(α + 1)
‖y − y‖

Therefore, we have

‖h− h‖ ≤ M̂l∗bb
α

Γ(α + 1)
‖z − z‖.

By an analogous relation, obtained by interchanging the roles of y and y, it follows that

Hd(N(y), N(y)) ≤ M̂l∗bb
α

Γ(α + 1)
‖z − z‖.

So, for
M̂l∗bb

α

Γ(α + 1)
< 1, N is a contraction.

Now we show that F is an admissible operator. Let z ∈ Ω0 . Set, the space

Ω0 = {z ∈ Ω : z0 = 0}

and let us consider the multivalued operator F : Ω0 → P(Ω0)

F (z) =

{
h ∈ Ω : h(t) =

1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s) f(s) ds for t ∈ J.
}

(6.18)

where f ∈ SnF,y = {v ∈ L1([0, b];E) : v(t) ∈ F (t, yρ(t,yt)) for a.e. t ∈ [0, b]}.
From (H01)− (H03) and since F is a multivalued map with compact values, we can prove

that for every z ∈ Ω0, F (z) ∈ Pcp(Ω0) and there exists z? ∈ Ω0 such that z? ∈ F (z?). Let
h ∈ Ω0, y ∈ Y and ε > 0. Assume that z? ∈ F (z), then we have

‖z(t)− z?(t)‖ ≤ ‖z(t)− h(t)‖+ ‖z?(t)− h(t)‖
≤ ‖z −N(z)‖+ ‖z?(t)− h(t)‖.

Since h is arbitrary, we may suppose that

h ∈ B(z?, ε) = {h ∈ C([−r, b];E) : ‖h− z?‖ ≤ ε}.

Therefore,
‖z − z?‖ ≤ ‖z −N(z)‖+ ε.

If z is not in F (z), then ‖z?−F (z)‖ 6= 0. Since F (z) is compact, there exists x ∈ F (z) such
that ‖z? − F (z)‖ = ‖z? − x‖. Then we have

‖z(t)− x(t)‖ ≤ ‖z(t)− h(t)‖+ ‖x(t)− h(t)‖
≤ ‖z − F (z)‖+ ‖x(t)− h(t)‖.
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Thus,
‖z − x‖ ≤ ‖z − F (z)‖+ ε.

So, F is an admissible operator contraction. From the choice of z there is no z ∈ ∂Zn such
that z = λ F (z) for some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.6 does not
hold. A consequence of the nonlinear alternative of Frigon that (C1) holds, we deduce that the
operator F has a �xed point y? which is a mild solution of the fractional evolution inclusion
problem (6.5)− (6.6).

6.5 Neutral Multivalued Problem with In�nite Delay

We give here an extension to previous results for the neutral case (6.7) − (6.8). Firstly, we
de�ne its mild solution.

Lemma 6.5.1. The system (6.7)− (6.8) is equivalent to the nonlinear integral equation

y(t) = [φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1A(s)y(s) ds (6.19)

+
1

Γ(α)

∫ t

0

(t− s)α−1f(s) ds.

In other words, every solution of the integral equation (6.19) is also solution of the system
(6.7)− (6.8) and vice versa.

Proof. It can be proved by applying the integral operator to both sides of the system
(6.7)− (6.8), and using some classical results from fractional calculus to get (6.19).

De�nition 6.5.1. We say that the function y(·) : (−∞, b] → E is a mild solution of the
fractional neutral functional evolution system (6.7) − (6.8) if y(t) = φ(t) for all t ≤ 0 and the
restriction of y(·) to the interval J is continuous and there exists f(·) ∈ L1(J ;E) : f(t) ∈
F (t, yρ(t,yt)) a.e. in J such that y satis�es the following integral equation

y(t) = U(t, 0)[φ(0)− g(0, φ)] + g(t, yρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds (6.20)

We consider the hypotheses (Hφ), (H01) − (H03) and we need to introduce the following
assumptions :

(H04) There exists a constant L? > 0 such that

|A(s)g(s, φ)− A(s)g(s, φ)| ≤ L? (|s− s|+ ‖φ− φ‖)

for all s, s ∈ J , φ, φ ∈ B.

(H05) There exists a constant M0 > 0 such that

‖A−1(t)‖B(E) ≤M0 for all t ∈ J.
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(H06) There exists a constant 0 < L <
1

M0Kb

such that

|A(t) g(t, ϕ)| ≤ L (‖φ‖+ 1) for all t ∈ J and φ ∈ B.

Theorem 6.5.1. Suppose that the hypotheses (H01)− (H06) are satis�ed and moreover[
M0L? +

M̂L∗bb
α

Γ(α + 1)

]
< 1 (6.21)

where p∗ = sup p(s), q∗ = sup q(s)and l∗b = sup lb(s). Then the problem (6.7)− (6.8) has at least
mild solution on (−∞, b].

Proof. Transform as below the neutral problem (6.7)− (6.8) into a �xed point problem by
considering the multivalued operator Ñ : Ω→ P(Ω) de�ned by :

Ñ(y) =

h ∈ Ω : h(t) =


φ(t), if t ≤ 0;

U(t, 0) [φ(0)− g(0, φ)] + g(t, yρ(t,yt))

+
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds, if t ∈ J.


where f ∈ SF,y = {v ∈ L1(J ;E) : v(t) ∈ F (t, yρ(t,yt)) for a.e. t ∈ J}.

Clearly, the �xed points of the operator Ñ are mild solutions of the problem (6.7)−(6.8). We
remark also that, for each y ∈ Ω, the set SF,y is nonempty since, by (H02), F has a measurable
selection (see [40], Theorem III.6).

For φ ∈ B, we consider the function x(.) : (−∞, b]→ E de�ned as below by

x(t) =

{
φ(t), if t ≤ 0;

U(t, 0) φ(0), if t ∈ J.

Then x0 = φ. For each function z ∈ Ω, set

y(t) = z(t) + x(t)

It is obvious that y satis�es (6.20) if and only if z satis�es z0 = 0 and

z(t) = g(t, zρ(t,yt) + xρ(t,yt))− U(t, 0)g(0, φ) +
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)f(s)ds.

where f(t) ∈ F (t, zρ(t,yt) + xρ(t,yt)) a.e t ∈ J
Let

Ω0 = {z ∈ Ω : z0 = 0} .

De�ne the operator F̃ : Ω0 → P(Ω0) by :

F̃ (z) = {h ∈ Ω : h(t) = g(t, zρ(t,yt) + xρ(t,yt))− U(t, 0)g(0, φ)

+
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)f(s)ds.}
(6.22)
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Obviously the operator Ñ has a �xed point is equivalent to F̃ has one, so it turns to prove that
F̃ has a �xed point.

Let z ∈ Ω0 be be a possible �xed point of the operator. Then, using (H01) − (H02),
(H05)− (H06) we have for each t ∈ [0, b]

|z(t)| ≤ |g(t, zρ(t,yt) + xρ(t,yt))|+ |U(t, 0)g(0, φ)|

+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, zρ(s,ys) + xρ(s,ys))ds ds

∣∣∣∣
≤ ‖A−1(t)‖ |A(t)g(t, zρ(t,zt+xt) + xρ(t,zt+xt))|+ ‖U(t, 0)‖B(E) ‖A−1(0)‖ |A(0)g(0, φ)|

+

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s, zρ(s,ys) + xρ(s,ys))ds ds

∣∣∣∣
≤ M0L(‖zρ(t,zt+xt) + xρ(t,zt+xt)‖B + 1) + M̂M0L(‖φ‖B + 1)

+
M̂

Γ(α)

∫ t

0

(t− s)α−1
[
p(s) + q(s)‖zρ(s,ys) + xρ(s,ys)‖

]
ds

Since ‖zρ(t,yt) + xρ(t,yt)‖B ≤ Kb|z(t)|+ cb we obtain

|z(t)| ≤ M0L (Kb|z(t)|+ cb + 1) +M0LM̂(‖φ‖+ 1) +
M̂p∗bα

Γ(α + 1)

+
KbM̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (|z(s)|+ cb) ds

Then

(1−M0LKb)|z(t)| ≤ M0L(cb + 1) +M0LM̂(‖φ‖+ 1) +
M̂p∗bα

Γ(α + 1)

+
KbM̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (|z(s)|+ cb) ds

Set

δb := cb +
KbM0L

(
(cb + 1) + M̂(‖φ‖+ 1)

)
(1−M0LKb)Γ(α + 1)

+
KbM̂p∗bα

(1−M0LKb)Γ(α + 1)
.

Thus

Kb|z(t)|+ cb ≤ δb +
KbM̂q∗

Γ(α)

∫ t

0

(t− s)α−1 (Kb|z(s)|+ cb) ds.

We consider the function µ de�ned by

µ(t) := sup { Kb|z(s)|+ cb : 0 ≤ s ≤ t }, 0 ≤ t ≤ b.

Let t? ∈ (−∞, t] be such that µ(t) = Kb|z(t?)|+ cb. If t? ∈ [0, b], by the previous inequality, we
get

µ(t) ≤ δb +
KbM̂q∗

(1−M0LKb)Γ(α)

∫ t

0

(t− s)α−1 µ(s)ds for t ∈ [0, b].
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If t? ∈ (−∞, 0], then µ(t) = ‖ϕ‖ and the previous inequality holds. And Lemma 1.8.1 implies
that there exists a positive constant δb = δb(α) such that

µ(t) ≤ δb ×

[
1 +

KbM̂q∗bα

(1−M0LKb)Γ(α + 1)

]
= Λb

Since ‖z‖ ≤ µ(t), we have ‖z‖ ≤ max{‖φ‖,Λb} := Θb.

We can show as in the previous section that Ñ is an admissible operator and we shall prove
now that Ñ : Z → P(Ω0) is a contraction.

Let z, z ∈ Ω0 and h ∈ F̃ (z). Then there exists f(t) ∈ F (t, zρ(t,yt) + xρ(t,yt)) such that for
each t ∈ [0, b]

h(t) = U(t, 0)[φ(0)− g(0, φ)] + g(t, zρ(t,yt) + xρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1 U(t, s)f(s) ds

From (H03) it follows that

Hd(F (t, zρ(t,yt) + xρ(t,yt)), F (t, zρ(t,yt) + xρ(t,yt)) ≤ lb(t) ‖zρ(t,yt) − zρ(t,yt)‖.
Hence, there is % ∈ F (t, zρ(t,yt) + xρ(t,yt)) such that

|f(t)− %| ≤ lb(t) ‖zρ(t,yt) − zρ(t,yt)‖ t ∈ [0, b].

Consider U? : [0, b]→ P(E), given by

U? = {% ∈ E : |f(t)− %| ≤ lb(t) ‖zρ(t,yt) − zρ(t,yt)‖}.
Since the multivalued operator V(t) = U?(t) ∩ F (t, zρ(t,yt) + xρ(t,yt)) is measurable (in [40],

see Proposition III.4), there exists a function f(t), which is a measurable selection for V . So,
f(t) ∈ F (t, zρ(t,yt) + xρ(t,yt)), and we obtain for each t ∈ [0, b]

|f(t)− f(t)| ≤ lb(t) ‖zρ(t,yt) − zρ(t,yt)‖
Using (H03), (Hϕ) and Lemma 1.7.2, we obtain

|f(t)− f(t)| ≤ lb(t) |z(t)− z(t)|

Let us de�ne, for each t ∈ [0, b]

h(t) = U(t, 0)[φ(0)− g(0, φ)] + g(t, zρ(t,yt) + xρ(t,yt)) +
1

Γ(α)

∫ t

0

(t− s)α−1U(t, s)f(s)ds

Then, by (H01), (H03) and (H04), we have for each t ∈ [0, b]

|h(t)− h(t)| ≤ |g(t, zρ(s,ys) + xρ(s,ys))− g(t, zρ(t,yt) + xρ(t,yt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s)− f(s)
∣∣ ds

≤ ‖A−1(t)‖|A(t)g(t, zρ(t,yt) + xρ(t,yt))− A(t)g(t, zρ(t,yt) + xρ(t,yt))|

+
1

Γ(α)

∫ t

0

(t− s)α−1‖U(t, s)‖B(E)

∣∣f(s)− f(s)
∣∣ ds

≤ M0L?‖zρ(t,yt) − zρ(t,yt)‖+
M̂

Γ(α)

∫ t

0

(t− s)α−1 lb(s) ‖zρ(s,ys) − zρ(s,ys)‖ ds.
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Using (Hφ) and Lemma 1.7.2, we obtain

|h(t)− h(t)| ≤ M0L?‖z − z‖+
M̂L∗bb

α

Γ(α + 1)
‖z − z‖

≤

[
M0L? +

M̂L∗bb
α

Γ(α + 1)

]
‖z − z‖

Therefore,

|h(t)− h(t)| ≤

[
M0L? +

M̂L∗bb
α

Γ(α + 1)

]
‖z − z‖.

By an analogous relation, obtained by interchanging the roles of z and z, it follows that

Hd(Ñ(z), Ñ(z)) ≤

[
M0L? +

M̂L∗bb
α

Γ(α + 1)

]
‖z − z‖.

So, for an appropriate choice of M0L?, L
∗
b and b

α such that[
M0L? +

M̂L∗bb
α

Γ(α + 1)

]
< 1,

The operator Ñ is a contraction and an admissible operator. From the choice of Z there is no
z ∈ ∂Zn such that z = λ Ñ(z) for some λ ∈ (0, 1). Then the statement (C2) in Theorem 1.10.6
does not hold. By the nonlinear alternative due to Frigon we get that (C1) holds, we deduce
that the operator Ñ has a �xed point z? which is a mild solution of the fractional neutral
evolution inclusion (6.7)− (6.8).

6.6 Examples

To illustrate the previous results, we give in this section four applications:
Example 1. Consider the partial di�erential inclusion

cDα
0 u(t, ξ) ∈ ∂

2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−r
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds,

−r ≤ t ≤ b, ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, −r ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π],

(6.23)

where a1(t, ξ) is a continuous function and is uniformly Hölder continuous in t
0 < α ≤ 1 ; a1 : [−r, 0]→ R ; a2 : [0, π]→ R ; u0 ∈ C(H;E) ; ρ1 : [0,+∞)→ R are continuous
functions ; ρ2 : [0,+∞)→ P(R) is a multivalued map with compact convex values.
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To study this system, we consider the space E = L2([0, π],R) and the operator A : D(A) ⊂
E → E given by Aw = w′′ with

D(A) := { w ∈ E : w′′ ∈ E, w(0) = w(π) = 0 }

It is well known that A is the in�nitesimal generator of an analytic semigroup {T (t)}t∈[0,b] on E,
with compact resolvent. On the domain D(A), we de�ne the operators A(t) : D(A) ⊂ E → E
by

A(t)x(ξ) = Ax(ξ) + a0(t, ξ)x(ξ).

By assuming that a0(., .) is continuous and that a0(t, ξ) ≤ −δ0 (δ0 > 0) for every t ∈ R, ξ ∈ [0, π],
and speci�c case α = 1 it follows that the system

u′(t) = A(t)u(t) t ≥ s,

u(s) = x ∈ E,

has an associated evolution family given by

U(t, s)x(ξ) =

[
T (t− s)exp

(∫ t

s

a0(τ, ξ)dτ

)
x

]
(ξ).

From this expression, it follows that U(t, s) is a compact linear operator and that

‖U(t, s)‖ ≤ e−(1+δ0)(t−s) for every (t, s) ∈ [0, b]× [0, b] ; s ≤ t.

Theorem 6.6.1. Let ϕ ∈ C(H;E). Assume that the condition (Hϕ) holds, ρ1 : [0,+∞)→ R is
a continuous function, ρ2 : [0,+∞) → P(R) is a multivalued map with compact convex values
and the functions a1 : [−r, 0]→ R and a2 : [0, π]→ R are continuous. Then there exists a mild
solution of (6.23).

Proof. From the assumptions, we have that

F (t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (6.23) into the abstract system
(6.1)− (6.2). Moreover, the function F is bounded linear operator. Now, the existence of mild
solutions can be deduced from a direct application of Theorem 6.2.1.

From Remark 1.7.1, we have the following result.

Corollary 6.6.1. Let ϕ ∈ C(H;E) be continuous and bounded. Then there exists a mild
solution of (6.23) on [−r, b].
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Example 2. Consider the partial di�erential inclusion

cDα
0

[
u(t, ξ)−

∫ 0

−r
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
∈ ∂

2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−r
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

−r ≤ t ≤ 0, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, −r ≤ t ≤ 0,

v(θ, ξ) = v0(θ, ξ), −r < θ ≤ 0, ξ ∈ [0, π],

(6.24)

where a3 : [−r, 0]→ R is a continuous function.

Theorem 6.6.2. Let ϕ ∈ C(H;E). Assume that the condition (Hϕ) holds, ρ1 : [0,+∞)→ R is
a continuous function, ρ2 : [0,+∞) → P(R) is a multivalued map with compact convex values
and the functions a1, a3 : [−r, 0] → R and a2 : [0, π] → R are continuous. Then there exists a
mild solution of (6.24).

Proof. From the assumptions, we have that

F (t, ψ)(ξ) =

∫ 0

−r
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−r
a3(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (6.24) into the abstract system
(6.3)− (6.4). Moreover, the function F is bounded linear operator. Now, the existence of mild
solutions can be deduced from a direct application of Theorem 6.3.1.

From Remark 1.7.1, we have the following result.

Corollary 6.6.2. Let ϕ ∈ C(H;E) be continuous and bounded. Then there exists a mild
solution of (6.24) on [−r, b].

Example 3. Consider the partial di�erential inclusion

cDα
0 u(t, ξ) ∈ ∂

2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

[
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

]
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

u(t, 0) = u(t, π) = 0, 0 ≤ t ≤ b,

u(θ, ξ) = u0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π],

(6.25)

where a1 : (−∞, 0]→ R is a continuous function.
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Theorem 6.6.3. Let φ ∈ B. Assume that the condition (Hφ) holds, ρ1 : [0,+∞) → R is a
continuous function, ρ2 : [0,+∞) → P(R) is a multivalued map with compact convex values
and the functions a1 : (−∞, 0] → R and a2 : [0, π] → R are continuous. Then there exists a
mild solution of (6.25).

Proof. From the assumptions, we have that

F (t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (6.25) into the abstract system
(6.5)− (6.6). Moreover, the function F is bounded linear operator. Now, the existence of mild
solutions can be deduced from a direct application of Theorem 6.4.1.

From Remark 1.7.2, we have the following result.

Corollary 6.6.3. Let φ ∈ B be continuous and bounded. Then there exists a mild solution of
(6.25) on (−∞, b].

Example 4. Consider the partial di�erential inclusion

cDα
0

[
u(t, ξ)−

∫ 0

−∞
a3(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds

]
∈ ∂

2u(t, ξ)

∂ξ2
+ a0(t, ξ)u(t, ξ)

+

∫ 0

−∞
a1(s− t)u

(
s− ρ1(t)ρ2

(∫ π

0

a2(θ)|u(t, θ)|2dθ
)
, ξ

)
ds,

0 ≤ t ≤ b, ξ ∈ [0, π],

v(t, 0) = v(t, π) = 0, 0 ≤ t ≤ b,

v(θ, ξ) = v0(θ, ξ), −∞ < θ ≤ 0, ξ ∈ [0, π],

(6.26)

where a3 : (−∞, 0]→ R is a continuous functions.

Theorem 6.6.4. Let φ ∈ B. Assume that the condition (Hφ) holds, ρ1 : [0,+∞) → R is a
continuous function, ρ2 : [0,+∞) → P(R) is a multivalued map with compact convex values
and the functions a1, a3 : (−∞, 0]→ R and a2 : [0, π]→ R are continuous. Then there exists a
mild solution of (6.26).

Proof. From the assumptions, we have that

F (t, ψ)(ξ) =

∫ 0

−∞
a1(s)ψ(s, ξ)ds,

g(t, ψ)(ξ) =

∫ 0

−∞
a3(s)ψ(s, ξ)ds,
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ρ(s, ψ) = s− ρ1(s)ρ2
(∫ π

0

a2(θ)|ψ(0, ξ)|2dθ
)
,

are well de�ned functions, which permit to transform system (6.26) into the abstract system
(6.7)− (6.8). Moreover, the function F is bounded linear operator. Now, the existence of mild
solutions can be deduced from a direct application of Theorem 6.5.1.

From Remark 1.7.2, we have the following result.

Corollary 6.6.4. Let φ ∈ B be continuous and bounded. Then there exists a mild solution of
(6.26) on (−∞, b].



Conclusion

In this thesis, we have present some results of existence, even uniqueness and controlla-
bility of mild solutions on a bounded and unbounded interval for di�erent classes of �rt order
and Caputo's fractional derivative order of di�erential and integrodi�erential, perturbed and
nonperturbed,partial functional and neutral functional evolution equations and inclusions with
�nite and in�nite state-dependent delay using various nonlinear alternatives on Fréchet and
Banach spaces depending on the �xed point argument and combined with semigroups theory.

We have generalized the various evolution problems in the thesis of Baghli [20] for the Ca-
puto's fractional derivative order and we have considered the case when the delay is depending
on the solution following the paper of Baghli-Benchohra-Nieto [?] and Baghli [19].

Our �rst work, in this thesis was proving the existence of mild solutions on unbounded
interval for the �rst order perturbed evolution equations with in�nite state-dependent delay
with the Theorem 3.5, page 8 of our �rst paper [10] and we have extended the result to the
�rst order neutral perturbed evolution equations with in�nite state-dependent delay with the
Theorem 4.2, page 14 of our �rst paper [10].

Then in our second work, we have give in this thesis the controllability of mild solutions on
unbounded interval for the �rst order evolution equations with in�nite state-dependent delay
on the Theorem 2, page 388 of our second paper [11] and we have extended the result to the
�rst order neutral evolution equations with in�nite state-dependent delay with the Theorem 3,
page 394 of our �rst paper [11].

The others results about fractional evolution equations and inclusions are submitted or in
preparation.
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Perspectives

Our perspectives are to study the existence, even uniqueness and the controllability of mild
solutions on the whole positif real line for the di�erent classes of fractional evolution equations
studied in this thesis when the delay is �nite and in�nite and also is depending on the solution.

We look also for the existence and the controllability of mild solutions for fractional per-
turbed and nonperturbed evolution inclusions with �nite and in�nite state-dependent delay.
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