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de la recherche, du Directeur du département de mathématiques et l’ensemble du personnel
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Introduction

This thesis is devoted to the study of global existence, asymptotic behavior in time of so-
lutions to a Petrovsky system, a system of degenerate Kirchhoff equations and nonlinear
vector equation in finite dimensional Hilbert space.
The decreasing of classical energy plays a crucial role in the study of global existence and in
stabilization of various distributed systems.
This work consists in three chapter:

• In the chapter one, we prove the global existence and study the decay solutions to a
Petrovsky system with a delay term and source term.

• In chapter two, we give decay estimate for a System of degenerate Kirchhoff equation
with weakly nonlinear dissipation.

• In chapter three, we establish a general decay result of solution to some nonlinear
vector equation in a finite dimensional space.

To prove this different results,we use some classical methods:
The Faedo-Galerkin method to prove the global existence.
The integral inequalities of A. GUESMIA to estimate the decay rate of the energy of some
dissipative problems, the multipier method and makes use of some properties of convex fun-
tions.
The purpose of stabilization is to attenuate the vibrations by feedback, it consists to guar-
antee the decay of the energy of solutions towards 0 in away, more or less fast.
More precisely, we are interested to determine the asymptotic behavior of the energy denoted
by E(t) and to give an estimate of the decay rate of the energy.
There are several type of stabilization
1)Strong stabilization : E(t) −→ 0 as t −→∞.
2)Logarithmic stabilization : E(t) ≤ c(log(t))−δ, c, δ > 0.
3)Polynomial stabilization : E(t) ≤ ct−δ; c, δ > 0.
4)Uniform stabilization : E(t) ≤ ce−δt; c, δ > 0.
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6 Introduction

Chapter 1:Global existence and energy decay of solu-

tions to a petrovsky system with a delay term and source

term.

We consider the Petrovsky equation in bounded domain with a delay term and source term
in the internal feedback
(P )

u′′(x, t) + ∆2
xu(x, t) + µ1g(u′(x, t)) + µ2g(u′(x, t− τ)) = bu|u|p−2 in Ω×]0,+∞[,

u = ∂νu = 0 on Γ×]0,+∞[,
u(x, 0) = u0(x), u′(x, 0) = u1(x) in Ω,
u′(x, t− τ) = f0(x, t− τ) in Ω×]0, τ [,

We prove the global existence of its solutions in Sobolev spaces by means of the energy
method combined with the Faedo-Galerkin procedure under a condition between the weight
of the delay term in the feedback and the weight of the term without delay. Furthermore,
we study the asymptotic behavior of solutions using multiplier method and general weighted
integral inequalities.

Chapter 2: Energy decay for a system of degenerate

Kirchhoff equations with weakly nonlinear dissipation

In this chapter, we consider the initial boundary value problem for the nonlinear Kirchhoff
equation

(|ut|l−2ut)
′ −

( ∫
Ω
|∇xu|2 dx+

∫
Ω
|∇xv|2 dx

)γ
∆xu+ α(t)g1(ut) = 0, in Ω× (0,∞),(1)

(|vt|l
′−2vt)

′ −
( ∫

Ω
|∇xu|2 dx+

∫
Ω
|∇xv|2 dx

)γ
∆xv + α(t)g2(vt) = 0, in Ω× (0,∞),(2)

u = 0, v = 0 on ∂Ω× (0,∞)(3)

u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω.(4)

v(x, 0) = v0(x), vt(x, 0) = v1(x), x ∈ Ω.(5)

In this chapter we use some technique from [48], we establish an explicit and general decay
result, depending on g and α. The proof is based on the multiplier method and makes use of
some properties of convex functions including the use of the general Young’s inequality and
Jensen’s inequality. These convexity arguments were introduced and developed by Lasieka
and co-workers ([33], [36], [37]) and used by Liu and Zuazua [41] and Alabau-Boussouira
[4].
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Chapter 3: General decay of solution to some nonlinear

vector equation in a finite dimensional Hilbert space

Let H be a finite dimensional real Hilbert space, with norm denoted by ‖.‖. We consider
first the following nonlinear equation

u′′ + φ(‖A
1
2u‖2)Au+ g(u′) = 0,

we use some technique from to establish an explicit and general decay result, depending on
g and φ. The proof is based on the multiplier method and makes use of some properties of
convex functions, the general Young inequality and Jensen’s inequality.
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Preliminaries

0.1 Sobolev spaces

We denote by Ω an open domain in IRn, n ≥ 1, with a smooth boundary Γ = ∂Ω. In general,
some regularity of Ω will be assumed. We will suppose that either

Ω is Lipschitz,

i.e., the boundary Γ is locally the graph of a Lipschitz function, or

Ω is of class Cr, r ≥ 1,

i.e., the boundary Γ is a manifold of dimension n ≥ 1 of class Cr. In both cases we assume
that Ω is totally on one side of Γ. These definitions mean that locally the domain Ω is
below the graph of some function ψ, the boundary Γ is represented by the graph of ψ and
its regularity is determined by that of the function ψ. Moreover, it is necessary to note that
a domain with a continuous boundary is never on both sides of its boundary at any point of
this boundary and that a Lipschitz boundary has almost everywhere a unit normal vector ν.

We will also use the following multi-index notation for partial differential derivatives of
a function:

∂ki u =
∂ku

∂xki
for all k ∈ IN and i = 1, ..., n,

Dαu = ∂α1
1 ∂α2

2 . . . ∂αnn u =
∂α1+...+αnu

∂xα1
1 . . . ∂xαnn

,

α = (α1, α2, . . . , αn) ∈ INn, |α| = α1 + . . .+ αn.

We denote by C(D) (respectively Ck(D), k ∈ IN or k = +∞) the space of real continuous
functions on D (respectively the space of k times continuously differentiable functions on
D), where D plays the role of Ω or its closure Ω. The space of real C∞ functions on Ω
with a compact support in Ω is denoted by C∞0 (Ω) or D(Ω) as in the distributions theory
of Schwartz.The distributions space on Ω is denoted by D′(Ω), i.e., the space of continuous
linear form over D(Ω).

For 1 ≤ p ≤ ∞, we call Lp(Ω) the space of measurable functions f on Ω such that

‖f‖Lp(Ω) =
(∫

Ω
|f(x)|pdx

)1/p

< +∞ for p < +∞

‖f‖L∞(Ω) = sup
Ω
|f(x)| < +∞ for p = +∞

9



10 Preliminaries

The space Lp(Ω) equipped with the norm f −→ ‖f‖Lp is a Banach space: it is reflexive and

separable for 1 < p <∞ (its dual is L
p
p−1 (Ω)), separable but not reflexive for p = 1 (its dual

is L∞(Ω)), and not separable, not reflexive for p =∞ (its dual contains strictly L1(Ω)). In
particular the space L2(Ω) is a Hilbert space equipped with the scalar product defined by

(f, g)L2(Ω) =
∫

Ω
f(x)g(x)dx.

We denote by Lploc(Ω) the space of functions which are Lp on any bounded sub-domain of Ω.
Similar space can be defined on any open set other than Ω, in particular, on the cylinder

set Ω× ]a, b[ or on the set Γ× ]a, b[, where a, b ∈ IR and a < b.
Let U be a Banach space, 1 < p < +∞ and −∞ ≤ a < b ≤ +∞, then Lp(a, b;U) is the

space of Lp functions f from (a, b) into U which is a Banach space for the norm

‖f‖Lp(a,b;U) =

(∫ b

a
‖f(x)‖pU dt

)1/p

< +∞ for p < +∞

and for the norm

‖f‖L∞(a,b;U) = sup
t∈(a,b)

‖f(x)‖U < +∞ for p = +∞

Similarly, for a Banach space U, k ∈ IN and −∞ < a < b < +∞, we denote by C([a, b];U)
(respectively Ck([a, b];U)) the space of continuous functions (respectively the space of k
times continuously differentiable functions) f from [a, b] into U , which are Banach spaces,
respectively, for the norms

‖f‖C(a,b;U) = sup
t∈(a,b)

‖f(x)‖U , ‖f‖Ck(a,b;U) =
k∑
i=0

∥∥∥∥∥∂if∂ti
∥∥∥∥∥
C(a,b;U)

0.1.1 Definition of Sobolev Spaces

Now, we will introduce the Sobolev spaces: The Sobolev space W k,p(Ω) is defined to be the
subset of Lp such that function f and its weak derivatives up to some order k have a finite
Lp norm, for given p ≥ 1.

W k,p(Ω) = {f ∈ Lp(Ω);Dαf ∈ Lp(Ω). ∀α; |α| ≤ k} ,

With this definition, the Sobolev spaces admit a natural norm,

f −→ ‖f‖Wk,p(Ω) =

 ∑
|α|≤m

‖Dαf‖pLp(Ω)

1/p

, for p < +∞

and
f −→ ‖f‖Wk,∞(Ω) =

∑
|α|≤m

‖Dαf‖L∞(Ω) , for p = +∞
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Space W k,p(Ω) equipped with the norm ‖ . ‖Wk,p is a Banach space. Moreover is a reflexive
space for 1 < p < ∞ and a separable space for 1 ≤ p < ∞. Sobolev spaces with p = 2 are
especially important because of their connection with Fourier series and because they form
a Hilbert space. A special notation has arisen to cover this case:

W k,2(Ω) = Hk(Ω)

the Hk inner product is defined in terms of the L2 inner product:

(f, g)Hk(Ω) =
∑
|α|≤k

(Dαf,Dαg)L2(Ω) .

The space Hm(Ω) and W k,p(Ω) contain C∞(Ω) and Cm(Ω). The closure of D(Ω) for the
Hm(Ω) norm (respectively Wm,p(Ω) norm) is denoted by Hm

0 (Ω) (respectively W k,p
0 (Ω)).

Now, we introduce a space of functions with values in a space X (a separable Hilbert
space).

The space L2(a, b;X) is a Hilbert space for the inner product

(f, g)L2(a,b;X) =
∫ b

a
(f(t), g(t))X dt

We note that L∞(a, b;X) = (L1(a, b;X))′.
Now, we define the Sobolev spaces with values in a Hilbert space X
For k ∈ IN, p ∈ [1,∞], we set:

W k,p(a, b;X) =

{
v ∈ Lp(a, b;X);

∂v

∂xi
∈ Lp(a, b;X). ∀i ≤ k

}
,

The Sobolev space W k,p(a, b;X) is a Banach space with the norm

‖f‖Wk,p(a,b;X) =

 k∑
i=0

∥∥∥∥∥ ∂f∂xi
∥∥∥∥∥
p

Lp(a,b;X)

1/p

, for p < +∞

‖f‖Wk,∞(a,b;X) =
k∑
i=0

∥∥∥∥∥ ∂v∂xi
∥∥∥∥∥
L∞(a,b;X)

, for p = +∞

The spaces W k,2(a, b;X) form a Hilbert space and it is noted Hk(0, T ;X). The Hk(0, T ;X)
inner product is defined by:

(u, v)Hk(a,b;X) =
k∑
i=0

∫ b

a

(
∂u

∂xi
,
∂v

∂xi

)
X

dt .

Theorem 0.1.1 Let 1 ≤ p ≤ n, then

W 1,p(IRn) ⊂ Lp
∗
(IRn)

where p∗ is given by
1

p∗
=

1

p
− 1

n
(where p∗ =∞ if p = n). Moreover there exists a constant

C = C(p, n) such that

‖u‖Lp∗ ≤ C‖∇u‖Lp(IRn)∀u ∈ W 1,p(IRn).
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Corollary 0.1.1 Let 1 ≤ p < n, then

W 1,p(IRn) ⊂ Lq(IRn) ∀q ∈ [p, p∗]

with continuous imbedding.

For the case p ≥ n

n+ 1
, we have

W 1,n(IRn) ⊂ Lq(IRn) ∀q ∈ [n,+∞[

Theorem 0.1.2 Let p > n, then

W 1,p(IRn) ⊂ L∞(IRn)

with continuous imbedding.

Corollary 0.1.2 Let Ω be a bounded domain in IRn of C1 class with Γ = ∂Ω and 1 ≤ p ≤
∞. We have

if 1 ≤ p <∞, then W 1,p(Ω) ⊂ Lp
∗
(Ω) where

1

p∗
=

1

p
− 1

n
.

if p = n, then W 1,p(Ω) ⊂ Lq(Ω), ∀q ∈ [p,+∞[.
if p > n, then W 1,p(Ω) ⊂ L∞(Ω)

with continuous imbedding.
Moreover, if p > n, we have: ∀u ∈ W 1,p(Ω),

|u(x)− u(y)| ≤ C|x− y|α‖u‖W 1,p(Ω) a.e x, y ∈ Ω

with α = 1 − n

p
> 0 and C is a constant which depend on p, n and Ω. In particular

W 1,p(Ω) ⊂ C(Ω).

Corollary 0.1.3 Let Ω be a bounded domain in IRn of C1 class with Γ = ∂Ω and 1 ≤ p ≤
∞. We have

if p < n, then W 1,p(Ω) ⊂ Lq(Ω)∀q ∈ [1, p∗[ where
1

p∗
=

1

p
− 1

n
.

if p = n, then W 1,p(Ω) ⊂ Lq(Ω),∀q ∈ [p,+∞[.
if p > n, then W 1,p(Ω) ⊂ C(Ω)

with compact imbedding.

Remark 0.1.1 We remark in particular that

W 1,p(Ω) ⊂ Lq(Ω)

with compact imbedding for 1 ≤ p ≤ ∞ and for p ≤ q < p∗.
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Corollary 0.1.4

if
1

p
− m

n
> 0, then Wm,p(IRn) ⊂ Lq(IRn) where

1

q
=

1

p
− m

n
.

if
1

p
− m

n
= 0, then Wm,p(IRn) ⊂ Lq(IRn),∀q ∈ [p,+∞[.

if
1

p
− m

n
< 0, then Wm,p(IRn) ⊂ L∞(IRn)

with continuous imbedding.
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0.2 Weak convergence

Let (E; ‖.‖E) a Banach space and E ′ its dual space, i.e., the Banach space of all continuous
linear forms on E endowed with the norm ‖.‖′E defined by

‖f‖E′ =: sup
x 6=0

|〈f, x〉|
‖x‖

; where 〈f, x〉; denotes the action of f onx, i.e.〈f, x〉 := f(x). In the same way, we can define
the dual space of E ′ that we denote by E ′′. (The Banach space E ′′ is also called the bi-dual
space of E.) An element x of E can be seen as a continuous linear form on E ′ by setting
x(f) := 〈x, f〉, which means that E ⊂ E ′′:

Definition 0.2.1 The Banach space E is said to be reflexive if E = E ′′.

Definition 0.2.2 The Banach space E is said to be separable if there exists a countable
subset D of E which is dense in E, i.e. D = E.

Theorem 0.2.1 (Riesz). If (H; 〈., .〉) is a Hilbert space, 〈., .〉 being a scalar product on H,
then H ′ = H in the following sense: to each f ∈ H ′ there corresponds a unique x ∈ H such
that f = 〈x, .〉 and ‖f‖′H = ‖x‖H

Remark : From this theorem we deduce that H ′′ = H. This means that a Hilbert space is
reflexive.

Proposition 0.2.1 If E is reflexive and if F is a closed vector subspace of E, then F is
reflexive.

Corollary 0.2.1 The following two assertions are equivalent: (i) E is reflexive; (ii) E ′ is
reflexive.

0.2.1 Weak, weak star and strong convergence

Definition 0.2.3 (Weak convergence in E). Let x ∈ E and let {xn} ⊂ E. We say that {xn}
weakly converges to x in E, and we write xn ⇀ x in E, if

〈f, xn〉 → 〈f, x〉

for all f ∈ E ′.

Definition 0.2.4 (weak convergence in E ′). Let f ∈ E ′ and let {fn} ⊂ E ′. We say that
{fn} weakly converges to f in E ′, and we write fn ⇀ f in E ′, if

〈fn, x〉 → 〈f, x〉

for all x ∈ E ′′.
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Definition 0.2.5 (weak star convergence). Let f ∈ E ′ and let {fn} ⊂ E ′. We say that {fn}
weakly star converges to f in E ′, and we write fn ⇀ ∗f in E ′ if;

〈fn, x〉 → 〈f, x〉

for all x ∈ E.

Remark As E ⊂ E ′′ we have fn ⇀ f in E ′ imply fn ⇀ ∗f in E ′. When E is reflexive, the last
definitions are the same, i.e, weak convergence in E ′ and weak star convergence coincide.

Definition 0.2.6 (strong convergence). Let x ∈ E(resp. f ∈ E ′) and let {xn} ⊂ E (resp
{fn} ⊂ E ′). We say that {xn} (resp. {fn}) strongly converges to x (resp. f), and we write
xn → x in E (resp. fn → f in E ′), if

lim
n
‖xn − x‖E = 0; (resp. lim

n
‖fn − f‖E′ = 0)

Proposition 0.2.2 Let x ∈ E, let {xn} ⊂ E, let f ∈ E ′ and let {fn} ⊂ E ′.

i. If xn → x in E then xn ⇀ x in E.

ii. If xn ⇀ x in E then {xn} is bounded.

iii. If xn ⇀ x in E then lim inf
n→∞

‖xn‖E ≥ ‖x‖E

iv. If fn → f in E ′ then fn ⇀ f inE ′ (and so fn
∗
⇀ f in E ′).

v. If fn ⇀ f in E ′ then {fn} is bounded.

vi. If fn ⇀ f in E ′ then lim inf
n→∞

‖fn‖′E ≥ ‖f‖′E

Proposition 0.2.3 (finite dimension). If dimE < ∞ then strong, weak and weak star
convergence are equivalent.

0.2.2 Weak and weak star compactness

In finite dimension, i.e, dimE < ∞, we have Bolzano-Weierstrass’s theorem (which is a
strong compactness theorem).

Theorem 0.2.2 (Bolzano-Weierstrass). If dimE < ∞ and if {xn} ⊂ E) is bounded, then
there exist x ∈ E and a subsequence {xnk} of {xn} such that {xnk} strongly converges to x.

The following two theorems are generalizations, in infinite dimension, of Bolzano- Weier-
strass’s theorem.

Theorem 0.2.3 (weak star compactness, Banach-Alaoglu-Bourbaki). Assume that E is sep-
arable and consider {fn} ⊂ E ′) . If {xn} is bounded, then there exist f ∈ E ′ and a subse-
quence {fnk} of {fn} such that {fnk} weakly star converges to f in E ′.
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Theorem 0.2.4 (weak compactness, Kakutani-Eberlein). Assume that E is reflexive and
consider {xn} ⊂ E). If {xn} is bounded, then there exist x ∈ E and a subsequence {xnk} of
{xn} such that {xnk} weakly converges to x in E.

Weak, weak star convergence and compactness in Lp(Ω).

Definition 0.2.7 ( weak convergence in Lp(Ω) with 1 ≤ p <∞ ). Let Ω an open subset of
IRn .We say that the sequence {fn} of Lp(Ω) weakly converges to f ∈ Lp(Ω), if

lim
n

∫
Ω
fn(x)g(x)dx =

∫
Ω
f(x)g(x)dx for all g ∈ Lq; (

1

p
+

1

q
= 1)

Definition 0.2.8 (weak star convergence in L∞(Ω) ). We say that the sequence {fn} ⊂
L∞(Ω) weakly star converges to f ∈ L∞(Ω) , if

lim
n

∫
Ω
fn(x)g(x)dx =

∫
Ω
f(x)g(x)dx for all g ∈ L1(Ω)

Theorem 0.2.5 (weak compactness in Lp(Ω)) with 1 < p < ∞. Given {fn} ⊂ Lp(Ω) ,
if {fn} is bounded, then there exist f ∈ Lp(Ω) and a subsequence {fnk} of {fn} such that
fn ⇀ f in Lp(Ω).

Theorem 0.2.6 (weak star compactness in L∞(Ω).
Given {fn} ⊂ L∞(Ω), if {fn} is bounded, then there exist f ∈ L∞(Ω) and a subsequence
{fnk} of {fn} such that fn

∗
⇀ f in L∞(Ω).

Generalities. In what follows, Ω is a bounded open subset of IRN with Lipschitz boundary
and 1 ≤ p ≤ ∞.
Weak and weak star convergence in Sobolev spaces
For 1 ≤ p ≤ ∞, W 1;p(Ω) is a Banach space. Denote the space of all restrictions to Ω of
C1-differentiable functions from IRN to IR with compact support in RN by C1(Ω).

Theorem 0.2.7 for every 1 ≤ p ≤ ∞ C1(Ω) ⊂ W 1;p(Ω) ⊂ Lp(Ω) , and, for 1 < p < ∞,
C1(Ω) is dense in W 1;p(Ω).

Definition 0.2.9 (weak convergence in W 1;p(Ω) with 1 ≤ p <∞).)
We say the {fn} ⊂ W 1;p(Ω) weakly converges to f ∈ W 1;p(Ω), and we write fn ⇀ f in
W 1;p(Ω) , if fn ⇀ f in Lp(Ω) and ∇fn ⇀ ∇f in Lp(Ω; IRN)

Definition 0.2.10 (weak convergence in W 1;∞(Ω)
. We say the {fn} ⊂ W 1;∞(Ω) weakly star converges to f ∈ W 1;∞(Ω), and we write fn

∗
⇀ f

in W 1;∞(Ω) , if fn
∗
⇀ f in Lp(Ω) and ∇fn ∗

⇀ ∇f in L∞(Ω; IRN)

Theorem 0.2.8 (Rellich). Let 1 ≤ p ≤ ∞ , {fn} ⊂ W 1;p(Ω) and f ∈ W 1;p(Ω); if fn ⇀ f in
W 1;p(Ω) when 1 ≤ p <∞ (resp.fn

∗
⇀ f in W 1;∞(Ω)) when p =∞) then fn → f in Lp(Ω)),

which means that for every 1 ≤ p ≤ ∞, the weak convergence in W 1;p(Ω) imply the strong
convergence in Lp(Ω).
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Theorem 0.2.9 Let 1 < p ≤ ∞ and let {fn} ⊂ W 1;p(Ω) . If {fn} is bounded, then there
exist f ∈ W 1;p(Ω) and a subsequence {fnk} of {fn} such that fnk ⇀ f in W 1;p(Ω) when
1 < p <∞ (resp. fnk

∗
⇀ f in W 1;∞(Ω))

As a consequence of this theorem we have

Corollary 0.2.2 Let 1 < p ≤ ∞and let {fn} ⊂ W 1;p(Ω) . If {fn} is bounded, then there
exist f ∈ W 1;p(Ω) and a subsequence {fnk} of {fn} such that fnk → f in Lp(Ω) and ∇fnk ⇀
∇f in Lp(Ω) when 1 < p <∞ (resp.∇fnk

∗
⇀ ∇f in L∞(Ω))

Theorem 0.2.10 . IfN < p ≤ ∞ and if {fn} ⊂ W 1;p(Ω) is bounded, then there exist
f ∈ W 1;p(Ω) and a subsequence {fnk} of {fn} such that {fnk} converges uniformly to f, and
∇fnk ⇀ ∇f in W 1;p(Ω) when N < p <∞ (resp. ∇fnk

∗
⇀ ∇f in W 1;∞)

0.3 Fadeo-Galerkin method

We consider the Cauchy problem abstract’s for a second order evolution equation in the
separable Hilbert space with the inner product 〈., .〉 and the associated norm ‖.‖ .

(P )
{
u′′(t) + A(t)u(t) = f(t), t ∈ [0, T ]
u(x, 0) = u0(x), u′(x, 0) = u1(x);

where u and f are unknown and given function, respectively, mapping the closed interval
[0, T ] ⊂ IR into a real separable Hilbert space H ,A(t) (0 ≤ t ≤ T ) are linear bounded
operators in H acting in the energy space V ⊂ H.
Assume that 〈A(t)u(t), v(t)〉 = a(t;u(t), v(t)) , for all u, v ∈ V ; where a(t; ., .) is a bilinear
continuous in V.
The problem (P ) can be formulated as: Found the solution u(t) such that

(P̃ )


u ∈ C([0, T ];V ), u′ ∈ C([0, T ];H)
〈u′′(t), v〉+ a(t;u(t), v) = 〈f, v〉 in D′(]0, T [)
u0 ∈ V , u1 ∈ H;

This problem can be resolved with the approximation process of Fadeo-Galerkin.

0.3.1 General method

Let Vm a sub-space of V with the finite dimension dm, and let {wjm} one basis of Vm.
we define the solution um of the approximate problem

(Pm)



um(t) =
dm∑
j=1

gj(t)wjm

um ∈ C([0, T ];Vm), u′m ∈ C([0, T ];Vm) , um ∈ L2(0, T ;Vm)
〈u′′m(t), wjm〉+ a(t;um(t), wjm) = 〈f, wjm〉, 1 ≤ j ≤ dm

um(0) =
dm∑
j=1

ξj(t)wjm , u′m(0) =
dm∑
j=1

ηj(t)wjm
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where
dm∑
j=1

ξj(t)wjm −→ u0 in V as m −→∞

dm∑
j=1

ηj(t)wjm −→ u1 in V as m −→∞

By virtue of the theory of ordinary differential equations,the system (Pm) has unique local
solution which is extended to a maximal interval [0, tm[ by Zorn lemma since the non-linear
terms have the suitable regularity. In the next step, we obtain a priori estimates for the
solution, so that can be extended outside [0, tm[, to obtain one solution defined for all t > 0.

0.3.2 A priori estimation and convergence

Using the following estimation

‖um‖2 + ‖u′m‖2 ≤ C(‖um(0)‖2 + ‖u′m(0)‖2 +
∫ T

0
|f(s)|2ds) ; 0 ≤ t ≤ T

and the Gronwall lemma we deduce that the solution um of the approximate problem (Pm)
converges to the solution u of the initial problem (P ).The uniqueness proves that u is the
solution.

0.3.3 Gronwall lemma

Lemma 0.3.1 Let T > 0, g ∈ L1(0, T ), g ≥ 0 a.e and c1, c2 are positives constants.Let
ϕ ∈ L1(0, T ) ϕ ≥ 0 a.e such that gϕ ∈ L1(0, T ) and

ϕ(t) ≤ c1 + c2

∫ t

0
g(s)ϕ(s)ds a.e in (0, T ).

then, we have

ϕ(t) ≤ c1exp (c2

∫ t

0
g(s)ds) a.e in (0, T ).

0.4 Convex analysis

0.4.1 Fenchel conjugate functions

Let V be a topological vector space and let V ′ be its dual space with bilinear duality form
〈., .〉V,V ′ .
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Definition 0.4.1 (Conjugate function)
Let F : V −→ IR be an extend real valued function. The function F ∗ : V ′ −→ IR defined
by

F ∗(f) = sup
u∈V

(〈f, u〉V,V ′ − F (u)), ∀f ∈ V ′

is said to by Fenchel (convex) conjugate or conjugate function of F .
The mapping F −→ F ∗ is called the Legendre -Fenchel transformation.

Proposition 0.4.1 Let F : V −→ IR be a given extend real valued function, the following
statements are true

• i. F ∗(f) + F (u) ≥ 〈f, u〉V,V ′ , ∀f ∈ V ′, ∀u ∈ V

• ii. Let f be in the dual V ′of V and λ ∈ IR ,the conjugate of affine function u −→
(〈f, u〉V,V ′ − λ is less than F if and only if

F ∗(f) ≤ λ

• iii.If F is identically equal to +∞ then F ∗ is identically equal to −∞ .Moreover ,if
F is proper ,then the relation:F ∗(f) = sup

u∈V
(〈f, u〉V,V ′ − F (u)) may be restricted to the

points u in the effective domain of F (dom(F )) .

• iv.The function F ∗ is always in Γ(V ′) (since F ∗ is the point-wise supremum of a family
of affine continuous functions of v’ ).Therefore, F ∗ is always o lower semi-continuous
convex function on V ′. Moreover, if F ∗takes the value −∞ then F ∗ is identically equal
to −∞ .

Proposition 0.4.2 (i)Let F and G be tow given extend real valued functions of V into IR,
the following properties hold:

1. F ∗(0) = −( inf
u∈V

)F (u).

2. If F is less than G then G∗ is less than F ∗.

3. If G(u) = F (αu), ∀u ∈ V , with α 6= 0 then G∗(f) = F ∗(f/α) ,∀f ∈ V ′.

4. (αF )∗(f) = αF ∗(f/α), ∀ ∈ V ′, ∀α > 0.

5. (F + β)∗ = F ∗ − β, ∀β ∈ IR.

(ii)Given a family (Fi)i∈J of functions from V into IR, we have

(inf
i∈J

Fi)
∗ = sup

i∈J
F ∗i

sup
i∈J

F ∗i ≤ inf
i∈J

(Fi)
∗

(iii)For every a ∈ V we denote by Fa the translated function (i.e,Fa(u) = F (u − a),∀u ∈
V ).Then Fa

∗(f) = F ∗(f) + 〈f, a〉V,V ′ , ∀f ∈ V ′.
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Theorem 0.4.1 (Fenchel duality)Let V be a locally convex Hausdorff topological vector
space over IR with its dual V ′. Let F and G be two power convex functions of V into
IR .Assume that there exists u0 ∈ dom(F )∩ dom(G) such that F is continuous in u0 .Then

inf
u∈V

(F (u) +G(u)) = sup
f∈V ′

(−F ∗(−f)−G∗(f)).

Proof: From Fenchel inequality, we have for any function H

H∗(f) +H(u) ≥ (〈f, u〉V,V ′ , ∀u ∈ V , ∀f ∈ V ′

consequently, we have that

inf
u∈V

(F (u) +G(u)) ≥ sup
f∈V ′

(−F ∗(−f)−G∗(f)).

(this fact is usually referred to as weak duality).
Denote p := inf

u∈V
(F (u) + G(u)) , q := sup

f∈V ′
(−F ∗(−f)−G∗(f)) and C := epiF . To complete

the proof, we show that p ≤ q.
If p = −∞ there is nothing to prove.Suppose now that p 6= −∞.
It is clear that the interior of C : intC is not empty (because F is continuous in u0).
We introduce now the following sets:

A := intC,

B := {(λ, u) ∈ V × IR : λ ≤ p−G(u)}
The set A and B are convex (since F and G are convex) and disjoint (according to the
definition of p), therefore, (because of Hahn-Banach’s first geometric form) there exist a non
zero continuous linear function f ∈ V ′ and (α, β) ∈ IR2 such that

H = {(λ, u) ∈ V × IR : (〈f, u〉V,V ′ + αλ = β}

and
(〈f, u〉V,V ′ + αλ ≥ β, ∀(u, λ) ∈ C,
(〈f, u〉V,V ′ + αλ ≤ β, ∀(u, λ) ∈ B,(6)

By taking u = u0 in the first part of the last inequality and by passing to the limit on
(λ −→ +∞) we can deduce that α ≥ 0.
Prove now that α 6= 0; for this we proceed by contradiction. Assume that α = 0, then
according to the last inequalities, we arrive at

〈f, u〉V,V ′ ≥ β, ∀u ∈ dom(F ), and , 〈f, u〉V,V ′ ≤ β, ∀u ∈ dom(G).

In particular 〈f, u0〉V,V ′ = β ( since u0 ∈ dom(F ) ∩ dom(G)) and then 〈f, u − u0〉V,V ′ ≥ 0
for all u in dom(F ) .Consequently, f = 0 since dom(F ) is neighborhood of u0. We thus have
α > 0.
According to

〈f, u〉V,V ′ + αλ ≥ β, ∀(u, λ) ∈ C,
〈f, u〉V,V ′ + αλ ≤ β, ∀(u, λ) ∈ B,(7)
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and dividing by α > 0, we obtain easily that

F ∗(−fα) ≤ −βα,

G∗(fα) ≤ βα − p
and then fα = f/α and βα = β/α.
Therefore ,p ≤ q.This complete the proof.
Examples
1.Let C be a non-empty subset of topological vector space V and χC be its indicator function.
Then the conjugate function χC

∗ is defined by

χC
∗(f) = sup

u∈C
〈f, u〉V,V ′

and is called the support function of C. Moreover, if C is a closed and convex set, χC is
closed and convex, and by the conjugacy theorem the conjugate of its support function is its
indicator function.
2.Let (V, ‖.‖) be a Banach space, (V ′, ‖.‖∗) its dual, Ψα : t ∈ IR −→ |t|α/α and Fα : V −→
IR such that Fα(u) = Ψα(‖u‖), where 1 < α <∞. Then

F ∗α(f) = sup
u∈V

(〈f, u〉V,V ′ − Fα(u))

= sup
λ≥0

(
‖f‖∗λ−

λα

α

)
Hence (by analyzing the function r(λ) := θλ−λα/α where θ := ‖f‖∗ and λ ∈ [0,+∞[, F ∗α(f) =
‖f‖α∗∗ /α∗ where 1/α + 1/α∗ = 1.Consequently

F ∗α(f) = Ψα∗(‖f‖∗)

3.We finish with an interesting example for the boundary valued problems in a lemma form.

Lemma 0.4.1 Let (V, ‖.‖) be a Banach space, (V ′, ‖.‖∗) its dual and C be a non-empty
closed and convex subset or V. Consider the convex and lower semi-continuous real-valued
function F on V given by

F (v) := 〈f, v〉V,V ′ + χC(v − u) ∀v ∈ V

where u ∈ V and f ∈ V ′ are given elements.
then the conjugate of F is

F ∗(g) = 〈g − f, u〉V,V ′ + χC∗(g − f) ∀g ∈ V ′

where C∗ = {g ∈ V ′ : 〈g, v〉V,V ′ = 0 ∀v ∈ C} (which is said to be the polar set of C)

Proof.Let g ∈ V ′, we have

F ∗(g) = sup
v∈V

(〈g, v〉V,V ′ − 〈f, v〉V,V ′ − χC(v − u))

= sup
w∈C
〈g − f, w + u〉V,V ′

= 〈g − f, u〉V,V ′ + sup
w∈C
〈g − f, w〉V,V ′

This completes the proof (since sup
w∈C
〈g − f, w〉V,V ′ = χ∗C(g − f) = χC∗(g − f)).
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0.4.2 Legendre transformation

In mathematics, the Legendre transformation or Legendre transform, named after Adrien-
Marie Legendre, is an operation that transforms one real-valued function of a real variable
into another. Specifically, the Legendre transform of a convex function F is the function F ∗

defined by

F ∗(p) = sup(px− F (x))

where ”sup” represents the supremum. If F is differentiable, then F ∗(p) can be inter-
preted as the negative of the y-intercept of the tangent line to the graph of F that has slope
p. In particular, the value of x that attains the maximum has the property :F ′(x) = p

That is, the derivative of the function F becomes the argument to the function F ∗. In
particular, if F is convex (or concave up), then F ∗ satisfies the functional equation

F ∗(F ′(x)) = xF ′(x)− F (x)

The Legendre transform is its own inverse. Like the familiar Fourier transform, the
Legendre transform takes a function F (x) and produces a function of a different variable p.
However, while the Fourier transform consists of an integration with a kernel, the Legendre
transform uses maximization as the transformation procedure. The transform is especially
well behaved if F (x) is a convex function. The Legendre transformation is an application
of the duality relationship between points and lines. The functional relationship specified
by F (x) can be represented equally well as a set of (x, y) points, or as a set of tangent lines
specified by their slope and intercept values. The Legendre transformation can be generalized
to the Legendre-Fenchel transformation. It is commonly used in thermodynamics and in the
Hamiltonian formulation of classical mechanics.

0.4.3 Jensen inequality

Let (Ω, A, µ) be a measure space, such that µ(Ω) = 1. If g is a real-valued function that is
µ-integrable, and if ϕ is a convex function on the real line, then:

ϕ
(∫

Ω
g dµ

)
≤
∫

Ω
ϕ ◦ g dµ

In real analysis, we may require an estimate on ϕ

(∫ b

a
g(x) dx

)
where a, b are real numbers,

and g is a non-negative real-valued function that is Lebesgue-integrable. In this case, the
Lebesgue measure of [a, b] don’t need to be unity. However, by integration by substitution,
the interval can be rescaled so that it has measure unity. Then Jensen’s inequality can be
applied to get

ϕ

(∫ b

a
g(x) dx

)
≤ 1

b− a

∫ b

a
ϕ((b− a)g(x)) dx
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0.5 Aubin -Lions lemma

The Aubin Lions lemma is a result in the theory of Sobolev spaces of Banach space-valued
functions. More precisely, it is a compactness criterion that is very useful in the study of
nonlinear evolutionary partial differential equations. The result is named after the French
mathematicians Thierry Aubin and Jacques-Louis Lions. We complete the preliminaries by
the useful inequalities of Gagliardo-Nirenberg and Sobolev-Poincaré.

Lemma 0.5.1 LetX0,X and X1 be three Banach spaces with X0 ⊆ X ⊆ X1. Assume thatX0

is compactly embedded in X and that X is continuously embedded in X1; assume also that
X0 and X1 are reflexive spaces. For 1 < p, q < +∞, let

W = {u ∈ Lp([0, T ];X0)/ u̇ ∈ Lq([0, T ];X1)}

Then the embedding of W into Lp([0, T ];X) is also compact.

Lemma 0.5.2 (Gagliardo-Nirenberg) Let 1 ≤ r < q ≤ +∞ and p ≤ q. Then, the
inequality

‖u‖Wm,q ≤ C‖u‖θWm,p‖u‖1−θ
r for u ∈ Wm,p

⋂
Lr

holds with some C > 0 and

θ =

(
k

n
+

1

r
− 1

q

)(
m

n
+

1

r
− 1

p

)−1

provided that 0 < θ ≤ 1 (we assume 0 < θ < 1 if q = +∞).

Lemma 0.5.3 (Sobolev-Poincaré inequality) Let q be a number with 2 ≤ q < +∞ (n =
1, 2) or 2 ≤ q ≤ 2n/(n− 2) (n ≥ 3), then there is a constant c∗ = c(Ω, q) such that

‖u‖q ≤ c∗‖∇u‖2 for u ∈ H1
0 (Ω).
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Chapter 1

GLOBAL EXISTENCE AND
ENERGY DECAY OF SOLUTIONS
TO A PETROVSKY SYSTEM
WITH A DELAY TERM AND
SOURCE TERM

1.1 Introduction

In this chapter, we investigate the existence and decay properties of solutions for the initial
boundary value problem of system of petrovsky of the type
(P )

u′′(x, t) + ∆2
xu(x, t) + µ1g(u′(x, t)) + µ2g(u′(x, t− τ)) = bu|u|p−2 in Ω×]0,+∞[,

u = ∂νu = 0 on Γ×]0,+∞[,
u(x, 0) = u0(x), u′(x, 0) = u1(x) in Ω,
u′(x, t− τ) = f0(x, t− τ) in Ω×]0, τ [,

where Ω is a bounded domain in IRn, n ∈ IN∗, with a smooth boundary ∂Ω = Γ, τ > 0 is a
time delay, µ1 and µ2 are positive real numbers, and the initial data (u0, u1, f0) belong to a
suitable space.

Time delays so often arise in many physical, chemical, biological phenomena. In recent
years, the control of PDEs with time delay effects has become an active area of research.
The presence of delay may be a source of instability.

When µ1 6= 0,µ2 = 0 and g(s) = δ|s|m−2s (m ≥ 1) S. A. Messaoudi [44] determined
suitable relations between m and p, for which there is global existence or alternatively finite
time blow up. More precisely: he showed that solutions with any initial data continue to
exist globally in time if m ≥ p and blow up in finite time if m < p and the initial energy
is negative. To prove global existence he used a new method introduced by Georgiev and
Todorova [20] based on a fixed point theorem.

25
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For the wave equation (∆xu instead of ∆2
xu in (P )),when g is linear and f(u) = 0, it is well

known that if µ2 = 0, that is, in absence of delay, the energy of problem (P ) is exponentially
decaying to zero (see for instance [32], [14], [15] and [49]). On the contrary, if µ1 = 0, that
is, there exits only the delay part in the internal, the system (P ) becomes unstable (see,
for instance [17]). In recent years, the PDEs with time delay effects have become an active
area of research and arise in many pratical problems . In [17], the authors showed that a
small delay in a boundary control could turn such well-behave hyperbolic system into a wild
one and therefore, delay becomes a source of instability. To stabilize a hyperbolic system
involving input delay terms, additional control terms will be necessary (see [50], [61], [51]).
In [50] the authors examined the problem (P ) and determined suitable relations between µ1

and µ2, for which the stability or alternatively instability takes place. More precisely, they
showed that the energy is exponentially stable if µ2 < µ1 and they found a sequence of delays
for which the corresponding solution of (P ) will be instable if µ2 ≥ µ1. The main approach
used in [50], is an observability inequality obtained with a Carleman estimate. The same
results were showed if both the damping and the delay acting in the boundary domain. We
also recall the result by Xu, Yung and Li [61], where the authors proved the same result as
in [50] for the one space dimension by adopting the spectral analysis approach.

When g is nonlinear and in the case µ2 = 0, the problem of existence and energy de-
cay have been previously studied by several authors (see [27], [32],[9]) and many energy
estimates have been derived for arbitrary growing feedbacks (polynomial, exponential or
logarithmic decay).

In this article,we give a global solvability in Sobolev spaces and energy decay estimates of
the solutions to the problem (P ) for a nonlinear damping and a delay term. To obtain global
solutions to the problem (P ), we use the argument combining the Galerkin approximation
scheme (see [40]) with the energy estimate method. This work extends the result obtained
by A.Benaissa and Naima Louhibi for a wave equation with a delay. The technic based
on the theory of nonlinear semigroups used in [50] does not seem to be applicable in the
nonlinear case.

To prove decay estimates, we use a multiplier method and some properties of convex
functions. These arguments of convexity were introduced and developed by Lasiecka et
al. [12], [16], [35], [38]and [36], and used by Liu and Zuazua [41], Eller et al [19] and
Alabau-Boussouira [4].

1.2 Preliminaries and main results

In this section, we present some materials needed in the proof of our results.
(H1) g : IR → IR is an odd non-decreasing function of the class C1( IR) such that there
exist ε1, c1, c2, c3, α1, α2 > 0 and a convex and increasing function H : IR+ → IR+ of the
class C1( IR+) ∩ C2(]0,∞[) satisfying H(0) = 0, and H linear on [0, ε1] or (H ′(0) = 0 and
H ′′ > 0 on ]0, ε1]), such that

c1|s| ≤ |g(s)| if |s| ≥ ε1,(1.1)

s2 + g2(s) ≤ H−1(sg(s)) if |s| ≤ ε1.(1.2)
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|g′(s)| ≤ c3(1.3)

α1 sg(s) ≤ G(s) ≤ α2 sg(s).(1.4)

where
G(s) =

∫ s

0
g(r) dr

(H2)
α2µ2 < α1µ1.(1.5)

(H3)

2 ≤ p ≤ 2n− 2

(n− 4)+
.(1.6)

1.3 Technical Lemmas

Lemma 1.3.1 (Sobolev-Poincaré’s inequality) Let q be a number with 2 ≤ q < +∞ (n =
1, 2, 3, 4) or 2 ≤ q ≤ 2n/(n− 4) (n ≥ 5). Then there is a constant c∗ = c∗(Ω, q) such that

‖u‖q ≤ c∗‖∆u‖2 for u ∈ H2
0 (Ω).(1.7)

Lemma 1.3.2 ([19], [21]) Let E : IR+ → IR+ be a non-increasing differentiable function
and Ψ : IR+ → IR+ a convex and increasing function such that Ψ(0) = 0. Assume that

∫ T

s
Ψ(E(t)) dt ≤ E(s), ∀0 ≤ s ≤ T

Then E satisfies the following estimate:

E(t) ≤ ψ−1
(
h(t) + ψ(E(0))

)))
, ∀t ≥ 0,(1.8)

where ψ(t) =
∫ 1
t

1
Ψ(s)

ds for t > 0, h(t) = 0 for 0 ≤ t ≤ E(0)
Ψ(E(0))

, and

h−1(t) = t+
ψ−1

(
t+ ψ(E(0))

)
Ψ
(
ψ−1

(
t+ ψ(E(0))

)) , ∀t ≥ E(0)

Ψ(E(0))
.

We introduce as in [50] the new variable

z(x, ρ, t) = ut(x, t− τρ), x ∈ Ω, ρ ∈ (0, 1), t > 0.(1.9)

Then, we have
τz′(x, ρ, t) + zρ(x, ρ, t) = 0, in Ω× (0, 1)× (0,+∞).(1.10)
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Therefore, problem (P ) is equivalent to:

u′′(x, t) + ∆2
xu(x, t) + µ1g(u′(x, t))

+µ2g(z(x, 1, t)) = bu|u|p−2, in Ω×]0,+∞[,
τz′(x, ρ, t) + zρ(x, ρ, t) = 0, in Ω×]0, 1[×]0,+∞[
u(x, t) = 0, on ∂Ω× [0,+∞[
z(x, 0, t) = u′(x, t) on Ω× [0,+∞[
u(x, 0) = u0(x), u′(x, 0) = u1(x) in Ω
z(x, ρ, 0) = f0(x,−ρτ) in Ω×]0, 1[

(1.11)

Let ξ be a positive constant such that

τ
µ2(1− α1)

α1

< ξ < τ
µ1 − α2µ2

α2

.(1.12)

In order to state and prove our main result we fisrt introduce the following

I(t) = I(u(t)) = ‖∆xu(t)‖2
2 − b‖u(t)‖pp

J(t) = J(u(t)) =
1

2
‖∆xu(t)‖2

2 −
b

p
‖u(t)‖pp

(1.13)

We define the energy associated to the solution of the problem (1.11) by the following
formula:

E(t) = J(t) +
1

2
‖u′(t)‖2

2 + ξ
∫

Ω

∫ 1

0
G(z(x, ρ, t)) dρ dx.(1.14)

Then we can define the stable set as

H =
{
u ∈ H2

0 (Ω) / I(u) > 0
}
∪ {0}.

We have the following theorem.

Theorem 1.3.1 Let (u0, u1, f0) ∈ H4 ∩H2
0 ×H2

0 ∩L2×H1
0 (Ω;H1(0, 1)) satisfy the compat-

ibility condition
f0(., 0) = u1.

Assume that the hypotheses (H1) − (H2) hold. Then the problem (P ) admits a unique
solution

u ∈ L∞((−τ,∞);H4 ∩H2
0 (Ω)), u′ ∈ L∞((−τ,∞);H2

0 ∩ L2(Ω)), u′′ ∈ L∞((−τ,∞);L2(Ω))

and, for some constants ω, ε0 we obtain the following decay property:

E(t) ≤ ψ−1
(
h(t) + ψ(E(0))

)
, ∀t > 0,(1.15)

where ψ(t) =
∫ 1
t

1
ωϕ(τ)

dτ for t > 0, h(t) = 0 for 0 ≤ t ≤ E(0)
ωϕ(E(0))

,

h−1(t) = t+
ψ−1

(
t+ ψ(E(0))

)
ωϕ
(
ψ−1

(
t+ ψ(E(0))

)) , ∀t > 0,
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ϕ(s) =
{

s if H is linear on [0, ε1],
sH ′(ε0s) if H ′(0) = 0 and H ′′ > 0 on ]0, ε1].

Example. Let g(s) = sp(− ln s)q, where p ≥ 1, q ∈ IR. Then H(s) = cs
p+1
2 (− ln

√
s)q. We

have

H ′(s) = cs
p−1
2

(
− ln
√
s
)q−1

(
p+ 1

2

(
− ln
√
s
)
− q

2

)
.

Thus

ϕ(s) = cs
p+1
2

(
− ln
√
s
)q−1

(
p+ 1

2

(
− ln
√
s
)
− q

2

)
and

ψ(t) = c
∫ 1

t

1

s
p+1
2 (− ln

√
s)
q−1

(
p+ 1

2

(
− ln
√
s
)
− q

2

) ds
= c

∫ 1√
t

1

zp−2

(ln z)q−1

(
p+ 1

2
ln z − q

2

) dz.
We obtain

ψ(t) ≡


c

1

t
p−1
2 (− ln t)q

if p > 1,

c (− ln t)1−q if p = 1, q < 1,
c (ln(− ln t)) if p = 1, q = 1.

and then

ψ−1(t) ≡


ct−

2
p−1 (ln t)−

2q
p−1 if p > 1,

ce−t
1

1−q
if p = 1, q < 1,

ce−e
t

if p = 1, q = 1.

Using the fact that h(t) = t as t goes to infinity, then

E(t) ≤


ct−

2
p−1 (ln t)−

2q
p−1 if p > 1,

ce−t
1

1−q
if p = 1, q < 1,

ce−e
t

if p = 1, q = 1.

Proof of Theorem 1.3.1. We finish this section by giving an explicit upper bound for
the derivative of the energy.

Lemma 1.3.3 Let (u, z) be a solution of the problem (1.9). Then, the energy functional
defined by (1.14) satisfies

E ′(t) ≤ −
(
µ1 −

ξα2

τ
− µ2α2

)∫
Ω
u′g(u′) dx

−
(
ξ

τ
α1 − µ2(1− α1)

)∫
Ω
z(x, 1, t)g(z(x, 1, t)) dx

≤ 0

(1.16)
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Proof. Multiplying the first equation in (1.11) by u′, integrating over Ω and using integration
by parts, we get

1

2

d

dt
(‖u′‖22 + ‖∆xu‖22)− b

p

d

dt
‖u(t)‖pp + µ1

∫
Ω
u′g(u′) dx+ µ2

∫
Ω
u′(x, t)g(z(x, 1, t)) dx = 0.(1.17)

We multiply the second equation in (1.11) by ξg(z) and integrate the result over Ω× (0, 1),
to obtain:

ξ
∫

Ω

∫ 1

0
z′g(z(x, ρ, t)) dρ dx = − ξ

τ

∫
Ω

∫ 1

0

∂

∂ρ
G(z(x, ρ, t)) dρ dx

= − ξ
τ

∫
Ω

(G(z(x, 1, t))−G(z(x, 0, t))) dx.
(1.18)

Then

ξ
d

dt

∫
Ω

∫ 1

0
G(z(x, ρ, t)) dρ dx = − ξ

τ

∫
Ω
G(z(x, 1, t)) dx+

ξ

τ

∫
Ω
G(u′) dx.(1.19)

From (1.17), (1.19) and using Young inequality we get

E′(t) = −
(
µ1 −

ξα2

τ

)∫
Ω
u′g(u′) dx− ξ

τ

∫
Ω
G(z(x, 1, t)) dx− µ2

∫
Ω
u′(t)g(z(x, 1, t)) dx(1.20)

Let us denote G∗ to be the conjugate function of the convex function G, i.e., G∗(s) =
supt∈IR+(st−G(t)). Then G∗ is the Legendre transform of G, which is given by (see Arnold
[8], p. 61-62, and Lasiecka [12], [16], [35]-[36])

G∗(s) = s(G′)−1(s)−G[(G′)−1(s)], ∀s ≥ 0(1.21)

and satisfies the following inequality

st ≤ G∗(s) +G(t), ∀s, t ≥ 0.(1.22)

Then, from the definition of G, we get

G∗(s) = sg−1(s)−G(g−1(s))

Hence
G∗(g(z(x, 1, t))) = z(x, 1, t)g(z(x, 1, t))−G(z(x, 1, t))

≤ (1− α1)z(x, 1, t)g(z(x, 1, t))
(1.23)

Making use of (1.20), (1.22) and (1.23), we have

E ′(t) ≤ −
(
µ1 −

ξα2

τ

)∫
Ω
u′g(u′) dx− ξ

τ

∫
Ω
G(z(x, 1, t)) dx+ µ2

∫
Ω

(G(u′) +G∗(g(z(x, 1, t)))) dx

≤ −
(
µ1 −

ξα2

τ
− µ2α2

)∫
Ω
u′g(u′) dx− ξ

τ

∫
Ω
G(z(x, 1, t)) dx+ µ2

∫
Ω
G∗(g(z(x, 1, t))) dx.

(1.24)
Using (1.4) and (1.12), we obtain

E ′(t) ≤ −
(
µ1 −

ξα2

τ
− µ2α2

)∫
Ω
u′g(u′) dx

−
(
ξ

τ
α1 − µ2(1− α1)

)∫
Ω
z(x, 1, t)g(z(x, 1, t)) dx

≤ 0
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1.4 Global Existence

We are now ready to start proving Theorem 1.3.1 in the next two sections.
Throughout this section we assume u0 ∈ H4(Ω) ∩ H and u1 ∈ H2

0 ∩ L2(Ω), f0 ∈
H1

0 (Ω;H1(0, 1)).
We employ the Galerkin method to construct a global solution. Let T > 0 be fixed and

denote by Vk the space generated by {w1, w2, . . . , wk} where the set {wk, k ∈ IN} is a basis
of H4 ∩H2

0 .
Now, we define for 1 ≤ j ≤ k the sequence φj(x, ρ) as follows:

φj(x, 0) = wj.

Then, we may extend φj(x, 0) by φj(x, ρ) over L2(Ω× [0, 1]) such that (φj)j form a basis of
L2(Ω;H1(0, 1)) and denote Zk the space generated by {φ1, φ2, . . . , φk}.

We construct approximate solutions (uk, zk)(k = 1, 2, 3, . . . , ) in the form

uk(t) =
k∑
j=1

gjk(t)wj

zk(t) =
k∑
j=1

hjk(t)φj

where gik and hik (j = 1, 2, . . . , k) are determined by the following ordinary differential
equations:

(u′′k(t), wj) + (∆xuk(t),∆xwj) + µ1(g(u′k), wj) + µ2(g(zk(., 1)), wj) = (b|uk(t)|p−2uk(t), wj)
1 ≤ j ≤ k,
zk(x, 0, t) = u′k(x, t)

(1.25)

uk(0) = u0k =
k∑
j=1

(u0, wj)wj → u0 in H4 ∩H2
0 as k → +∞,(1.26)

u′k(0) = u1k =
k∑
j=1

(u1, wj)wj → u1 in H2
0 ∩ L2 as k → +∞.(1.27)

and {
(τzkt + zkρ, φj) = 0
1 ≤ j ≤ k,

(1.28)

zk(ρ, 0) = z0k =
k∑
j=1

(f0, φj)φj → f0 in H1
0 (Ω;H1(0, 1)) as k → +∞,(1.29)

By virtue of the theory of ordinary differential equations, the system (1.25)-(1.29) has a
unique local solution which is extended to a maximal interval [0, Tk[ (with 0 < Tk ≤ +∞)
by Zorn lemma since the nonlinear terms in (1.25) are locally Lipschitz continuous. Note
that uk(t) is C2-class.
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In the next step, we obtain a priori estimates for the solution, so that it can be extended
outside [0, Tk[ to obtain one solution defined for all t > 0.

We can utilize a standard compactness argument for the limiting procedure and it suffices
to derive some a priori estimates for (uk, zk).

Lemma 1.4.1 Assume that (H3) holds. Let u(t) be a solution with the initial data {u0, u1, f0}
satisfying u0 ∈ H, u1 ∈ L2(Ω), f0 ∈ H1

0 (Ω;H1(0, 1)).
If {u0, u1, f0} satisfies

η = 1− b Cp
∗

(
2p

(p− 2)
E(u0, u1)

)(p−2)/2

> 0,(1.30)

then u(t) ∈ H for all t ∈ [0,+∞[.

Proof. Since I(u0) > 0, it follows from the continuity of u(t) that

I(u(t)) ≥ 0(1.31)

for some interval near t = 0. Let tmax be a maximal time (tmax = Tmax), when (1.31) holds
on [0, tmax). On the other hand,

J(t) =
1

2
‖∆xu(t)‖2

2 −
b

p
‖u(t)‖pp

=
p− 2

2p
‖∆xu(t)‖2

2 +
1

p
I(u(t))

≥ p− 2

2p
‖∆xu(t)‖2

2 ∀t ∈ [0, tmax);

(1.32)

hence,

‖∆xu(t)‖2
2 ≤ 2p

p− 2
J(t) ≤ 2p

p− 2
E(t)

≤ 2p

p− 2
E(u0, u1, f0), ∀t ∈ [0, tmax)

(1.33)

Using (1.3.1),(1.30) and (1.33), we deduce that

b‖u(t)‖pp ≤ b Cp
∗‖∆xu(t)‖p2 ≤ b Cp

∗

(
2p

p− 2
E(u0, u1, f0)

)(p−2)/2

‖∆xu(t)‖2
2

< ‖∆xu(t)‖2
2, ∀t ∈ [0, tmax);

(1.34)
Therefore we get

‖∆xu(t)‖2
2 − b‖u(t)‖pp > 0 on [0, tmax).
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This implies that we can take tmax = Tm. Furthermore, by the fact that the energy is
non-increasing we have

E(u0, u1, f0) ≥ E(t) =
1

2
‖∆xu(t)‖2

2 −
b

p
‖u(t)‖pp +

1

2
‖u′(t)‖2

2 + ξ
∫

Ω

∫ 1

0
G(z(x, ρ, t)) dρ dx

=
p− 2

2p
‖∆xu(t)‖2

2 +
1

p
I(u(t)) +

1

2
‖u′(t)‖2

2 + ξ
∫

Ω

∫ 1

0
G(z(x, ρ, t)) dρ dx

≥ p− 2

2p
‖∆xu(t)‖2

2 +
1

2
‖u′(t)‖2

2 on [0, tmax)

,

(1.35)
These estimates imply that the (approximated) solution u(t) exists globally in [0,+∞). This
ends the proof of lemma 1.4.1.

The first estimate.
Since the sequences u0k, u1k and z0k converge, them from (1.16) we can find a positive
constant C independent of k such that

Ek(t) + a1

∫ t

0

∫
Ω
u′kg(u′k) dxds+ a2

∫ t

0

∫
Ω
zk(x, 1, t)g(zk(x, 1, t)) dxds ≤ Ek(0) ≤ C.(1.36)

where

Ek(t) =
1

2
‖u′k(t)‖2

2 +
1

2
‖∆xuk(t)‖2

2 −
b

p
‖uk(t)‖pp + ξ

∫
Ω

∫ 1

0
G(zk(x, ρ, t)) dρ dx,(1.37)

a1 = µ1 −
ξα2

τ
− µ2α2 and a2 =

ξ

τ
α1 − µ2(1− α1)

These estimates imply that the solution (uk, zk) exists globally in [0,+∞[. Estimate (1.36)
yields

uk is bounded in L∞loc(0,∞;H2
0 (Ω))(1.38)

u′k is bounded in L∞loc(0,∞;H2
0 (Ω))(1.39)

u′k(t)g(u′k(t)) is bounded in L1(Ω× (0, T ))(1.40)

G(zk(x, ρ, t)) is bounded in L∞loc(0,∞;L1(Ω× (0, 1)))(1.41)

zk(x, 1, t)g(zk(x, 1, t)) is bounded in L1(Ω× (0, T ))(1.42)

The second estimate.
first of all, we are going to estimate u′′k(0). Testing (1.25) by g′′jk(t) and choosing t = 0, we
obtain:

‖u′′k(0)‖2 ≤ ‖∆2
xu0k‖2 + µ1‖g(u1k)‖2 + µ2‖g(z0k)‖2 + ‖f(u0k)‖2

≤ ‖∆2
xu0k‖2 + µ1‖g(u1k)‖2 + µ2‖g(z0k)‖2 + c‖∆xu0k‖p−1

2 ,

where we set f(u) = bu|u|p−2. Using the Gagliardo-Nirenberg inequality, we have

‖f(u0k)‖2 < c‖∆2
xu0k‖p−1

2
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Since g(u1k), g(z0k) is bounded in L2(Ω) by (H1) hence from (1.26), (1.27) and (1.29):

‖u′′k(0)‖2 ≤ C.

Differentiating (1.25) with respect to t, we get

(u′′′k (t) + ∆2
xu
′
k(t) + µ1u

′′
k(t)g

′(u′k) + µ2z
′
kg
′(zk)− u′kf ′(uk), wj) = 0.

Multiplying by g′′jk(t), summing over j from 1 to k, it follows that

1

2

d

dt

(
‖u′′k(t)‖2

2 + ‖∆xu
′
k(t)‖2

2

)
+ µ1

∫
Ω
u′′

2
k(t)g

′(u′k(t)) dx

+µ2

∫
Ω
u′′k(t)z

′
k(x, 1, t)g

′(zk(x, 1, t)) dx ≤ b(p− 1)
∫

Ω
|u′′k(t)||u′k(t)||uk(t)|p−2 dx,

(1.43)
Next, we are going to analyze the term on the right-hand side of (1.43).
Making use of the generalized Hölder inequality, observing that p−2

2(p−1)
+ 1

2(p−1)
+ 1

2
= 1, using

Lemmas 1.3.1 and 1.4.1 we conclude that∣∣∣∣∫
Ω
u′′k(t)u

′
k(t)f

′(uk(t)) dx
∣∣∣∣ ≤ b(p− 1)‖uk(t)‖p−2

2(p−1)‖u′k(t)‖2(p−1)‖u′′k(t)‖2

≤ C1‖∆xuk(t)‖p−2
2 ‖∆xu

′
k(t)‖2‖u′′k(t)‖2

≤ C2 (‖∆xu
′
k(t)‖2

2 + ‖u′′k(t)‖2
2)

(1.44)

Differentiating (1.28) with respect to t, we get

(τz′′k(t) +
∂

∂ρ
z′k, φj) = 0.

Multiplying by h′jk(t), summing over j from 1 to k, it follows that

1

2
τ
d

dt
‖z′k(t)‖2

2 +
1

2

d

dρ
‖z′k(t)‖2

2 = 0(1.45)

Taking the sum of (1.43) and (1.45), we obtain that

1

2

d

dt

(
‖u′′k(t)‖2

2 + ‖∆xu
′
k(t)‖2

2 + τ‖z′k(x, ρ, t)‖2
L2(Ω×(0,1))

)
+ µ1

∫
Ω
u′′

2
k(t)g

′(u′k(t)) dx

−
∫

Ω
|u′′k(t)||u′k(t)||f ′(uk(t))| dx+

1

2

∫
Ω
|z′k(x, 1, t)|2 dx =

−µ2

∫
Ω
u′′k(t)z

′
k(x, 1, t)g

′(zk(x, 1, t)) dx+
1

2
‖u′′k(t)‖2

2

Using (1.3),(1.44), Cauchy-Schwartz and Young inequalities, we obtain

1

2

d

dt

(
‖u′′k(t)‖2

2 + ‖∆xu
′
k(t)‖2

2 + τ‖z′k(x, ρ, t)‖2
L2(Ω×(0,1))

)
+ µ1

∫
Ω
u′′

2
k(t)g

′(u′k(t)) dx

+c
∫

Ω
|z′k(x, 1, t)|2 dx ≤ c′(‖∆xu

′
k(t)‖+ ‖u′′k(t)‖2

2).



1.4. GLOBAL EXISTENCE 35

Integrating the last inequality over (0, t) and using Gronwall Lemma, we obtain

‖u′′k(t)‖2
2 + ‖∆xu

′
k(t)‖2

2 + ‖z′k(x, ρ, t)‖2
L2(Ω×(0,1)) ≤

ecT
(
‖u′′k(0)‖2

2 + ‖∆xu
′
k(0)‖2

2 + ‖z′k(x, ρ, 0)‖2
L2(Ω×(0,1))

)
for all t ∈ IR+, therefore, we conclude that

u′′k is bounded in L∞loc(0,∞;L2)(1.46)

u′k is bounded in L∞loc(0,∞;H2
0 )(1.47)

z′k is bounded in L∞loc(0,∞;L2(Ω× (0, 1)))(1.48)

The third estimate.
Replacing wj by −∆xwj in (1.25), multiplying by g′jm(t), summing over j from 1 to k, it
follows that

1

2

d

dt

(
‖∇xu

′
k(t)‖2

2 + ‖∇x∆uk(t)‖2
2 −

b

p
‖∇xuk(t)‖pp

)
+ µ1

∫
Ω
|∇xu

′
k(t)|2g′(u′k(t)) dx

+µ2

∫
Ω
∇xu

′
k(t)∇xz

′
k(x, 1, t)g

′(zk(x, 1, t)) dx = 0

(1.49)

Replacing φj by −∆xφj in (1.28), multiplying by hjk(t), summing over j from 1 to k, it
follows that

1

2
τ
d

dt
‖∇xzk(t)‖2

2 +
1

2

d

dρ
‖∇xzk(t)‖2

2 = 0(1.50)

From (1.49) and (1.50), we have

1

2

d

dt

(
‖∇xu′k(t)‖22 + ‖∇∆uk(t)‖22 −

b

p
‖∇xuk(t)‖pp + τ‖∇xzk(x, ρ, t)‖2L2(Ω×(0,1))

)
+ µ1

∫
Ω
|∇xu′k(t)|2g′(u′k(t)) dx

+
1

2

∫
Ω
|∇xzk(x, 1, t)|2 dx =

−µ2

∫
Ω
∇xu′k(t)∇xz′k(x, 1, t)g′(zk(x, 1, t)) dx+

1

2
‖∇xu′k(t)‖22

Using (1.3), Cauchy-Schwartz and Young inequalities, we obtain

1

2

d

dt

(
‖∇xu′k(t)‖22 + ‖∇∆uk(t)‖22 −

b

p
‖∇xuk(t)‖pp + τ‖∇xzk(x, ρ, t)‖2L2(Ω×(0,1))

)
+ µ1

∫
Ω
|∇xu′k(t)|2g′(u′k(t)) dx

+c

∫
Ω
|∇xz′k(x, 1, t)|2 dx ≤ c′‖∇xu′k(t)‖22.

Integrating the last inequality over (0, t) and using Gronwall Lemma, we obtain

‖∇xu
′
k(t)‖2

2 + ‖∇∆uk(t)‖2
2 − ‖∇xuk(t)‖pp + ‖∇xzk(x, ρ, t)‖2

L2(Ω×(0,1)) ≤
ecT

(
‖∇xu

′
k(0)‖2

2 + ‖∇x∆uk(0)‖2
2 − ‖∆xuk(0)‖pp + ‖∇xzk(x, ρ, 0)‖2

L2(Ω×(0,1))

)
for all t ∈ IR+, therefore, we conclude that

uk is bounded in L∞loc(0,∞;H4 ∩H2
0 )(1.51)
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zk is bounded in L∞loc(0,∞;H1
0 (Ω;L2(0, 1)))(1.52)

Applying Dunford-Pettis theorem we conclude from (1.38),(1.39), (1.40), (1.41), (1.46),
(1.47), (1.48) (1.51) and (1.51) replacing the sequence uk with a subseqence if needed, that

uk → u weak-star in L∞loc(0,∞;H4(Ω) ∩H2
0 (Ω))(1.53)

u′k → u′ weak-star in L∞loc(0,∞;H2
0 (Ω))

u′′k → u′′ weak-star in L∞loc(0,∞;H1
0 )(1.54)

g(u′k)→ χ weak-star in L2(Ω× (0, T ))

zk → z weak-star in L∞loc(0,∞;H1
0 (Ω;L2(0, 1))

z′k → z′ weak-star in L∞loc(0,∞;L2(Ω× (0, 1)))(1.55)

g(zk(x, 1, t))→ ψ weak-star in L2(Ω× (0, T ))

for suitable functions u ∈ L∞(0, T ;H2
0 ), z ∈ L∞(0, T ;L2(Ω× (0, 1))),

χ ∈ L2(Ω×(0, T )), ψ ∈ L2(Ω×(0, T )) for all T ≥ 0. We have to show that (u, z) is a solution
of (1.11).

Lemma 1.4.2 For each T > 0, g(u′), g(z(x, 1, t)) ∈ L1(Q) and
‖g(u′)‖L1(Q), ‖g(z(x, 1, t))‖L1(Q) ≤ K1, where K1 is a contant independent of t.

Proof: By (H1), we have

g(u′k(x, t))→ g(u′(x, t)) a.e. in Q,

0 ≤ g(u′k(x, t))u
′
k(x, t)→ g(u′(x, t))u′(x, t) a.e. in Q

Hence, by (1.40) and Fatou’s lemma we have∫ T

0

∫
Ω
u′(x, t)g(u′(x, t)) dx dt ≤ K for T > 0.(1.56)

By Cauchy-Schwartz inequality and using (1.56), we have

∫ T

0

∫
Ω
|g(u′(x, t))| dx dt ≤ c|Q| 12

(∫ T

0

∫
Ω
u′g(u′) dx dt

) 1
2

≤ c|Q| 12K 1
2 ≡ K1

Lemma 1.4.3 g(u′k)→ g(u′) in L1(Ω× (0, T )) and g(zk)→ g(z) in L1(Ω× (0, T )).

Proof: Let E ⊂ Ω× [0, T ] and set

E1 =

(x, t) ∈ E; g(u′k(x, t)) ≤
1√
|E|

 , E2 = E \ E1,
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where |E| is the measure of E. If M(r) := inf{|s|; s ∈ IR and |g(s)| ≥ r},

∫
E
|g(u′k)| dxdt ≤

√
|E|+

M
 1√
|E|

−1 ∫
E2

|u′kg(u′k)| dxdt.

Applying (1.40) we deduce that sup
k

∫
E
|g(u′k)| dxdt → 0 as |E| → 0. From Vitali’s conver-

gence theorem we deduce that g(u′k)→ g(u′) in L1(Ω× (0, T )), hence

g(u′k)→ g(u′) weak star in L2(Q).

Similarly, we have

g(z′k)→ g(z′) weak star in L2(Q),

and this implies that∫ T

0

∫
Ω
g(u′k)v dx dt→

∫ T

0

∫
Ω
g(u′)v dx dt for all v ∈ L2(0, T ;H2

0 )(1.57)

∫ T

0

∫
Ω
g(zk)v dx dt→

∫ T

0

∫
Ω
g(z)v dx dt for all v ∈ L2(0, T ;H2

0 )(1.58)

as k → +∞. Using the compactness of H2
0 in L2, we see that

∫ T

0

∫
Ω
b|uk|p−2ukv dx dt→

∫ T

0

∫
Ω
b|u|p−2uv dx dt for all v ∈ L2(0, T ;H2

0 )(1.59)

as k → +∞. It follows at once from (1.53), (1.54), (1.57), (1.58),(1.59) and (1.55) that for
each fixed v ∈ L2(0, T ;H2

0 ) and w ∈ L2(0, T ;H1
0 (Ω× (0, 1)))∫ T

0

∫
Ω

(u′′k + ∆2
xuk + µ1g(u′k) + µ2g(zk)− b|uk|p−2uk)v dx dt

→
∫ T

0

∫
Ω

(u′′ −∆xu+ µ1g(u′) + µ2g(z)− b|u|p−2u)v dx dt

∫ T

0

∫ 1

0

∫
Ω

(τz′k +
∂

∂ρ
zk)w dx dρ dt→

∫ T

0

∫ 1

0

∫
Ω

(τz′ +
∂

∂ρ
z)w dx dρ dt

as k → +∞. Hence∫ T

0

∫
Ω

(u′′ + ∆2
xu+ µ1g(u′) + µ2g(z)− b|u|p−2u)v dx dt = 0, v ∈ L2(0, T ;H2

0 ).

∫ T

0

∫ 1

0

∫
Ω

(τz′ +
∂

∂ρ
z)w dx dρ dt = 0, w ∈ L2(0, T ;H1

0 (Ω× (0, 1))).

Thus the problem (P ) admits a global weak solution u.
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Uniqueness. Let (u1, z1) and (u2, z2) be two solutions of problem (1.11). Then (w, w̃) =
(u1, z1)− (u2, z2) verifies

w′′(x, t) + ∆2
xw(x, t) + µ1g(u′1(x, t))− µ1g(u′2(x, t))

+µ2g(z1(x, 1, t))− µ2g(z2(x, 1, t)) = b|w|p−2w, in Ω×]0,+∞[,
τ w̃′(x, ρ, t) + w̃ρ(x, ρ, t) = 0, in Ω×]0, 1[×]0,+∞[
w(x, t) = 0, on ∂Ω× [0,+∞[
w̃(x, 0, t) = u′1(x, t)− u′2(x, t) on Ω× [0,+∞[
w(x, 0) = 0, w′(x, 0) = 0 in Ω
w̃(x, ρ, 0) = 0 in Ω×]0, 1[

(1.60)

Multiplying the first equation in (1.60) by w, integrating over Ω and using integration by
parts, we get

1

2

d

dt
(‖w′‖2

2 + ‖∆xw‖2
2 −

b

p
‖w‖pp)

+µ1(g(u′1)− g(u′2), w) + µ2(g(z′1(x, 1, t))− g(u′2(x, 1, t)), w) = 0
(1.61)

Multiplying the second equation in (1.60) by w̃, integrating over Ω × (0, 1) and using inte-
gration by parts, we get

τ
1

2

d

dt

∫ 1

0
‖w̃′‖2

2 dρ+
1

2
(‖w̃(x, 1, t)‖2

2 − ‖w′‖2
2) = 0(1.62)

From (1.61), (1.62), using Cauchy-Schwartz and Sobolev Poincaré inequalities we get

1

2

d

dt

(
‖w′‖2

2 + ‖∆xw‖2
2 −

b

p
‖w‖pp + τ

∫ 1

0
‖w̃′‖2

2 dρ

)
+ µ1(g(u′1)− g(u′2), w) +

1

2
‖w̃(x, 1, t)‖2

2

= −µ2(g(z′1(x, 1, t))− g(z′2(x, 1, t)), w) +
1

2
‖w′‖2

2

≤ 1

2
‖w′‖2

2 + ||g(z′1(x, 1, t))− g(z′2(x, 1, t))||2||∆w||2.

Using condition (1.3) and Young inequality, we obtain

1

2

d

dt

(
‖w′‖2

2 + ‖∆xw‖2
2 −

b

p
‖w‖pp + τ

∫ 1

0
‖w̃′‖2

2 dρ

)
≤ 1

2
‖w′‖2

2 + c||∆w||22.

where c is a positive constant. Then integrating over (0, t), using Gronwalls lemma, we
conclude that

‖w′‖2
2 + ‖∆xw‖2

2 −
b

p
‖w‖pp + τ

∫ 1

0
‖w̃′‖2

2 dρ = 0.

1.5 Asymptotic Stability

Before stating and proving the decay result, we start with
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Lemma 1.5.1 suppose that (1.7) holds. If u0 ∈ H, and u1 ∈ L2(Ω) satisfying (1.30). Then

b‖ u(t)‖pp ≤ (1− η)‖∆xu(t)‖2
2(1.63)

Proof:It suffices to write (1.34) as

b‖u(t)‖pp ≤

1−

1− b Cp
∗

(
2p

p− 2
E(u0, u1)

)(p−2)/2
 ‖∆xu(t)‖2

2.

From now on, we denote by c various positive constants which may be different at different

occurrences. We multiply the first equation of (1.11) by
ϕ(E)

E
u, we obtain that

0 =
∫ T

S

ϕ(E)

E

∫
Ω
u(u′′ + ∆2u+ µ1g(u′(x, t)) + µ2g(z(x, 1, t))− bu|u|p−2) dx dt

=

[
ϕ(E)

E

∫
Ω
uu′ dx

]T
S

−
∫ T

S
(
ϕ(E)

E
)′
∫

Ω
uu′ dxdt− 2

∫ T

S

ϕ(E)

E

∫
Ω
u′2 dx dt

+
∫ T

S

ϕ(E)

E

∫
Ω

(
u′2 + |∆u|2 − 2b

p
|u|p

)
dxdt+

∫ T

S

ϕ(E)

E

∫
Ω
b(

2

p
− 1)|u|p dx dt

+µ1

∫ T

S

ϕ(E)

E

∫
Ω
ug(u′) dx dt+ µ2

∫ T

S

ϕ(E)

E

∫
Ω
ug(z(x, 1, t)) dxdt.

Since

b

(
1− 2

p

)∫
Ω
|u|p dx ≤ (1− η)

p− 2

p

∫
Ω
|∆xu|2 dx

≤ (1− η)
p− 2

p

2p

p− 2
E(t)

= 2(1− η)E(t),

Similarly, we multiply the second equation of (1.11) by
ϕ(E)

E
e−2τρg(z(x, ρ, t)), we have

0 =
∫ T

S

ϕ(E)

E

∫
Ω

∫ 1

0
e−2τρg(z)(τz′ + zρ) dxdρdt

=

[
ϕ(E)

E

∫
Ω

∫ 1

0
τe−2τρG(z) dxdρ

]T
S

− τ
∫ T

S
(
ϕ(E)

E
)′
∫

Ω

∫ 1

0
e−2τρG(z) dxdρdt

+
∫ T

S

ϕ(E)

E

∫
Ω

∫ 1

0

(
∂

∂ρ
(e−2τρG(z)) + 2τe−2τρG(z)

)
dxdρdt

=

[
ϕ(E)

E

∫
Ω

∫ 1

0
τe−2τρG(z) dxdρ

]T
S

− τ
∫ T

S
(
ϕ(E)

E
)′
∫

Ω

∫ 1

0
e−2τρG(z) dxdρdt

+
∫ T

S

ϕ(E)

E

∫
Ω

(e−2τG(z(x, 1, t))−G(z(x, 0, t))) dxdt+ 2τ
∫ T

S

ϕ(E)

E

∫ 1

0

∫
Ω
e−2τρG(z) dxdρdt
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Taking their sum, we obtain that

A
∫ T

S
ϕ(E) dt ≤ −

[
ϕ(E)

E

∫
Ω
uu′ dx

]T
S

+
∫ T

S
(
ϕ(E)

E
)′
∫

Ω
uu′ dxdt

+2
∫ T

S

ϕ(E)

E

∫
Ω
u′2 dxdt− µ1

∫ T

S

ϕ(E)

E

∫
Ω
ug(u′) dx dt− µ2

∫ T

S

ϕ(E)

E

∫
Ω
ug(z(x, 1, t)) dxdt

−
[
ϕ(E)

E

∫
Ω

∫ 1

0
τe−2τρG(z) dxdρ

]T
S

+ τ
∫ T

S
(
ϕ(E)

E
)′
∫

Ω

∫ 1

0
e−2τρG(z) dxdρdt

−
∫ T

S

ϕ(E)

E

∫
Ω

(e−2τG(z(x, 1, t))−G(z(x, 0, t))) dxdt,

(1.64)

where A = 2 min{η, τe−2τ/2ξ}. Since E is non-increasing, we find that

−
[
ϕ(E)

E

∫
Ω
uu′ dx

]T
S

=
ϕ(E(S))

E(S)

∫
Ω
u(S)u′(S) dx− ϕ(E(T ))

E(T )

∫
Ω
u(T )u′(T ) dx

≤ Cϕ(E(S))∣∣∣∣∣
∫ T

S
(
ϕ(E)

E
)′
∫

Ω
uu′ dxdt

∣∣∣∣∣ ≤ c
∫ T

S
|(ϕ(E)

E
)′|E dt

≤ cϕ(E(S))

−
[
ϕ(E)

E

∫
Ω

∫ 1

0
e−2τρG(z) dxdρ

]T
S

=
ϕ(E(S))

E(S)

∫
Ω

∫ 1

0
e−2τρG(z(x, ρ, S)) dxdρ− ϕ(E(T ))

E(T )

∫
Ω

∫ 1

0
e−2τρG(z(x, ρ, T )) dxdρ

≤ Cϕ(E(S))∫ T

S
((
ϕ(E)

E
)′)
∫

Ω

∫ 1

0
e−2τρG(z) dxdρdt ≤ c

∫ T

S
(−(

ϕ(E)

E
)′)E dt

≤ cϕ(E(S))∫ T

S

ϕ(E)

E

∫
Ω
e−2τG((x, 1, t)) dxdt ≤ c

∫ T

S

ϕ(E)

E
(−E ′) dt

≤ cϕ(E(S))∫ T

S

ϕ(E)

E

∫
Ω
G(z(x, 0, t)) dxdt =

∫ T

S

ϕ(E)

E

∫
Ω
G(u′(x, t)) dxdt

≤ c
∫ T

S

ϕ(E)

E
(−E ′) dt

≤ cϕ(E(S))

where we have also used the Cauchy-Schwartz inequality. Using these estimates we conclude
from (1.64) that

A
∫ T

S
ϕ(E) dt ≤ cϕ(E(S)) + µ1

∫ T

S

ϕ(E)

E

∫
Ω
|u||g(u′)| dx dt+ 2

∫ T

S

ϕ(E)

E

∫
Ω
u′2 dxdt

+µ2

∫ T

S

ϕ(E)

E

∫
Ω
|u||g(z(x, 1, t))| dxdt

(1.65)
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Now, we estimate the terms of the right-hand side of (1.65) in order to apply the results of
Lemma 1.3.2.

We distinguish two cases.
1. H is linear on [0, ε1]:

2.1 If g is nonlinear, we have C1|s| ≤ |g(s)| ≤ C2|s|, for all s ∈ IR, and then, using (1.4)

and noting that s 7→ ϕ(E(s))
E(s)

is non-increasing,

∫ T

S

ϕ(E)

E

∫
Ω
|u′|2dxdt ≤ c

∫ T

S

ϕ(E)

E

∫
Ω
u′g(u′)dxdt ≤ cϕ(E(S)),

Using Poincaré’s, Young’s inequalities and the energy inequality from Lemma 1.3.3, we
obtain, for all ε > 0,

∫ T

S

ϕ(E)

E

∫
Ω
|ug(u′)|dxdt ≤ ε

∫ T

S

ϕ(E)

E

∫
Ω
u2dxdt+ cε

∫ T

S

ϕ(E)

E

∫
Ω
g2(u′)dxdt

≤ εc
∫ T

S

ϕ(E)

E

∫
Ω
|∆u|2dxdt+ cε

∫ T

S

ϕ(E)

E

∫
Ω
u′g(u′)dxdt

≤ εc
∫ T

S
ϕ(E)dt+ cεϕ(E(S)).

∫ T

S

ϕ(E)

E

∫
Ω
|ug(z(x, 1, t))|dxdt ≤ ε

∫ T

S

ϕ(E)

E

∫
Ω
u2dxdt+ cε

∫ T

S

ϕ(E)

E

∫
Ω
g2(z(x, 1, t))dxdt

≤ εc
∫ T

S

ϕ(E)

E

∫
Ω
|∆u|2dxdt+ cε

∫ T

S

ϕ(E)

E

∫
Ω
z(x, 1, t)g(z(x, 1, t))dxdt

≤ εc
∫ T

S
ϕ(E)dt+ cεϕ(E(S)).

Inserting these two inequalities into (1.65), choosing ε > 0 small enough, we deduce that

∫ T

S
ϕ(E(t))dt ≤ cϕ(E(S)).

Using Lemma 1.3.2 (Guesmia [21]) for E in the particular case where ϕ(s) = s, we deduce
from (1.8) that

E(t) ≤ ce−ωt

2. H ′(0) = 0 and H ′′ > 0 on ]0, ε1]: for all t ≥ 0, we denote by

Ω1
t = {x ∈ Ω : |u′| ≥ ε1}, Ω2

t = {x ∈ Ω : |u′| ≤ ε1}

Using (1.1), (1.4) and the fact that s 7→ ϕ(s)
s

is non-decreasing, we obtain

c
∫ T

S

ϕ(E)

E

∫
Ω1
t

(|u′|2 + g2(u′))dxdt ≤ c
∫ T

S

ϕ(E)

E

∫
Ω
u′g(u′)dxdt ≤ cϕ(E(S)).
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On the other hand, since H is convex and increasing, H−1 is concave and increasing. There-
fore, (1.2) and the reversed Jensen’s inequality for concave function imply that∫ T

S

ϕ(E)

E

∫
Ω2
t

(|u′|2 + g2(u′)) dxdt ≤
∫ T

S

ϕ(E)

E

∫
Ω2
t

H−1(u′g(u′)) dxdt

≤
∫ T

S

ϕ(E)

E
|Ω|H−1

( 1

|Ω|

∫
Ω
u′g(u′)dx

)
dt

(1.66)

Let us denote H∗ to be the conjugate function of the convex function H, i.e., H∗(s) =
supt∈IR+(st−H(t)). Then H∗ is the Legendre transform of H, which is given by (see Arnold
[8], p. 61-62, and Lasiecka [12], [16], [35]-[36])

H∗(s) = s(H ′)−1(s)−H[(H ′)−1(s)], ∀s ≥ 0(1.67)

and satisfies the following inequality

st ≤ H∗(s) +H(t), ∀s, t ≥ 0.(1.68)

Due to our choice ϕ(s) = sH ′(ε0s), we have

H∗(
ϕ(s)

s
) = ε0sH

′(ε0s)−H(ε0s) ≤ ε0ϕ(s).(1.69)

Making use of (1.66), (1.68) and (1.69), we have∫ T

S

ϕ(E)

E

∫
Ω2
t

(|u′|2 + g2(u′)) dxdt ≤ c
∫ T

S
H∗(

ϕ(E)

E
)dt+ c

∫ T

S

∫
Ω
u′g(u′)dt

≤ ε0

∫ T

S
ϕ(E)dt+ cE(S).

Then, choosing ε0 > 0 small enough and using (1.65), we obtain in both cases∫ +∞

S
ϕ(E(t))dt ≤ c

(
E(S) + ϕ(E(S))

)
≤ c

(
1 +

ϕ(E(S)

E(S)

)
E(S)

≤ cE(S) ∀S ≥ 0.

(1.70)

Using Lemma 1.3.2 in the particular case where Ψ(s) = ωϕ(s), we deduce from (1.8) our
estimate (1.15). The proof of Theorem 1.3.1 is now complete.



Chapter 2

ENERGY DECAY FOR A SYSTEM
OF DEGENERATE KIRCHHOFF
EQUATION WITH WEAKLY
NONLINEAR DISSIPATION

2.1 Introduction

In this chapter we consider the initial boundary value problem for the nonlinear Kirchhoff
equation

(|ut|l−2ut)
′ −

( ∫
Ω
|∇xu|2 dx+

∫
Ω
|∇xv|2 dx

)γ
∆xu+ α(t)g1(ut) = 0, in Ω× (0,∞),(2.1)

(|vt|l
′−2vt)

′ −
( ∫

Ω
|∇xu|2 dx+

∫
Ω
|∇xv|2 dx

)γ
∆xv + α(t)g2(vt) = 0, in Ω× (0,∞),(2.2)

u = 0, v = 0 on ∂Ω× (0,∞)(2.3)

u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ Ω.(2.4)

v(x, 0) = v0(x), vt(x, 0) = v1(x), x ∈ Ω.(2.5)

where l, l′ ≥ 2 and γ ≥ 0, Ω is a bounded domain in IRn.
When l = 2 and γ = 0, the problem (2.1)-(2.5) were treated by Mustafa and Massaoudi,
they studied the decay property of the energy of (2.1)-(2.5) and they used some properties
of convex functions.
Abdelli and Benaissa [1] treated system (2.1)-(2.5) for g having a polynomial growth near
the origin and established energy decay results depending on α and g and they find the
relationship between l and γ.
When γ = 0 and p-Laplcian type Benaissa and Mimouni [10] study the decay rate of
solutions used the multiplier technique introduced by Martinez [42].
A blow-up result has been proved by Benaissa and Messaoudi [11]for system (2.1)-(2.5) of

43
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p-Laplacian type with nonlinear damping and source terms.
In [9], Benaissa and Guesmia proved the existence of global solution in Sobolev spaces of
φ-Laplacien with a general dissipation of the form

(|u′|l−2u′)′ −4φu+ α(t)g(u′) = 0, in Ω× IR+,

where 4φ =
∑n
i=1 ∂xi(φ(|∂xi |2)∂xi). Then, they proved general stability estimates.

In [6] Benaissa and Amroun who constructed exact solution of (2.1)-(2.5) with nonlinear
source term without dissipative term for some initial data and showed finite time blowing
up results for some other initial data.
In this paper we use some technique from [48], we establish an explicit and general decay
result, depending on g and α. The proof is based on the multiplier method and makes use of
some properties of convex functions including the use of the general Young’s inequality and
Jensen’s inequality. These convexity arguments were introduced and developed by Lasieka
and co-workers ([33], [36], [37]) and used by Liu and Zuazua [41] and Alabau-Boussouira
[4].
The paper is organized as follow: in section 2, we give some hypotheses. In section 3, we
prove the energy estimates.

2.2 Preliminaries and main results

We use the following hypotheses:
(H1) α : IR+ → IR+ is a nonincreasing differentialble function.
(H2) gi : IR→ IR is non decreasing function of class C0 such that there exist ε, c1, c2 > 0,
l − 1 ≤ p and an convex and increasing function G : IR+ → IR+ of class C1( IR+) ∩
C2(]0,+∞[) satisfying C(0) = 0 and G′(0) = 0 or G is linear on [0, ε] such that for i = 1, 2

c1|s|l−1 ≤ |gi(s)| ≤ c2|s|p if |s| ≥ ε

|s|l + |gi(s)|
l
l−1 ≤ G−1(sgi(s)) if |s| ≤ ε,

and p satisfies

1 ≤ p ≤ n+ 2

n− 2
if n > 2

1 ≤ p <∞ if n ≤ 2.

Now we define the energy associated to the solution of the system (2.1)-(2.5) by the following
formula

E(t) =
l − 1

l
‖ut‖ll +

1

1 + γ
(‖∇xu‖2

2 + ‖∇xv‖2
2)(γ+1) +

l′ − 1

l′
‖vt‖l

′

l′ .(2.6)

Lemma 2.2.1 Let (u, v) be the solution of (2.1)-(2.5). Then

E ′(t) = −α(t)
∫

Ω
(utg1(ut) + vtg2(vt)) dx ≤ 0.(2.7)
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Lemma 2.2.2 Assume that (H1), (H2) hold and max(l, l′) ≥ 2(γ + 1). Then, for some
positive constants M, c and m, the functional F defined by

F (t) = ME(t) +
∫

Ω
(u|ut|l−2ut + v|vt|l

′−2vt) dx,

satisfies, along the solution, the estimate

F ′(t) ≤ −mE(t) + c1

∫
Ω

(|ut|l + |ug1(ut)|
l
l−1 + |vt|l

′
+ |vg2(vt)|

l′
l′−1 ) dx,

and
F (t) ∼ E(t).

Proof.Using the system (2.1)-(2.5), (3.9) and (2.7), we obtain

F ′(t) = ME′(t) +

∫
Ω

(|ut|l + |vt|l
′
) dx+

∫
Ω

(u(|ut|l−2ut)
′ + v(|vt|l

′−2vt)
′) dx

= ME′(t) +

∫
Ω

(|ut|l + |vt|l
′
) dx+

(
(‖∇xu‖22 + ‖∇xv‖22)γ(

∫
Ω

∆xuu dx+

∫
Ω

∆xvv dx)

−α(t)

∫
Ω

(ug1(ut) + vg2(vt)) dx

= ME′(t) +

∫
Ω

(|ut|l + |vt|l
′
) dx− (‖∇xu‖22 + ‖∇xv‖22)γ+1 − α(t)

∫
Ω

(ug1(ut) + vg2(vt)) dx,

≤ −mE(t) + c1

∫
Ω

(|ut|l + |ug1(ut)|+ |vt|l
′
+ |vg2(vt)|) dx.

(2.8)

To prove that F (t) ∼ E(t), we show that

λ1E(t) ≤ F (t) ≤ λ2E(t),(2.9)

for some positive constants λ1 and λ2. We use (3.9) Poincar’s and Young’s inequalities with
exponents l

l−1
and 1

l
and we assume that (2 ≤ l ≤ p+ 1 ≤ 2n

n+2
), we get∫

Ω
[u|ut|l−2ut + v|vt|l

′−2vt] dx ≤ Cε

∫
Ω

(|u|l + |v|l′) dx+ ε

∫
Ω

(|ut|l + |vt|l
′
) dx

≤ Cε(‖∇xu‖l2 + ‖∇xv‖l
′

2 ) + ε(‖ut|ll + ‖vt|l
′
l′)

≤ Cε(E
l

2(γ+1) (t) + E
l′

2(γ+1) (t)) + cεE(t)

≤ Cε(E
l−2(γ+1)
2(γ+1) (t) + E

l′−2(γ+1)
2(γ+1) (t))E(t) + cεE(t),

(2.10)

we assume that max(l, l′) ≥ 2(γ + 1), we have∫
Ω

[u|ut|l−2ut + v|vt|l
′−2vt] dx ≤ Cε(E

l−2(γ+1)
2(γ+1) (0) + E

l′−2(γ+1)
2(γ+1) (0))E(t) + cεE(t),(2.11)

and ∫
Ω

[u|ut|l−2ut + v|vt|l
′−2vt] dx ≥ −Cε

∫
Ω

(|u|l + |v|l′) dx− ε
∫

Ω
(|ut|l + |vt|l

′
) dx

≥ −Cε(E
l

2(γ+1) (t) + E
l′

2(γ+1) (t))− cεE(t)

≥ −Cε(E
l−2(γ+1)
2(γ+1) (0) + E

l′−2(γ+1)
2(γ+1) (0))E(t)− cεE(t)

(2.12)
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Then, for M large enough, we obtain (2.9). This completes the proof of Lemma 3.20. Taking
0 < ε1 < ε such that

sgi(s) ≤ min{ε,G(ε)} if |s| ≤ ε1,(2.13)

and {
c′1|s|l−1 ≤ |gi(s)| ≤ c′2|s|p if |s| ≥ ε1

|s|l + |gi(s)|
l
l−1 ≤ G−1(sgi(s)) if |s| ≤ ε1.

(2.14)

Considering the following partition of Ω

Ω1 = {x ∈ Ω : |ut| ≤ ε1, |vt| ≤ ε′1}, Ω2 = {x ∈ Ω : |ut| > ε1, |vt| > ε′1}

using the embedding H1
0 (Ω) ↪→ Lp+1(Ω) and Hölder inequality, we get

∫
Ω2

(|ug1(ut)|+ |vg2(vt)|) dx ≤
( ∫

Ω2

|u|p+1 dx
) 1
p+1
( ∫

Ω2

|g1(ut)|1+ 1
p dx

) p
p+1

+
( ∫

Ω2

|v|p+1 dx
) 1
p+1
( ∫

Ω2

|g2(vt)|1+ 1
p dx

) p
p+1

≤ c‖u‖H1
0 (Ω)

( ∫
Ω2

|g1(ut)|1+ 1
p dx

) p
p+1 + c‖v‖H1

0 (Ω)

( ∫
Ω2

|g2(vt)|1+ 1
p dx

) p
p+1 .

(2.15)
Using Poincar’s inequality and (2.14) yield

∫
Ω2

[|ut|l + |ug1(ut)|+ |vt|l
′
+ |vg2(vt)|] dx ≤ c

∫
Ω2

(|ut|l−1|ut|+ |vt|l
′−1|vt|) dx+

c
( ∫

Ω
|∇xu|2 dx

) 1
2
( ∫

Ω2

|g1(ut)|1+ 1
p dx

) p
p+1

+c′
( ∫

Ω
|∇xv|2 dx

) 1
2
( ∫

Ω2

|g2(vt)|1+ 1
p dx

) p
p+1

≤ c

∫
Ω2

(utg1(ut) + vtg2(vt)) dx+

c
( ∫

Ω
|∇xu|2 dx

) 1
2
( ∫

Ω2

|g1(ut)|1+ 1
p dx

) p
p+1

+c′
( ∫

Ω
|∇xv|2 dx

) 1
2
( ∫

Ω2

|g2(vt)|1+ 1
p dx

) p
p+1

≤ −cE′(t) + cE
1

4(γ+1) (−E′(t))
p
p+1 .

(2.16)

Then, we use Young’s inequality and we assume p ≥ 2γ + 1, we have∫
Ω2

[|ut|l + |ug1(ut)|+ |vt|l
′
+ |vg2(vt)|] dx ≤ −cE′(t) + cεE

p+1
4(γ+1) (t) + Cε(−E′(t))

≤ cεE
p+1

4(γ+1) (t)− CεE′(t)

≤ cεE
p−(4γ+3)
4(γ+1) (0)E(t)− CεE′(t).

(2.17)
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Similarly, using (3.9) and Young’s inequality, we have∫
Ω1

[|ut|l + |ug1(ut)|+ |vt|l
′
+ |vg2(vt)|] dx ≤

∫
Ω1

(|ut|l + |vt|l
′
) dx+ ε

∫
Ω1

(|u|l + |v|l′) dx

+Cε

∫
Ω1

(|g1(ut)|
l
l−1 + |g2(vt)|

l′
l′−1 ) dx

≤
∫

Ω1

(|ut|l + |vt|l
′
) dx+ cε(E

l
2(γ+1) (t) + E

l′
2(γ+1) (t))

+Cε

∫
Ω1

(|g1(ut)|
l
l−1 + |g2(vt)|

l′
l′−1 ) dx

(2.18)
By Lemma 3.20, (2.17) and (2.18), for ε small enough, that the function L = F + CεE

satisfies

L′(t) ≤
(
−m+ cεE

p−(4γ+3)
4(γ+1) (0) + cεE

l−2(γ+1)
2(γ+1) (0) + cεE

l′−2(γ+1)
2(γ+1) (0)

)
E(t)

+

∫
Ω1

(|ut|l + |vt|l
′
) dx+ Cε

∫
Ω1

(|g1(ut)|
l
l−1 + |g2(vt)|

l′
l′−1 dx

≤ −dE(t) + c

∫
Ω1

(
(|ut|l + |vt|l

′
) + (|g1(ut)|

l
l−1 + |g2(vt)|

l′
l′−1 )

)
dx

(2.19)

and
L(t) ∼ E(t).(2.20)

Theorem 2.2.1 Assume That (H1), (H2) hold max(l, l′) ≥ 2(γ + 1) and p ≥ 4γ + 3. The,
there exist positive constants k1, k2, k3 and ε0 such that the solution of (2.1)-(2.4) satisfies

E(t) ≤ k3G
−1
1 (k1

∫ t

0
α(s) ds+ k2) ∀t ≥ 0,(2.21)

where

G1(t) =
∫ 1

t

1

G2(s)
ds and G2(t) = tG′(ε0t).

Here, G1 is strictly decreasing and convex on (0, 1] with lim
t→0

G1(t) = +∞.

proof We multiply (2.19) by α(t), we have

α(t)L′(t) ≤ −dα(t)E(t) + cα(t)

∫
Ω1

(
(|ut|l + |vt|l

′
) + (|g1(ut)|

l
l−1 + |g2(vt)|

l′
l′−1 )

)
dx(2.22)

• Case 1. G is linear on [0, ε], then, we deduce that

α(t)L′(t) ≤ −dα(t)E(t) + cα(t)

∫
Ω1

(utg1(ut) + vtg2(vt)) dx = −dα(t)E(t)− cE′(t)(2.23)

(αL+ cE)′(t) ≤ −dα(t)E(t),

using
αL+ cE ∼ E,(2.24)
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we obtain
E(t) ≤ c′e−c

′′
∫ t
0
α(s) ds

∫ t

0

E ′(s)

E(s)
ds ≤ −d

∫ t

0
α(s) ds

log
(E(t)

E(0)

)
≤ −d

∫ t

0
α(s) ds

− log
(E(t)

E(0)

)
≥ d

∫ t

0
α(s) ds

G1

(E(t)

E(0)

)
≥ d

∫ t

0
α(s) ds

E(t) ≤ c′G−1
1 (c′′

∫ t

0
α(s) ds).

Then

E(t) ≤ c′e−c
′′
∫ t
0
α(s) ds = c′G−1

1 (c′′
∫ t

0
α(s) ds)

• Case 2. G is nonlinear on [0, ε], we define I(t) by

I(t) =
1

|Ω1|

∫
Ω1

(utg1(ut) + vtg2(vt)) dx.

Jensen’s inequality to get

G−1(I(t)) ≥ c
∫

Ω1

G−1(utg1(ut) + vtg2(vt)) dx.(2.25)

Using (2.14) and (2.25), we get

α(t)
∫

Ω1

[|ut|l + |vt|l
′
) + (|g1(ut)|

l
l−1 + |g2(vt)|

l′
l′−1 )] dx ≤ α(t)

∫
Ω1

G−1(utg1(ut) + vtg2(vt)) dx

≤ cα(t)G−1(I(t)).
(2.26)
Using (2.7) and (2.26), we get

H ′0(t) ≤ −dα(t)E(t) + cα(t)G−1(I(t)) + E′(t) ≤ −dα(t)E(t) + cα(t)G−1(I(t))(2.27)

where H0 = αL+ E, it is clear from (2.20) and (2.24) we have H0 ∼ E.
For ε0 < ε and c0 > 0, we define H1 by

H1(t) = G′(ε0
E(t)

E(0)
)H0(t) + c0E(t).

For a1, a2 > 0
a1H1(t) ≤ E(t) ≤ a2H1(t),(2.28)
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for E ′ ≤ 0, G′ > 0, G′′ > 0 on (0, ε] and applying (3.9) and (2.27) we obtain

H ′1(t) = ε0
E′(t)
E(0)G

′′(ε0
E(t)
E(0))H0(t) +G′(ε0

E(t)
E(0))H ′0(t) + c0E

′(t)

≤ −dα(t)E(t)G′(ε0
E(t)
E(0)) + cα(t)G′(ε0

E(t)
E(0))G−1(I(t)) + c0E

′(t).
(2.29)

Let G∗ be the convex conjugate of G in the sense of Young, then

G∗(s) = s(G′)−1(s)−G[(G′)−1(s)], if s ∈ (0, G′(ε)],(2.30)

and G∗ satisfies the following Young’s inequality

AB ≤ G∗(A) +G(B), if A ∈ (0, G′(ε)], B ∈ (0, ε].(2.31)

with A = G′
(
ε0

E(t)
E(0)

)
and B = G−1(I(t)), using (2.7), (2.13) and (2.29)- (2.31), we get

H ′1(t) ≤ −dα(t)E(t)G′(ε0
E(t)
E(0)) + cα(t)G∗

(
G′(ε0

E(t)
E(0))

)
+ cα(t)I(t) + c0E

′(t)

≤ −dα(t)E(t)G′(ε0
E(t)
E(0)) + cε0α(t)E(t)

E(0)G
′(ε0

E(t)
E(0))− cE′(t) + c0E

′(t).

(2.32)

Choising c0 < c, we obtain

H ′1(t) ≤ −kα(t)
E(t)

E(0)
G′
(
ε0
E(t)

E(0)

)
= −kα(t)G2

(E(t)

E(0)

)
(2.33)

where G2(t) = tG′(ε0t)
Since

G′2(t) = G′(ε0t) + ε0G
′′(ε0t).

Using the convexity of G on (, ε], we find that G′2(t), G2(t) > 0 on (0, 1] With H(t) = H1(t)
E(0)

and using (2.28), we have
H(t) ∼ E(t)(2.34)

Applying (2.33), we get
H ′(t) ≤ −k1α(t)G2(H(t))

G2(t) =
−1

G′1(t)

H ′(t) ≤ k1α(t)
1

G′1(H(t))

H ′(t)G′1(H(t)) ≤ k1α(t)

[G1(H(t))]′ ≤ k1α(t)∫ t

0
[G1(H(s))]′ ds ≤ k1

∫ t

0
α(s) ds

G1(H(s))−G1(H(0)) ≤ k1

∫ t

0
α(s) ds

then

H(t) ≤ G−1
1 (k1

∫ t

0
α(s) ds+ k2)(2.35)

Using (2.34) and (2.35) we obtain (2.21).
The proof of Theorem 2.2.1 is now completed.
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Chapter 3

GENERAL DECAY OF SOLUTION
TO SOME NONLINEAR VECTOR
EQUATION IN A FINITE
DIMENSIONAL HILBERT SPACE

3.1 Introduction

Let H be a finite dimensional real Hilbert space, with norm denoted by ‖.‖. We consider
first the following nonlinear equation

u′′ + φ(‖A
1
2u‖2)Au+ g(u′) = 0,(3.1)

where A is a positive and symmetric linear operator on H. We denote by (., .) the inner
product in H, A is coercive, which means :

∃λ > 0, ∀u ∈ D(A), (Au, u) ≥ λ‖u‖2

We also define
∀u ∈ H, ‖A

1
2u‖ := ‖u‖

D(A
1
2 )

a norm equivalent to the norm in H. We assume that g and φ are locally Lipschitz contin-
uous.
The consideration of the more complicated problem (3.1) is partially motivated by [9] in
which a similar but harder (infinite dimensional) problem with general dissipation was stud-
ied with application to some PDE in a bounded domain. Under Neumann or Dirichlet
boundary conditions, and for nonlinearities asymptotically homogeneous near 0 similar to
the ones appearing in (3.1), they proved the existence of a global solution in Sobolev spaces
to the initial boundary value problem of the (degenerate or non-degenerate) Kirchhoff equa-
tion with weak dissipation and they establish general stability estimates using the multiplier
method and general weighted integral inequalities. When φ(u) = |u|βu and g(u′) = c|u′|αu′,

51
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Haraux in [28] studied the decay rate of the energy of non trivial solutions to the scalar
second order ODE with initial data (u0, u1) ∈ IR2. In addition, he showed that if α > β

β+2

all non-trivial solutions are oscillatory and if α < β
β+2

they are non-oscillatory.
We can also consider the equation

(‖u′‖lu′)′ + ‖A
1
2u‖βAu+ g(u′) = 0,(3.2)

where g is a locally Lipschitz continuous function. The equation (3.2) has been studied by
Abdelli, Anguiano and Haraux [3], they proved the existence and uniqueness of a global
solution u ∈ C1( IR+, H) with ‖u′‖lu′ ∈ C1( IR+, H) for any initial data (u0, u1) ∈ H × H
they used some techniques from Abdelli and Haraux [2]. They used some modified energy
function to estimate the rate of decay and they used the method introduced by Haraux [28].
Finally, they discuss the optimality of these estimates when g(s) = c‖s‖αs and l < α <
β(1+l)+l
β+2

.
In this article, we use some technique from to establish an explicit and general decay

result, depending on g and φ. The proof is based on the multiplier method and makes use of
some properties of convex functions, the general Young inequality and Jensen’s inequality.

The plan of this paper is as follows: In Section 2 we establish some basic preliminary
inequalities, and in Section 3 we prove the energy estimates.

3.2 Assumptions and preliminary results

In order to state and prove our result, we require the following assumptions:
(A1) g : H → H and φ : H → H are a locally Lipschitz continuous functions.
(A2) φ : IR+ → IR+ is of the Class C1( IR+) satisfying one of the following tow

properties:
Degenerate case: φ(s) > 0 on ]0,+∞[ and φ is non-decreasing.
Non-degenerate case: there exist m0, m1 such that φ(s) ≥ m0 on IR+ and

sφ(s) ≥ m1

∫ s

0
φ(τ) dτ on IR+.(3.3)

(A3) g : IR → IR is non decreasing function of class C1 and G : IR+ → IR+ is convex,
increasing and of class C1( IR+) ∩ C2(]0,+∞[) satisfying

G(0) = 0 and G is linear on [0, r0] or
G′(0) = 0 and G′′ > 0 on ]0, r0] such that
c2‖g(v)‖2 ≤ c1‖v‖2 ≤ (g(v), v) if ‖v‖ ≥ r0

‖v‖2 + ‖g(v)‖2 ≤ G−1(g(v), v) if ‖v‖ ≤ r0

(3.4)

where G−1 denotes the inverse function of G and r0, c1, c2 are positive constants.

Remark 3.2.1 1. In both the degenerate and the non-degenerate cases, we have
∫+∞

0 φ(τ) dτ =
+∞, and then φ̃(s) = 1

2

∫ s
0 φ(τ) dτ is a bijection from IR+ to IR+. On the other hand,

(3.3) is satisfied in the degenerate case (with m1 = 1) a well.
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2. In the degenerate case, it is enough to suppose that

φ ∈ C(IR+) ∩ C1(]0,+∞[).

In this case, one can easily check that φ̃(s) = 1
2

∫ s
0 φ(τ) dτ is a convex function. Indeed,

let x1 6= 0 and x2 6= 0 such that x1 < x2. Because φ is of the class C1 in [x1, x2] and
a non-decreasing function, φ̃ is a convex function. Now if x1 = 0, we have, for all
0 ≤ λ ≤ 1, that

φ̃(λx2) =
1

2

∫ λx2

0
φ(s) ds =

1

2
λ
∫ x2

0
φ(λz) dz,

where we have made the change of variable s = λz . As φ is a non-decreasing function
and λx2 ≤ x2 for all λ ∈ [0, 1], it follows that

φ̃(λx2) ≤ λφ̃(x2).

Proposition 3.2.1 Let (u0, u1) ∈ H × H and suppose that g and φ satisfies (A1). Then
the problem (3.1) has a unique global solution

u ∈ C(IR+, H), u′ ∈ C(IR+, H) and u(0) = u0, u′(0) = u1.

We introduce the energy associated to the solution of the problem (3.1) by

E(t) =
1

2
‖u′‖2 +

1

2
φ̃(‖A

1
2u‖2),(3.5)

where

φ̃(s) =
∫ s

0
φ(τ) dτ.

By multiplying equation (3.1) by u′, we obtain easily

d

dt
E(t) = −(g(u′), u′) ≤ 0.(3.6)

3.3 Asymptotic behavior

Lemma 3.3.1 Assume that (A2) and (A3) hold, then the functional

F (t) = ME(t) + (u, u′),

satisfies the following estimate, for some positive constants M, c, m :

F ′(t) ≤ −mE(t) + c‖u′‖2 + |(u, g(u′))|,(3.7)

and F (t) ∼ E(t).
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Proof 3.3.1 Using (3.1), (3.5) and (3.6), we obtain

F ′(t) = ME′(t) + ‖u′‖2 + (u, u′′)

≤ ‖u′‖2 − (u, φ(‖A
1
2u‖2)Au)− (u, g(u′))

≤ ‖u′‖2 − φ(‖A
1
2u‖2)‖A

1
2u‖2 − (u, g(u′))

.

On the other hand, we have (in both the degenerate and the non-degenerate cases)
sφ(s) ≥ cφ̃(s). Then we deduce that

F ′(t) ≤ ‖u′‖2 − cφ̃(‖A
1
2u‖2) + |(u, g(u′))|

≤ −mE(t) + c‖u′‖2 + |(u, g(u′))| .

To prove that F (t) ∼ E(t), we show that for some positive constants λ1 and λ2

λ1E(t) ≤ F (t) ≤ λ2E(t).(3.8)

Using Young’s inequality and the definition of E, we have (note also that φ̃ is a bijection
from IR+ to IR+)

(u, u′) ≤ 1

2
‖u‖2 +

1

2
‖u′‖2

≤ 1

2
‖A

1
2u‖2 + E(t)

≤ cφ̃−1(E(t)) + E(t).

Using the fact that s 7→ φ̃−1(s) is non-decreasing, we obtain

(u, u′) ≤ c1E(t),

and
(u, u′) ≥ −1

2
‖u‖2 − 1

2
‖u′‖2

≥ −1

2
‖A

1
2u‖2 − E(t)

≥ −cφ̃−1(E(t))− E(t)
≥ −c2E(t).

Then, for M large enough, we obtain (3.8). This completes the proof.

Theorem 3.3.1 Assume that (A2) and (A3) hold. Let φ̃(t) =
∫ t
0 φ(τ) dτ . Then there exist

w, k, ε > 0 such that the energy E satisfies
A. The degenerate case:

E(t) ≤ ϕ1

(
ψ−1(kt+ ψ(E(0)))

)
, ∀t ≥ 0,(3.9)

where ψ(t) =
∫ 1
t

1
wϕ(τ)

dτ for t > 0 ϕ1(s) =
√
s, ϕ(s) = φ̃(s) G is linear on ]0, r0]

ϕ1(s) = s, ϕ(s) = s2

φ̃−1(s)
G′
(
ε s2

φ̃−1(s)

)
if G′(0) = 0 and G′′ > 0 on ]0, r0],

(3.10)
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B. The non-degenerate case:

E(t) ≤ ψ−1(kt+ ψ(E(0))), ∀t ≥ 0,(3.11)

where ψ(t) =
∫ 1
t

1
wϕ(τ)

dτ for t > 0{
ϕ(s) = s G is linear on ]0, r0],
ϕ(s) = sG′(εs) if G′(0) = 0 and G′′ > 0 on ]0, r0].

(3.12)

Proof 3.3.2 We now estimate (3.7).
The degenerate case: we distinguish two cases.
1.G is linear on [0, r0]
If ‖u′‖ ≥ r0, we use Young’s inequality and (3.6), for any δ > 0, we have

|(u, g(u′))|+ ‖u′‖2 ≤ δ‖u‖2 + C ′δ‖g(u′)‖2 + c(g(u′), u′)

≤ δ‖A
1
2u‖2 + Cδ(g(u′), u′)

≤ δ‖A
1
2u‖2 + Cδ(−E′(t))

≤ δφ̃−1(E(t)) + Cδ(−E′(t))

(3.13)

If ‖u′‖ < r0, we have

‖u′‖2 + |(u, g(u′))| ≤ δφ̃−1(E(t)) + Cδ(−E′(t))(3.14)

We then use (3.13) and (3.14), to deduce from (3.7)

F ′(t) ≤ −φ̃(E(t))
(
m

E(t)

φ̃(E(t))
− δ φ̃

−1(E(t))

φ̃(E(t))

)
+ Cδ(−E ′(t)).

Using the fact that φ̃ is convex, increasing and choosing δ > 0 small enough, we obtain

F ′(t) ≤ −dφ̃(E(t)) + Cδ(−E′(t)).(3.15)

By Lemma (3.3.1) and (3.15) the function L(t) = F (t) + CδE(t) satisfies

L′(t) ≤ −dϕ(L(t)),(3.16)

where ϕ(s) = φ̃(s), and
L(t) ∼ E(t).(3.17)

We choose ϕ(t) = − w
ψ′(t)

, where ψ(t) is defined in Theorem 3.3.1.

Using (3.16), we arrive at
(ψ(L(t))′ = L′(t)ψ′(L(t)) ≤ c.

A simple integration leads to
ψ(L(t)) ≤ ct+ ψ(L(0)),

consequently,
L(t) ≤ ψ−1(kt+ ψ(L(0))).
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Using (3.20), we obtain (3.9).
2. G′(0) = 0 and G′′ > 0 on ]0, r0].
If ‖u′‖ ≥ r0. Using Young’s inequality, we have, for any δ > 0,

|(u, g(u′))|+ ‖u′‖2 ≤ δ‖A
1
2u‖2 + Cδ‖g(u′)‖2 + ‖u′‖2

≤ δφ̃−1(E(t)) + Cδ(‖g(u′)‖2 + ‖u′‖2)
≤ δφ̃−1(E(t)) + Cδ(−E′(t))

(3.18)

and if ‖u′‖ < r0, we have

|(u, g(u′))|+ ‖u′‖2 ≤ δ‖u‖2 + Cδ‖g(u′)‖2 + ‖u′‖2
≤ δφ̃−1(E(t)) + CδG

−1(g(u′), u′)
(3.19)

By Lemma (3.3.1), (3.18) and (3.19), for δ small enough, the function L(t) = F (t)+CδE(t)
satisfies

L′(t) ≤ − E2(t)

φ̃−1(E(t))

(
m
φ̃−1(E(t))

E(t)
− δ

( φ̃−1(E(t))

E(t)

)2)
+ CδG

−1(g(u′), u′)

and
L(t) ∼ E(t).(3.20)

Using the fact that s→ s

φ̃−1(s)
is non-decreasing and choosing δ > 0 small enough, we obtain

L′(t) ≤ −d E2(t)

φ̃−1(E(t))
+ CδG

−1(g(u′), u′)(3.21)

For c0 > 0, we define Ẽ by

Ẽ(t) = G′
(
ε

E2(t)

φ̃−1(E(t))

)
L(t) + c0E(t).

Then, we see easily that, for a1, a2 > 0

a1Ẽ(t) ≤ E(t) ≤ a2Ẽ(t).(3.22)

By recalling that E ′ ≤ 0, G′ > 0, G′′ > 0 on (0, r0] and using the fact that s2 7→ s

φ̃−1(s)
is

non-decreasing, we obtain making use of (3.5) and (3.21), we obtain

Ẽ′(t) = ε
(

E2(t)

φ̃−1(E(t))

)′
G′′
(
ε E2(t)

φ̃−1(E(t))

)
L(t) +G′

(
ε E2(t)

φ̃−1(E(t))

)
L(′t) + c0E

′(t)(3.23)

making use of (3.5) and (3.21), we obtain from (3.23) that

Ẽ′(t) ≤ −d E2(t)

φ̃−1(E(t))
G′
(
ε E2(t)

φ̃−1(E(t))

)
+ CδG

−1(g(u′), u′)G′
(
ε E2(t)

φ̃−1(E(t))

)
+ c0E

′(t).(3.24)

On the other hand, let G∗ denote the dual function of the convex function G (in the sense
of Young, see Arnold [8], p. 46 , for the definition, and Lasiecka [36]. Because G > 0 on
]0, 1] and G(0) = 0, we can assume, without loss generality, that G defines a bijection from
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IR+ to IR+. Then G∗ is the Legendre transform of G, which is given by (see Arnold [8], p.
61-62, Lasiecka [36] , Liu and Zuazua [41], Alabau-Boussouira [4] and others ).

G∗(s) = s(G′)−1(s)−G[(G′)−1(s)],

and G satises the generalized Young’s inequality

AB ≤ G∗(A) +G(B)

with A = G′
(
ε E2(t)

φ̃−1(E(t))

)
and B = G−1(g(u′), u′)

G′
(
ε

E2(t)

φ̃−1(E(t))

)
G−1(g(u′), u′) ≤ G∗

(
G′
(
ε

E2(t)

φ̃−1(E(t))

))
+ (g(u′), u′)

≤ ε
E2(t)

φ̃−1(E(t))
G′
(
ε

E2(t)

φ̃−1(E(t))

)
+ (g(u′), u′),

(3.25)

Choosing c0 > Cδ and ε small enough, we obtain and

Ẽ ′(t) ≤ −k1
E2(t)

φ̃−1(E(t))
G′
(
ε

E2(t)

φ̃−1(E(t))

)
= −k1ϕ

(
ε

E2(t)

φ̃−1(E(t))

)
,(3.26)

where ϕ(t) = tG′(εt). Since

ϕ′(t) = G′(εt) + tεG′′(εt).

and G is convex on (0, ε], we find that ϕ′(t) > 0 and ϕ(t) > 0 on (0, 1]. By setting H(t) =
a21Ẽ

2(t)

φ̃−1(E(0))
(a1 is given in (3.22)). we easily see that, by (3.22), we have

H(t) ∼ Ẽ2(t).

using (3.26), we arrive at

H ′(t) ≤ −k2ϕ(H(t)),

where ϕ(t) = − w
ψ′(t)

and ψ(t) =
∫ 1
t

1
wϕ(τ)

dτ , hence

(ψ(H(t))′ = H ′(t)ψ′(H(t)) ≤ k.

By integrating over (0, t), we get

ψ(H(t)) ≤ kt+ ψ(H(0)).

Consequently,

H(t) ≤ ψ−1(kt+ ψ(H(0))).(3.27)

Using (3.22) and (3.27), we obtain (3.9).
The non-degenerate case: we distinguish two cases.
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1.G is linear on [0, r0]
For ‖u′‖ ≥ r0, we have, thanks to Young’s inequality, for any δ > 0

|(u, g(u′))| ≤ δ‖u‖2 + Cδ‖g(u′)‖2

≤ δ‖A
1
2u‖2 + Cδ(g(u′), u′)

≤ δ‖A
1
2u‖2 + Cδ(−E′(t)) ≤ δφ̃−1(E(t)) + Cδ(−E′(t))

≤ δ φ̃
−1(E(t))
E(t) E(t) + Cδ(−E′(t))

Using fact that φ̃−1(s) < cs and choosing δ > 0 small enough. we have

|(u, g(u′))| ≤ cδE(t) + Cδ(−E ′(t)),

and
‖u′‖2 ≤ c(g(u′), u′) ≤ c(−E ′(t)),

then
‖u′‖2 + |(u, g(u′))| ≤ cδE(t) + Cδ(−E′(t)),(3.28)

and for ‖u′‖ < r0, we have

‖u′‖2 + |(u, g(u′))| ≤ cδE(t) + Cδ(−E′(t))(3.29)

By Lemma 3.3.1, (3.28) and (3.29), we obtain

F ′(t) ≤ −(m− cδ)E(t) + Cδ(−E′(t))
≤ −dE(t) + Cδ(−E′(t)),

we take L(t) = F (t) + CδE(t) and L ∼ E, we have

E ′(t) ≤ −dE(t)

A simple integration leads to

E(t) ≤ c′e−c
′′t = cψ−1(c′′t),

where ϕ(s) = s.
2.G is non-linear on [0, r0]
For ‖u′‖ ≥ r0, we have, thanks to Young’s inequality, for any δ > 0

|(u, g(u′))| ≤ δ‖u‖2 + Cδ‖g(u′)‖2
≤ δφ̃−1(E(t)) + Cδ(−E′(t)).

Using fact that φ̃−1(s) < cs and choosing δ > 0 small enough. we have

|(u, g(u′))| ≤ cδE(t) + Cδ(−E ′(t)),

and
‖u′‖2 ≤ c(g(u′), u′) ≤ c(−E ′(t)),
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then
‖u′‖2 + |(u, g(u′))| ≤ cδE(t) + Cδ(−E ′(t)),

and for ‖u′‖ < r0, we have

‖u′‖2 + |(u, g(u′))| ≤ cδE(t) + ‖u′‖2 + C(δ)‖g(u′)‖2
≤ cδE(t) + c(‖u′‖2 + ‖g(u′)‖2)
≤ cδE(t) + cG−1(g(u′), u′)

F ′(t) ≤ −(m− cδ)E(t) + cG−1(g(u′), u′) + Cδ(−E′(t))
≤ −dE(t) + cG−1(g(u′), u′) + Cδ(−E′(t))

we take L(t) = F (t) + CδE(t) and L ∼ E

L′(t) ≤ −dE(t) + cG−1(g(u′), u′),(3.30)

we define H by

H(t) = G′
(
ε
E(t)

E(0

)
L(t) + c0E(t).

Then, we see easily that, for λ1, λ2 > 0

λ1H(t) ≤ E(t) ≤ λ2H(t)(3.31)

By recalling that E ′ ≤ 0, G′ > 0, G′′ > 0 on (0, r0] and making use of (3.5) and (3.30), we
obtain

H ′(t) = ε
E′(t)

E(0)
G′′
(
ε
E(t)

E(0)

)
L(t) +G′

(
ε
E(t)

E(0)

)
L′(t) + c0E

′(t)

≤ −dE(t)G′
(
ε
E(t)

E(0)

)
+ cG′

(
ε
E(t)

E(0)

)
G−1(g(u′), u′) + c0E

′(t).
(3.32)

Let G∗ be the convex conjugate of G in the sense of Young (see Arnold [8], p. 61-62), then

G∗(s) = s(G′)−1(s)−G[(G′)−1(s)], if s ∈ (0, G′(r0)],(3.33)

and G satisfies the generalized Young’s inequality

AB ≤ G∗(A) +G(B) if A ∈ (0, G′(r0)], B ∈ (0, r0],(3.34)

with A = G′(εE(t)/E(0)) and B = G−1(g(u′), u′), using (3.6) and (3.32)-(3.34)

H ′(t) ≤ −dE(t)G′
(
εE(t)
E(0)

)
+ cG∗

((
εE(t)
E(0)

))
+ (g(u′), u′) + c0E

′(t)

≤ −dE(t)G′
(
εE(t)
E(0)

)
+ cεE(t)

E(0)G
′
(
εE(t)
E(0)

)
− cE′(t) + c0E

′(t).

Choosing c0 > c and ε small enough, we obtain

H ′(t) ≤ −k E(t)

E(0)
G′
(
ε
E(t)

E(0)

)
= −kϕ

(E(t)

E(0)

)
,(3.35)

where ϕ(s) = sG′(εs) and Ẽ0(t) = λ1H(t)
E(0)

, (λ1 is given in (3.31)), we easily see that, by

(3.31), we have
Ẽ0(t) ∼ E(t)(3.36)
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Using (3.35), we arrive at

Ẽ ′0(t) ≤ −kϕ(Ẽ0(t))

where ϕ(t) = − w
ψ′(t)

and ψ(t) =
∫ 1
t

1
wϕ(τ)

dτ , hence

(ψ(Ẽ0(t))′ = Ẽ0

′
(t)ψ′(t) ≤ k.

A simple integration leads to

ψ(Ẽ0(t)) ≤ kt+ ψ(Ẽ0(0)).

Consequently,
Ẽ0(t) ≤ ψ−1(kt+ ψ(Ẽ0(0))).(3.37)

Using (3.36) and (3.37) we obtain (3.11). This completes the proof of Theorem 3.3.1.
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[21] A. Guesmia, Inégalités Integrales et Applications A La Stabilisation Des Systemes
Distribués,Habilitation, 2006.

[22] A. Guesmia and S. A. Messaoudi, General energy decay estimates of Timoshenko sys-
tems with frictional versus viscoelastic damping, Math. Methods Appl. Sci. 32 (2009)-
16, 2102-2122.

[23] A. Guesmia, Stabilisation de l’quation des ondes avec condition aux limites de type
mmoire. Afrika Mat. (3) 10 (1999), 14–25.

[24] A. Guesmia, Well-posedness and exponential stability of an abstract evolution equation
with infinite memory and time delay. IMA J. Math. Control Inform, 30 (2013), no. 4,
507–526

[25] A. Guesmia, Some well-posedness and general stability results in Timoshenko systems
with infinite memory and distributed time delay,, J. Math. Phys. 55, (2014), 081503.



BIBLIOGRAPHY 63

[26] Z. J. Han and G. Q. Xu, Exponential stability of timoshenko beam system with delay
terms in boundary feedbacks, ESAIM Control Optim., 17 (2011), 552-574.

[27] A. Haraux, Two remarks on dissipative hyperbolic problems, Research Notes in Math-
ematics, vol. 122. Pitman: Boston, MA, 1985; 161-179.

[28] A. Haraux, Sharp decay estimates of the solutions to a class of nonlinear second order
ODE’s, Analysis and Applications, 9 (2011), 49-69.

[29] T. Kato, Linear and quasilinear equations of evolution of hyperbolic type, C.I.M.E.,
II ciclo: 1976, 125-191.

[30] T. Kato, Abstract differential equations and nonlinear mixed problems. Lezioni Fer-
miane, [Fermi Lectures]. Scuola Normale Superiore, Pisa, 1985.

[31] J. U. Kim, Y. Renardy, Boundary control of the Timoshenko beam, SIAM J. Control
Optim., 25 (1987), 1417-1429.

[32] V. Komornik, Exact Controllability and Stabilization. The Multiplier Method, Masson-
John Wiley, Paris, 1994.

[33] I. Lasiecka, Stabilization of wave and plate-like equation with nonlinear dissipation on
the boundary, J. Differential Equations,79(1989), 340-381.

[34] I. Lasiecka and D. Tataru, Uniform boundary stabilization of semilinear wave equations
with nonlinear boundary dampin, Diff. Inte. Equa., 6 (1993), 507-533.

[35] I. Lasiecka, Mathematical control theory of coupled PDE’s, CBMS-NSF Regional Con-
ference Series in Applied Mathematics, SIAM, 75 (2002).

[36] I. Lasiecka and D. Toundykov, Energy decay rates for the semilinear wave equation with
nonlinear localized damping and a nonlinear source, Nonlinear Analysis, 64 (2006),
1757-1797.

[37] I. Lasiecka and D. Toundykov, Regularity of higher energies of wave equation with
nonlinear localized damping and a nonlinear source, Nonlinear Anal., 69(2008), 898-
910.

[38] I. Lasiecka and D. Tataru, Uniform boundary stabilization of semilinear wave equations
with nonlinear boundary dampin, Diff. Inte. Equa., 6 (1993), 507-533.

[39] Y. Laskri, B. Said-Houari, A stability result of a Timoshenko system with a delay term
in the internal feedback, Appl. Math. Comput. 217 (2010)-6, 2857-2869.
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