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Abstract

The present thesis is devoted to the study of global existence and asymptotic behaviour in time of solution
of Timoshenko system and coupled system .
This work consists of five chapters, will be devoted to the study of the global existence and asymptotic
behaviour of some evolution equation with linear, nonlinear dissipative terms and viscoelastic equation. In
chapter 1, we recall of some fundamental inequalities. In chapter 2, we consider the Cauchy problem for
a coupled system of wave equation, we prove polynomial decay of solution. In chapter 3, we study the
Cauchy problem for a coupled system of a viscoelastic wave equation, we prove exponential stability of the
solution. In chapter 4, we study the Cauchy problem for a coupled system of a nonlinear weak viscoelastic
wave equations, we prove existence and uniqueness of global solution and prove exponential stability of the
solution. In this work, the proof an existence and uniqueness for global solution is based on stable set for
small data combined with Faedo-Galerkin. The proof an decay estimate is based on multiplier method,
Lyapunov functional for some perturbed energy. In chapter 5, we consider a system of viscoelastic wave
equations of Petrowsky-Petrowsky type, we use a spaces weighted by density function to establish a very
general decay rate of solution.

Key words : Global existence, Coupled system, Exponential decay, Polynomial decay, Multiplier method,
Lyapunov method, Galerkin method, Nonlinear dissipation, Viscoelastic equation.

subjclass 2000: 35L05, 58J45, 35L80, 35B40, 35L20, 58G16, 35B40, 35L70
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General introduction

The present thesis is devoted of the study of global existence, asymptotic behaviour in time
of solution to hyperbolic systems.
The problem of stabilization consists in determining the asymptotic behaviour of the energy
by E(t), to study its limits in order to determine if this limit is null or not and if this limit
is null, to give an estimate of the decay rate of the energy to zero, they are several type of
stabilization:

1. Strong stabilization: E(t)→ 0, as t→∞.

2. Uniform stabilization: E(t) ≤ C exp (−δt), ∀t > 0, (c, δ > 0).

3. Polynomial stabilization: E(t) ≤ Ct−δ, ∀t > 0, (c, δ > 0).

4. Logarithmic stabilization: E(t) ≤ C(ln(t))−δ ∀t > 0, (c, δ > 0).

For wave equation with dissipation of the form u′′+ ∆xu+ g(u′) = 0, stabilization problems
have been investigated by many authors:
When g : R→ R is continuous and increasing function such that g(0) = 0, global existence
of solutions is known for all initial conditions (u0, u1) given in H1

0 (Ω) × L2(Ω). This result
is, for instance, a consequence of the general theory of nonlinear semi-groups of contractions
generated by a maximal monotone operator (see Brézis [19]).
Moreover, if we impose on g the condition ∀λ 6= 0, g(λ) 6= 0, then strong asymptotic stability
of solutions occurs in H1

0 (Ω)× L2(Ω).

i.e (u, u′)→ (0, 0) strongly in H1
0 (Ω)× L2(Ω)
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General introduction

without speed of convergence. These results follows, for instance, from the invariance prin-
ciple of Lasalle (see for example A. Haraux [27]). If we add the assumption that g has a
polynomial growth near zero, we obtain an explicit decay rate of solutions (see M. Nakao
[71]).
This work consists of five chapters:

• In the chapter 2: In this chapter, we consider the following initial boundary value
problem, that is,

utt − φ(x)∆u+ αv + ut = 0 in Rn × R+

vtt − φ(x)∆v + αu = 0 in Rn × R+

(u, ut, v, vt)(x, 0) = (u0, u1, v0, v1) in Rn

(1)

where the space D1,2(Rn) defined in (III.11) and n ≥ 2, φ(x) > 0,∀x ∈ Rn, (φ(x))−1 =
ρ(x) defined in (H1 ).

The problem of stabilization of weakly coupled systems has also been studied by sev-
eral authors. Under certain conditions imposed on the subset where the damping term
is effective, Kapitonov [44] proves uniform stabilization of the solutions of a pair of hy-
perbolic systems coupled in velocities. Alabau and al. [4] studied the indirect internal
stabilization of weakly coupled systems where the damping is effective in the whole
domain. They prove that the behavior of the first equation is sufficient to stabilize the
total system and to have polynomial decay for sufficiently smooth solutions. Alabau
[6] proves indirect boundary stabilization (polynomial decay) of weakly coupled equa-
tions. She establishes a polynomial decay lemma for non-increasing and nonnegative
function which satisfies an integral inequality.

The purpose of this chapter is to obtain a better decay estimate of solutions to the
problem (1). More precisely we show that we can always find initial data in the stable
set for which the solution of problem (1) decays polynomials, which is based on the
construction of a suitable multiplier method.

• In the chapter 3: Let us consider the following problem


(
|u′1|l−2u′1

)′
+ αu2 = φ(x)∆x

(
u1 +

∫ t

0
g1(s)u1(t− s, x)ds

)
, x ∈ Rn × R+(

|u′2|l−2u′2
)′

+ αu1 = φ(x)∆x

(
u2 +

∫ t

0
g2(s)u2(t− s, x)ds

)
, x ∈ Rn × R+

(u1(0, x), u2(0, x)) = (u0
1(x), u0

2(x)) ∈ (D1,2(Rn))2,

(u′1(0, x), u′2(0, x)) = (u1
1(x), u1

2(x)) ∈ (Llρ(Rn))2,

(2)
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General introduction

where the spaceD1,2(Rn) defined in (III.11) and l, n ≥ 2, φ(x) > 0,∀x ∈ Rn, (φ(x))−1 =
ρ(x) defined in (H2 ).

In this chapter we are going to consider the solutions in spaces weighted by the density
function ρ(x) in order to compensate for the lack of Poincare’s inequality which is
useful in the proof.

The same problem treated in [38], was considered in [39], where they consider a Cauchy
problem for a viscoelastic wave equation. Under suitable conditions on the initial
data and the relaxation function, they prove a polynomial decay result of solutions.
Conditions used, on the relaxation function g and its derivative g′ are different from
the usual ones.

The main purpose of this work is to allow a wider class of relaxation functions and
improve earlier results in the literature. The basic mechanism behind the decay rates
is the relation between the damping and the energy.

• In the chapter 4:

Let us consider the following problem


(
|u′1|l−2u′1

)′
+ f1(u1, u2) = φ(x)∆x

(
u1 − α1(t)

∫ t

0
g1(t− s)u1(s, x)ds

)
, x ∈ Rn × R+(

|u′2|l−2u′2
)′

+ f2(u1, u2) = φ(x)∆x

(
u2 − α2(t)

∫ t

0
g2(t− s)u2(s, x)ds

)
, x ∈ Rn × R+

(u1(0, x), u2(0, x)) = (u0
1(x), u0

2(x)) ∈ (D1,2(Rn))2,

(u′1(0, x), u′2(0, x)) = (u1
1(x), u2

2(x)) ∈ (Llρ(Rn))2,

(3)

where the space D1,2(Rn) defined in (IV.11) and l ≥ 2, φ(x) > 0,∀x ∈ Rn, (φ(x))−1 =
ρ(x) defined in (H2 ).

In this chapter we consider the solutions in spaces weighted by the density function
ρ(x) in order to compensate for the lack of Poincare’s inequality.

The main purpose of this work is to prove an existence and uniqueness theorem for
global weak solutions in Sobolev spaces using Faedo-Galerkin method and to allow a
wider class of relaxation functions and improve earlier results in the literature. The
basic mechanism behind the decay rates is the relation between the damping and the
energy.

• In the chapter 5: In this chapter, derived from [9], we consider the following Petrowsky-

7



General introduction

Petrowsky system

utt + φ(x)

(
∆2u−

∫ t

−∞
µ(t− s)∆2u(s)ds

)
+ αv = 0 in Rn × R+,

vtt + φ(x)∆2v + αu = 0 in Rn × R+,

(u0, v0) ∈ D2,2(Rn), (u1, v1) ∈ L2
ρ(Rn).

(4)

where the spaces D2,2(Rn), L2
ρ(Rn) defined in (V.12) and φ(x) > 0, ∀x ∈ Rn, α 6=

0, (φ(x))−1 = ρ(x), where the function ρ : Rn → R∗+, ρ(x) ∈ C0,γ(Rn) with γ ∈ (0, 1)
and ρ ∈ Ln/4(Rn) ∩ L∞(Rn).

The purpose of this paper is to extend the above results for any space dimension of
Petrowsky-Petrowsky system.

8



Chapter I

Preliminarie talk and materials needed

All assertions in the first chapter are made without proofs and the scope has been minimized
to only material actually needed (See [19], [26], [54], [74] ).

1 Function analysis

The universal framework used in nonlinear PDE is based on functional analysis.

1.1 Young, Hölder’s inequalities

Notation 1.1 Let 1 ≤ p ≤ ∞, we denote by q the conjugate exponent,

1
p

+ 1
q

= 1.

We define the convolution product of a function f ∈ L1(Rn) with a function g ∈ Lp(Rn).

Theorem 1.2 (Young) Let f ∈ L1(Rn) and g ∈ Lp(Rn) with 1 ≤ p ≤ ∞. Then for
a.e.x ∈ Rn the function y 7→ f(x− y)g(y) is integrable on Rn and we define

(f ∗ g)(x) =
∫
Rn
f(x− y)g(y)dy.

In addition (f ∗ g) ∈ Lp(Rn) and

‖f ∗ g‖p ≤ ‖f‖1‖g‖p.

The following is an extension of Theorem 1.2.

Theorem 1.3 (Young) Assume f ∈ Lp(Rn) and g ∈ Lq(Rn) with 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞

9



Chapter I. Preliminarie talk and materials needed

and 1
r

= 1
p

+ 1
q
− 1 ≥ 0. Then (f ∗ g) ∈ Lr(Rn) and

‖f ∗ g‖r ≤ ‖f‖p‖g‖q.

Theorem 1.4 (Hölder’s inequality) Assume that f ∈ Lp and g ∈ Lq with 1 ≤ p ≤ ∞.
Then (fg) ∈ L1 and

‖fg‖ ≤ ‖f‖p‖g‖q.

Lemma 1.5 (Cauchy-Schwarz inequality) Every inner product satisfies the Cauchy-
Schwarz inequality

〈x1, x2〉 ≤ ‖x1‖‖x2‖.

The equality sign holds if and only if x1 and x2 are dependent.

We will give here some integral inequalities. These inequalities play an important role in
applied mathematics and also, it is very useful in our next chapters.

Lemma 1.6 Let 1 ≤ p ≤ r ≤ q, 1
r

= α
p

+ 1−α
q
, and 0 ≤ α ≤ 1. Then

‖u‖Lr ≤ ‖u‖αLp‖u‖1−α
Lq .

Since our study based on some known algebraic inequalities, we want to recall few of them
here.

Lemma 1.7 For all a, b ∈ R+, we have

ab ≤ δa2 + b2

4δ ,

where δ is any positive constant.

Lemma 1.8 For all a, b ≥ 0, the following inequality holds

ab ≤ ap

p
+ bq

q
,

where, 1
p

+ 1
q

= 1.

10



I.2 Function Spaces

Theorem 1.9 ( Gronwell lemma in integral form)
Let T > 0, and let ϕ be a function such that, ϕ ∈ L1(0, T ), ϕ ≥ 0, almost everywhere

and φ be a function such that, φ ∈ L1(0, T ), φ ≥ 0, almost everywhere and φϕ ∈ L1[0, T ],
C1, C2 ≥ 0. Suppose that

φ(t) ≤ C1 + C2

∫ t

0
ϕ(s)φ(s)ds, for a.e t ∈]0, T [,

then,

φ(t) ≤ C1 exp
(
C2

∫ t

0
ϕ(s)ds

)
, for a.e t ∈]0, T [.

2 Function Spaces

We consider the Euclidean space Rn, n ≥ 1 endowed with standard Euclidean topology and
for Ω a subset of Rn we will define various spaces of functions Ω → Rm. If endowed by a
pointwise addition and multiplication the linear space structure of Rm is inherited by these
spaces. Besides, we will endow them by norms, which makes them normed linear (or, mostly
even Banach) spaces. Having two such spaces U ⊂ V , we say that the mapping

f : U → V, u 7→ u.

is a continuous embedding (or, that U is embedded continuously to V ) if the linear operator
f is continuous (hence bounded). This means that

‖u‖V ≤ C‖u‖U

for C one can take the norm ‖f‖`(U,V ). If f is compact, we speak about a compact embedding
and use the notation U ⊂ V . If U is a dense subset in V , we will speak about a dense
embedding; this property obviously depends on the norm of V but not of U . It follows by a
general functional-analysis argument that the adjoint mapping

f ∗ : V ∗ → U∗.

is continuous and injective provided U ⊂ V continuously and densely, then we can identify V ∗

as a subset of U∗. Indeed, f ∗ is injective (because two different linear continuous functionals
on V must have also different traces on any dense subset, in particular on U).

11



Chapter I. Preliminarie talk and materials needed

2.1 The Lp(Ω) spaces

Let 1 ≤ p ≤ ∞, and let Ω be an open domain in Rn, n ∈ N. Define the standard Lebesgue
space Lp(Ω), by

Lp(Ω) =
{
u : Ω→ R : u is measurable and

∫
Ω
|u(x)|pdx <∞

}
.

Notation 2.1 For p ∈ R and 1 ≤ p <∞, denote by

‖u‖p =
(∫

Ω
|u(x)|pdx

) 1
p

.

If p =∞, we have

L∞(Ω) =

u : Ω→ R

∣∣∣∣∣∣ u is measurable and there exists a constant Csuch that, |u(x)| ≤ C a.e in Ω

 .
with

‖u‖∞ = inf{C; |u| ≤ C a.e On Ω}.

Theorem 2.2 It is well known that Lp(Ω) supplied with the norm ‖.‖p is a Banach space,
for all 1 ≤ p ≤ ∞.

Remark 2.3 In particularly, when p = 2, L2(Ω) equipped with the inner product

〈f, g〉L2(Ω) =
∫

Ω
f(x)g(x)dx,

is a Hilbert space.

Theorem 2.4 For 1 < p <∞, Lp(Ω) is reflexive space.

2.2 The Lp(0, T, V ) spaces

Definition 2.5 Let V be a Banach space, denote by Lp(0, T, V ) the space of measurable
functions

u : ]0, T [→ V

t 7−→ u(t)

12



I.2 Function Spaces

such that
(∫ T

0
‖u(t)‖pV dt

) 1
p

= ‖u‖Lp(0,T,X) <∞, for 1 ≤ p <∞.

If p =∞,

‖u‖L∞(0,T,V ) = sup
t∈]0,T [

ess ‖u(t)‖V .

Theorem 2.6 The space Lp(0, T, V ) is complete.

We denote by D′(0, T, V ) the space of distributions in ]0, T [ which take its values in V ,
and let us define

D′(0, T, V ) = (D ]0, T [ , V ) ,

where (φ, ϕ) is the space of the linear continuous applications of φ to ϕ. Since u ∈ D′(0, T, V ),
we define the distribution derivation as

∂u

∂t
(ϕ) = −u

(
dϕ

dt

)
,∀ϕ ∈ D (]0, T [) ,

and since u ∈ Lp(0, T, V ), we have

u(ϕ) =
∫ T

0
u(t)ϕ(t)dt,∀ϕ ∈ D (]0, T [) .

We will introduce some basic results on the Lp(0, T, V ) space. These results, will be very
useful in the other chapters of this thesis.

Lemma 2.7 Let u ∈ Lp(0, T, V ) and ∂u
∂t
∈ Lp(0, T, V ), (1 ≤ p ≤ ∞), then, the function u

is continuous from [0, T ] to V .i.e. u ∈ C1(0, T, V ).

2.3 Sobolev spaces

Modern theory of differential equations is based on spaces of functions whose derivatives
exist in a generalized sense and enjoy a suitable integrability.

Proposition 2.8 Let Ω be an open domain in RN , Then the distribution T ∈ D′(Ω) is in

13



Chapter I. Preliminarie talk and materials needed

Lp(Ω) if there exists a function f ∈ Lp(Ω) such that

〈T, ϕ〉 =
∫

Ω
f(x)ϕ(x)dx, for all ϕ ∈ D(Ω),

where 1 ≤ p ≤ ∞, and it’s well-known that f is unique.

Definition 2.9 Let m ∈ N and p ∈ [0,∞] . The Wm,p(Ω) is the space of all f ∈ Lp(Ω),
defined as

Wm,p(Ω) = {f ∈ Lp(Ω), such that ∂αf ∈ Lp(Ω) for all α ∈ Nm such that

|α| =
n∑
j=1

αj ≤ m, where, ∂α = ∂α1
1 ∂α2

2 ..∂αnn }.

Theorem 2.10 Wm,p(Ω) is a Banach space with their usual norm

‖f‖Wm,p(Ω) =
∑
|α|≤m

‖∂αf‖Lp , 1 ≤ p <∞, for all f ∈ Wm,p(Ω).

Definition 2.11 Denote by Wm,p
0 (Ω) the closure of D(Ω) in Wm,p(Ω).

Definition 2.12 When p = 2, we prefer to denote by Wm,2(Ω) = Hm (Ω) and Wm,2
0 (Ω) =

Hm
0 (Ω) supplied with the norm

‖f‖Hm(Ω) =
 ∑
|α|≤m

(‖∂αf‖L2)2

 1
2

,

which do at Hm(Ω) a real Hilbert space with their usual scalar product

〈u, v〉Hm(Ω) =
∑
|α|≤m

∫
Ω
∂αu∂αvdx

Theorem 2.13 1) Hm (Ω) supplied with inner product 〈., .〉Hm(Ω) is a Hilbert space.
2) If m ≥ m′, Hm (Ω) ↪→ Hm′ (Ω), with continuous imbedding .

Lemma 2.14 Since D(Ω) is dense in Hm
0 (Ω) , we identify a dual H−m (Ω) of Hm

0 (Ω) in a
weak subspace on Ω, and we have

D(Ω) ↪→ Hm
0 (Ω) ↪→ L2 (Ω) ↪→ H−m (Ω) ↪→ D′(Ω),

The next results are fundamental in the study of partial differential equations

14



I.2 Function Spaces

Theorem 2.15 Assume that Ω is an open domain in RN (N ≥ 1), with smooth boundary
∂Ω. Then,

(i) if 1 ≤ p ≤ n, we have W 1,p ⊂ Lq(Ω), for every q ∈ [p, p∗] , where p∗ = np
n−p .

(ii) if p = n we have W 1,p ⊂ Lq(Ω), for every q ∈ [p,∞) .
(iii) if p > n we have W 1,p ⊂ L∞(Ω) ∩ C0,α(Ω), where α = p−n

p
.

Theorem 2.16 If Ω is a bounded, the embedding (ii) and (iii) of Theorem 2.15 are com-
pacts. The embedding (i) is compact for all q ∈ [p, p∗) .

Remark 2.17 For all ϕ ∈ H2(Ω), ∆ϕ ∈ L2(Ω) and for ∂Ω sufficiently smooth, we have

‖ϕ(t)‖H2(Ω) ≤ C ‖∆ϕ(t)‖L2(Ω) .

2.4 Weak convergence

Let (E; ‖.‖E) a Banach space and E ′ its dual space, i.e., the Banach space of all continuous
linear forms on E endowed with the norm ‖.‖E′ defined by

‖f‖E′ =: sup
x 6=0

| < f, x > |
‖x‖

where < f, x > denotes the action of f on x, i.e < f, x >= f(x). In the same way, we can
define the dual space of E ′ that we denote by E ′′. (The Banach space E ′′ is also called the
bi-dual space of E). An element x of E can be seen as a continuous linear form on E ′′ by
setting x(f) =:< x, f > , which means that E ⊂ E ′′.

2.4.1 Weak, weak star and strong convergence

Definition 2.18 (Weak convergence in E). Let x ∈ E and let {xn} ⊂ E. We say that
{xn} weakly converges to x in E, and we write xn ⇀ x in E, if

< f, xn >→< f, x >

for all x ∈ E ′.

Definition 2.19 (weak convergence in E’). Let f ∈ E ′ and let {fn} ⊂ E ′ We say that
{fn} weakly converges to f in E ′, and we write fn ⇀ f in E ′, if

< fn, x >→< f, x >

15
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for all x ∈ E ′′.

Definition 2.20 (weak star convergence). Let f ∈ E ′ and let {fn} ⊂ E ′ We say that
{fn} weakly star converges to f in E ′, and we write fn ∗

⇀ f in E ′ if

< fn, x >→< f, x >

for all x ∈ E.

Remark 2.21 As E ⊂ E ′′ we have fn ⇀ f in E ′ imply fn ∗
⇀ f in E ′. When E is reflexive,

the last definitions are the same, i.e, weak convergence in E ′ and weak star convergence
coincide.

Definition 2.22 (strong convergence). Let x ∈ E (resp.f ∈ E ′) and let {xn} ⊂ E

(resp.{fn} ⊂ E ′). We say that {xn} (resp.{fn}) strongly converges to x (resp.f ), and we
write xn → x in E (resp.fn → f in E ′), if

lim
n→∞

‖xn − x‖E = 0, (resp. lim
n→∞

‖fn − f‖E′ = 0).

Definition 2.23 ( weak convergence in Lp(Ω) with 1 ≤ p <∞ ). Let Ω an open subset
of Rn. We say that the sequence {fn} of Lp(Ω) weakly converges to f ∈ Lp(Ω), if

lim
n

∫
Ω
fn(x)g(x)dx =

∫
Ω
f(x)g(x)dx for all g ∈ Lq, 1

p
+ 1
q

= 1.

Definition 2.24 (weak convergence in W 1,p(Ω) with 1 < p < ∞ )We say the {fn} ⊂
W 1,p(Ω) weakly converges to f ∈ W 1,p(Ω), and we write fn ⇀ f in W 1,p(Ω), if

fn ⇀ f in Lp(Ω) and ∇fn ⇀ ∇f in Lp(Ω;Rn)

2.4.2 Weak and weak star compactness

In finite dimension, i.e, dimE < ∞, we have Bolzano-Weierstrass’s theorem (which is a
strong compactness theorem).

Theorem 2.25 (Bolzano-Weierstrass). If dimE < ∞ and if {xn} ⊂ E is bounded,
then there exist x ∈ E and a subsequence {xnk} of {xn} such that {xnk} strongly converges
to x.
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The following two theorems are generalizations, in infinite dimension, of Bolzano- Weier-
strass’s theorem.

Theorem 2.26 (weak star compactness, Banach-Alaoglu-Bourbaki). Assume that
E is separable and consider {fn} ⊂ E ′ . If {xn} is bounded, then there exist f ∈ E ′ and a
subsequence {fnk} of {fn} such that {fnk} weakly star converges to f in E ′.

Theorem 2.27 (weak compactness, Kakutani-Eberlein). Assume that E is reflexive
and consider {xn} ⊂ E. If {xn} is bounded, then there exist x ∈ E and a subsequence {xnk}
of {xn} such that {xnk} weakly converges to x in E.

Theorem 2.28 (weak compactness in Lp(Ω)) with 1 < p < ∞. Given {fn} ⊂ Lp(Ω) ,
if {fn} is bounded, then there exist f ∈ Lp(Ω) and a subsequence {fnk} of {fn} such that
fn ⇀ f in Lp(Ω).

Theorem 2.29 (weak star compactness in L∞(Ω))
Given {fn} ⊂ L∞(Ω), if {fn} is bounded, then there exist f ∈ L∞(Ω) and a subsequence
{fnk} of {fn} such that fn ∗

⇀ f in L∞(Ω).

2.5 Aubin -Lions Lemma

The Aubin-Lions Lemma is a result in the theory of Sobolev spaces of Banach space-valued
functions. More precisely, it is a compactness criterion that is very useful in the study of
nonlinear evolutionary partial differential equations. The result is named after the French
mathematicians Thierry Aubin and Jacques-Louis Lions.

Lemma 2.30 Let X0, X and X1 be three Banach spaces with X0 ⊆ X ⊆ X1. Assume that
X0 is compactly embedded in X and that X is continuously embedded in X1; assume also
that X0 and X1 are reflexive spaces. For 1 < p, q < +∞, let

W = {u ∈ Lp([0, T ];X0)/ u̇ ∈ Lq([0, T ];X1)}

Then the embedding of W into Lp([0, T ];X) is also compact.
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Chapter II

Polynomial decay of solutions to the Cauchy
problem for a coupled system of wave

equations

1 Introduction

In this chapter, we consider the following initial boundary value problem, that is,
utt − φ(x)∆u+ αv + ut = 0, in Rn × R+,

vtt − φ(x)∆v + αu = 0, in Rn × R+,

(u, ut, v, vt)(x, 0) = (u0, u1, v0, v1), in Rn.

(II.1)

with initial conditions (u0, u1), (v0, v1) in appropriate function spaces. Throughout the
chapter we assume that the functions φ(x) and ρ satisfy the following hypotheses:

(H1) The function φ, ρ : Rn → R∗+, (φ(x))−1 =: ρ(x) ∈ C0,γ(Rn) with γ ∈ (0, 1) and
ρ ∈ Ls(Rn) ∩ L∞(Rn), where s = 2n

2n−qn+2q .

The purpose of this chapter is to obtain a better decay estimate of solutions to the problem
(II.1). More precisely we show that we can always find initial data in the stable set for which
the solution of problem (II.1) decays polynomials, which is based on the construction of a
suitable multiplier method.

2 Preliminaries

In this section, we briefly mention some facts, notation and results from paper [43]. The
space D1,2(Rn) is defined as the closure C∞0 (Rn) functions with respect to the energy norm
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‖u‖D1,2(Rn) =:
∫
Rn
|∇u|2dx. It is known that

D1,2(Rn) =
{
u ∈ L

2n
n−2 (Rn) : ∇u ∈ (L2(Rn))n

}
,

and D1,2(Rn) is embedded continuously in L
2n
n−2 (Rn).i.e., there exists k > 0 such that

‖u‖ 2n
n−2
≤ k‖u‖D1,2 . (II.2)

We shall frequently use the following version of the generalized Poincaré’s inequality

Lemma 2.1 Suppose ρ ∈ Ln
2 (Rn). Then there exists γ > 0 such that

∫
Rn
|∇u|2dx ≥ γ

∫
Rn
ρu2dx, (II.3)

for all u ∈ C∞0

Proof of lemma 2.1 Since D1,2 can be embedded continuously in L
2n
n−2 (Rn), there exists

k > 0 such that, for all u ∈ C∞0 ,

‖u‖ 2n
n−2
≤ k‖u‖D1,2 .

Thus, if u ∈ L
2n
n−2 (Rn), we have

∫
Rn
|ρ|u2dx ≤

(∫
Rn
|ρ|

n
2 dx

) 2
n

.
(∫

Rn
u

2n
n−2dx

)n−2
n

,

= ‖ρ‖n
2
.‖u‖2

2n
n−2

,
(II.4)

and so ∫
Rn
|ρ|u2dx ≤ k2‖ρ‖n

2
.‖u‖2

D1,2 .

which completes the proof.
It is shown that D1,2(Rn) is a separable Hilbert space. The space L2

ρ(Rn) is defined to be
the closure of C∞0 functions with respect to the inner product

(u, v)L2
ρ(Rn) =:

∫
Rn
ρuvdx. (II.5)

It is clear that L2
ρ(Rn) is a separable Hilbert space. Moreover, we have the following compact

embedding.
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II.2 Preliminaries

Lemma 2.2 Let ρ ∈ Ln
2 (Rn) ∩ L∞(Rn).Then the embedding D1,2 ⊂ L2

ρ is compact.

So we have established the evolution triple

D1,2(Rn) ⊂ L2
ρ(Rn) ⊂ D−1,2(Rn),

where all the embedding are dense and compact.

In order to deal with (II.1), we need information concerning the properties of the operator
−φ∆. We consider the equation

−φ(x)∆u(x) = η(x), x ∈ Rn, (II.6)

without boundary conditions. Since for every u, v in C∞0 (Rn)

(−φ∆u, v)L2
ρ

=
∫
Rn
∇u∇vdx, (II.7)

and L2
ρ(Rn) is defined as the closure of C∞0 (Rn) with respect to the inner product (IV.12),

we may consider equation (II.6) as an operator equation:

A0u = η, A0 : D(A0) ⊆ L2
ρ(Rn)→ L2

ρ(Rn), for any η ∈ L2
ρ(Rn). (II.8)

Relation (II.7) implies that the operator A0 = −φ∆ with domain of definition D(A0) =
C∞0 (Rn) being symmetric. Let us note that the operator A0 is not symmetric in the standard
Lebesgue space L2(Rn), because of the appearance of φ(x). For comments of the same nature
on a similar model in the case of a bounded weight we refer to [[74], pages 185-187]. From
(II.22) and equation (II.7) we have

(A0u, u)L2
ρ
≥ c‖u‖L2

ρ
, for all u ∈ D(Â0). (II.9)

From (II.7) and (II.9) we conclude that A0 is a symmetric, strongly monotone operator on
L2
ρ(Rn). Hence, the Friedrichs extension theorem (see [86]) is applicable. The energy scalar

product given by (II.7) is
(u, v)E =

∫
Rn
∇u∇vdx, (II.10)

and the energy space is the completion of D(A0) with respect to (u, v)E. It is obvious that
the energy space XE is the homogeneous Sobolev space D1,2(Rn). The energy extension
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AE = −φ∆ of A0, namely
−φ∆ : D1,2(Rn)→ D−1,2(Rn), (II.11)

is defined to be the duality mapping of D1,2(Rn). For every η ∈ D−1,2(Rn) the equation
(II.6) has a unique solution. Define D(A) to be the set of all solutions of the equation (II.6),
for arbitrary η ∈ L2

ρ(Rn). The Friedrichs extension A of A0 is the restriction of the energy
extension AE to the set D(A). The operator A is self-adjoint and therefore graph-closed. Its
domain D(A), is a Hilbert space with respect to the graph scalar product

(u, v)D(A) = (u, v)L2
ρ

+ (Au,Av)L2
ρ
, for allu, v ∈ D(A).

The norm induced by the scalar product (u, v)D(A) is

‖u‖D(A) =
{∫

Rn
ρ|u|2dx+

∫
Rn
φ|∆u|2dx

} 1
2
,

which is equivalent to the norm ‖Au‖L2
ρ

=
{∫

Rn
φ|∆u|2dx

} 1
2
. A consequence of the com-

pactness of the embedding in (IV.17) is that for the eigenvalue problem

−φ(x)∆u = µu, x ∈ Rn, (II.12)

there exists a complete system of eigensolutions {wn, µn} with the following properties:
 −φ∆wj = µwj, j = 1, 2 · · · , wj ∈ D1,2(Rn),

0 < µ1 ≤ µ2 ≤ · · · , µj →∞, asj →∞.
(II.13)

It can be shown, as in [18], that every solution of (II.12) is such that

u(x) −→ 0, as |x| −→ ∞, (II.14)

uniformly with respect to x. Finally, we give the definition of weak solutions for the problem
(II.1).

we give the definition of the weak solution for this problem.

Definition 2.3 A weak solution of the problem (II.1) is a function (u, v)(t, x) such that

(i) u, v ∈ L2[0, T ;D1,2(Rn)], ut, vt ∈ L2[0, T ;L2
ρ(Rn)], utt, vtt ∈ L2[0, T ;D−1,2(Rn)],
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(ii) for all s ∈ C∞0 ([0, T ]× Rn), (u, v) satisfies the generalized formula

∫ T

0
(utt(τ), s(τ))L2

ρ
dτ + α

∫ T

0
(v(τ), s(τ))L2

ρ
dτ +

∫ T

0
(ut(τ), s(τ))L2

ρ
dτ

+
∫ T

0

∫
Rn
∇u(τ)∇s(τ)dxdτ = 0,

(II.15)

and
∫ T

0
(vtt(τ), s(τ))L2

ρ
dτ + α

∫ T

0
(u(τ), s(τ))L2

ρ
dτ +

∫ T

0

∫
Rn
∇v(τ)∇s(τ)dxdτ = 0, (II.16)

(iii) (u, v) satisfies the initial conditions

(u0(x), v0(x)) ∈ (D1,2(Rn))2, (u1(x), v1(x)) ∈ (L2
ρ(Rn))2.

The energy of the problem is defined as

E(t) := 1
2

(
‖ut‖2

L2
ρ

+ ‖vt‖2
L2
ρ

+ ‖∇u‖2
L2 + ‖∇v‖2

L2 + 2α
∫
Rn
ρuvdx

)
. (II.17)

For α small enough we deduce that:

E(t) ≥ 1
2(1− |α|γ)

(
‖ut‖2

L2
ρ

+ ‖vt‖2
L2
ρ

+ ‖∇u‖2
L2 + ‖∇v‖2

L2

)
.

From problem (II.1), we can have

E ′(t) = −
∫ t

0
‖ut(τ)‖2

L2
ρ
dτ ≤ 0. (II.18)

We denote by A the unbounded operator in the energy space:
H=H1(Rn)×H1(Rn)× L2(Rn)× L2(Rn) defined by:

D(A) = (H2(Rn) ∩H1(Rn))2 × (H1(Rn))2

and
AU = (ũ, φ(x)∆u− αv − ũ, ṽ, φ(x)∆v − αu)T and U = (u, ũ, v, ṽ)T .

The problem (II.1) can then be reformulated under the abstract from

U′ + AU = 0.
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3 Linear polynomial stability

Our main result reads as follows.

Theorem 3.1 Let (u0, u1), (v0, v1) ∈ D1,2(Rn)×L2
ρ(Rn)and suppose that (H1) holds. Then

the solution of the problem (II.1) satisfies the following energy decay rate estimate:

E(t) ≤ C(E(0) + E1(0))
t

, ∀t ≥ 0. (II.19)

Where C is a positive constants.

Proof of theorem 3.1Wemultiply the first equation in (II.1) by ρu and the second equation
by ρv and integrating over (0, T )× Rn, we get respectively

∫
Rn

∫ T

0

d

dt

[
(ρuut)− ρu2

t

]
dtdx+

∫
Rn

∫ T

0
|∇u|2dtdx+α

∫
Rn

∫ T

0
ρuvdtdx+

∫
Rn

∫ T

0
ρuutdtdx = 0,

(II.20)
and

∫
Rn

∫ T

0

d

dt

[
(ρvvt)− ρv2

t

]
dtdx+

∫
Rn

∫ T

0
|∇v|2dtdx+ α

∫
Rn

∫ T

0
ρuvdtdx = 0, (II.21)

Summing up (II.20) and (II.21), we obtain

∫ T

0

(
‖∇u‖2

L2 + ‖∇v‖2
L2 + ‖ut‖2

L2
ρ

+ ‖vt‖2
L2
ρ

)
dt+ 2α

∫
Rn

∫ T

0
ρuvdtdx

= −
[∫

Rn
(ρuut + ρvvt)dx

]T
0

+ 2
∫
Rn

∫ T

0
(ρu2

t + ρv2
t )dtdx−

∫
Rn

∫ T

0
ρuutdtdx.

Then we have
∫ T

0
E(t)dt = −

[∫
Rn

(ρuut + ρvvt)dx
]T

0
+2

∫
Rn

∫ T

0
(ρu2

t +ρv2
t )dtdx−

∫ T

0

∫
Rn
ρuutdxdt, (II.22)

Let us estimate the right-hand side terms:
By using Cauchy-Schwartz inequality and Poincare inequality, we obtain, for any ε > 0,

∫ T

0

∫
Rn
ρuutdxdt ≤ ε

2

∫ T

0

∫
Rn
ρu2dxdt+ 1

2ε

∫ T

0

∫
Rn
ρu2

tdxdt,

≤ εγ
2

∫ T

0

∫
Rn
|∇u|2dxdt+ 1

2ε

∫ T

0
(−E ′(t)) dt,

≤ εγ
2

∫ T

0
E(t)dt+ 1

2εE(0).

(II.23)
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and [∫
Rn

(ρuut + ρvvt)dx
]T

0
≤ CE(0). (II.24)

here γ is the Poincare constant.

Thus, (
1− εγ

2

) ∫ T

0
E(t)dt ≤ CE(0) + 2

∫
Rn

∫ T

0
ρv2

t . (II.25)

To estimate the term
∫ T

0

∫
Rn
ρv2dxdt, we multiply the first equation in (II.1) by ρv and the

second equation by ρu and integrating over (0, T )× Rn, we get respectively

∫ T

0

∫
Rn
ρvuttdxdt−

∫ T

0

∫
Rn
v∆udxdt+ α

∫ T

0

∫
Rn
ρv2dxdt+

∫ T

0

∫
Rn
ρvutdxdt = 0, (II.26)

and ∫ T

0

∫
Rn
ρuvttdxdt−

∫ T

0

∫
Rn
u∆vdxdt+ α

∫ T

0

∫
Rn
ρu2dxdt = 0, (II.27)

The difference (II.26) and (II.27), we obtain

∫ T

0

∫
Rn
ρ[vutt − uvtt]dxdt+ α

∫ T

0

∫
Rn
ρv2dxdt− α

∫ T

0

∫
Rn
ρu2dxdt+

∫ T

0

∫
Rn
ρvutdxdt = 0,

(II.28)
Thus, we get

α
∫ T

0

∫
Rn
ρv2dxdt = α

∫ T

0

∫
Rn
ρu2dxdt−

∫ T

0

∫
Rn
ρvutdxdt+

[∫
Rn
ρ(uvt − vut)

]T
0
, (II.29)

We estimate the second term as follows:
∫ T

0

∫
Rn
ρvutdxdt ≤

ε

2

∫ T

0

∫
Rn
ρv2dxdt+ 1

2εE(0). (II.30)

Then it follows from (II.29) and (II.30) that
(
α− ε

2

) ∫ T

0

∫
Rn
ρv2dxdt ≤ CE(0) + α

∫ T

0

∫
Rn
ρu2dxdt. (II.31)

From (II.31) yield

∫ T

0

∫
Rn
ρv2dxdt ≤ CE(0) + Cα

∫ T

0

∫
Rn
ρu2dxdt. (II.32)
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The only term whose estimation is not easy is the last term
∫ T

0

∫
Rn
ρv2

t dxdt:
Using inequality (II.31) with the derivatives, we obtain:

∫ T

0

∫
Rn
ρv2

t dxdt ≤ CE(U ′(0)) + C
∫ T

0

∫
Rn
ρu2

tdxdt ≤ C(E(0) + E(U ′(0))). (II.33)

Combining the last inequalities and (II.25), we obtain

∫ T

0
E(t)dt ≤ C(E(U(0)) + E(U ′(0))) (II.34)

Using then the following result of Alabau [6], we prove the polynomial energy decay of the
solution of the system (II.1):
If E is a non-increasing function which verifies (II.34) for all U ∈ D(A), then the full energy
of the solution U of system (II.1) decays polynomially, i.e.

∀t > 0, E(U(t)) ≤ C

t
(E(U(0) + E(U ′(0))).

Moreover if the initial data are more regular, i.e. U0 = (u0, v0, u1, v1) ∈ D(An), for a certain
positive integer n then the following inequality holds:

∀t > 0, E(U(t)) ≤ C

tn

p=n∑
p=0

(E(Up(0)).

This completes the proof of Theorem 3.1
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Chapter III

Decay rate of solutions to the Cauchy problem
for a coupled system of a viscoelastic wave

equations in Rn

1 Introduction and statement

Let us consider the following problem


(
|u′1|l−2u′1

)′
+ αu2 = φ(x)∆x

(
u1 +

∫ t

0
g1(s)u1(t− s, x)ds

)
, x ∈ Rn × R+(

|u′2|l−2u′2
)′

+ αu1 = φ(x)∆x

(
u2 +

∫ t

0
g2(s)u2(t− s, x)ds

)
, x ∈ Rn × R+

(u1(0, x), u2(0, x)) = (u0
1(x), u0

2(x)) ∈ (D1,2(Rn))2,

(u′1(0, x), u′2(0, x)) = (u1
1(x), u1

2(x)) ∈ (Llρ(Rn))2,

(III.1)

where the space D1,2(Rn) defined in (III.11) and l, n ≥ 2, φ(x) > 0,∀x ∈ Rn, (φ(x))−1 =
ρ(x) defined in (H2 ).

In this chapter we are going to consider the solutions in spaces weighted by the density
function ρ(x) in order to compensate for the lack of Poincare’s inequality which is useful in
the proof.

In this framework, (see [38], [43]), it is well known that, for any initial data (u0
1, u

0
2) ∈

(D1,2(Rn))2, (u1
1, u

1
2) ∈ (Llρ(Rn))2, then problem (III.1) has a global solution (u1, u2) ∈

(C([0, T ),D1,2(Rn)))2, (u′1, u′2) ∈ (C([0, T ), Llρ(Rn))2 for T small enough, under hypothesis
(H1 -H2 ).
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The energy of (u1, u2) at time t is defined by

E(t) = (l − 1)
l

2∑
i=1
‖u′i‖lLlρ(Rn) + 1

2

2∑
i=1

(1−
∫ t

0
gi(s)ds)‖∇xui‖2

2 + 1
2

2∑
i=1

(gi ◦ ∇xui)

+α
∫
Rn
ρu1u2dx. (III.2)

For α small enough we deduce that:

E(t) ≥ 1
2(1− |α|‖ρ‖−1

Ls )
[

2(l − 1)
l

2∑
i=1
‖u′i‖lLlρ +

2∑
i=1

(
1−

∫ t

0
gi(s)ds

)
‖∇xui‖2

2 +
2∑
i=1

(gi ◦ ∇xui)
]
,

and the following energy functional law holds, which means that, our energy is uniformly
bounded and decreasing along the trajectories.

E ′(t) = 1
2

2∑
i=1

(g′i ◦ ∇xui)(t)−
1
2

2∑
i=1

gi(t)‖∇xui(t)‖2
2, ∀t ≥ 0. (III.3)

The following notation will be used throughout this chapter

(Φs ◦Ψ)(t) =
∫ t

0
Φs(t− τ) ‖Ψ(t)−Ψ(τ)‖2

2 dτ. (III.4)

For the literature, in Rn we quote essentially the results of [1], [38], [41], [39], [43], [57].
In [41], authors showed for one equation that, for compactly supported initial data and for
an exponentially decaying relaxation function, the decay of the energy of solution of a linear
Cauchy problem (III.1) with l = 2, ρ(x) = 1 is polynomial. The finite-speed propagation
is used to compensate for the lack of Poincare’s inequality. In the case l = 2, in [38],
author looked into a linear Cauchy viscoelastic equation with density. His study included
the exponential and polynomial rates, where he used the spaces weighted by density to
compensate for the lack of Poincare’s inequality. The same problem treated in [38], was
considered in [39], where they consider a Cauchy problem for a viscoelastic wave equation.
Under suitable conditions on the initial data and the relaxation function, they prove a
polynomial decay result of solutions. Conditions used, on the relaxation function g and its
derivative g′ are different from the usual ones.

The problem (III.1) for the case l = 2, ρ(x) = 1, in a bounded domain Ω ⊂ Rn, (n ≥ 1)
with a smooth boundary ∂Ω and g is a positive nonincreasing function was considered
as equation in [57], where they established an explicit and general decay rate result for
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relaxation functions satisfying:

g′(t) ≤ −H(g(t)), t ≥ 0, H(0) = 0, (III.5)

for a positive function H ∈ C1(R+) and H is linear or strictly increasing and strictly convex
C2 function on (0, r], 1 > r. Which improve the conditions considered recently by Alabau-
Boussouira and Cannarsa [1] on the relaxation functions

g′(t) ≤ −χ(g(t)), χ(0) = χ′(0) = 0, (III.6)

where χ is a non-negative function, strictly increasing and strictly convex on (0, k0], k0 > 0.
They required that

∫ k0

0

dx

χ(x) = +∞,
∫ k0

0

xdx

χ(x) < 1, lim inf
s→0+

χ(s)/s
χ′(s) >

1
2 , (III.7)

and proved a decay result for the energy of equation (III.1) with α = 0, l = 2, ρ(x) = 1 in a
bounded domain. In addition to these assumptions, if

lim sup
s→0+

χ(s)/s
χ′(s) < 1, (III.8)

then, in this case, an explicit rate of decay is given.

We omit the space variable x of u(x, t), u′(x, t) and for simplicity reason denote u(x, t) = u

and u′(x, t) = u′, when no confusion arises. We denote by |∇xu|2 =
n∑
i=1

(
∂u

∂xi

)2

,∆xu =
n∑
i=1

∂2u

∂x2
i

. The constants c used throughout this paper are positive generic constants which

may be different in various occurrences also the functions considered are all real valued, here
u′ = du(t)/dt and u′′ = d2u(t)/dt2.

The main purpose of this work is to allow a wider class of relaxation functions and
improve earlier results in the literature. The basic mechanism behind the decay rates is the
relation between the damping and the energy.

First we recall and make use the following assumptions on the functions ρ and g for
i = 1, 2 as:

H1 : To guarantee the hyperbolicity of the system, we assume that the function gi :
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R+ −→ R+(for i = 1, 2) is of class C1 satisfying:

1−
∫ ∞

0
gi(t)dt ≥ ki > 0, gi(0) = gi0 > 0, (III.9)

and there exist nonincreasing continuous functions ξ1,ξ2: R+ −→ R+ satisfying

g′i(t) ≤ −ξigi(t). (III.10)

H2 : The function ρ : Rn → R∗+, ρ(x) ∈ C0,γ(Rn) with γ ∈ (0, 1) and ρ ∈ Ls(Rn) ∩
L∞(Rn), where s = 2n

2n−qn+2q .

Definition 1.1 ([38], [73]) We define the function spaces of our problem and its norm as
follows:

D1,2(Rn) =
{
f ∈ L2n/(n−2)(Rn) : ∇xf ∈ L2(Rn)

}
, (III.11)

and the spaces L2
ρ(Rn) to be the closure of C∞0 (Rn) functions with respect to the inner product

(f, h)L2
ρ(Rn) =

∫
Rn
ρfhdx.

For 1 < p <∞, if f is a measurable function on Rn, we define

‖f‖Lqρ(Rn) =
(∫

Rn
ρ|f |qdx

)1/q
. (III.12)

Corrolary 1.2 The separable Hilbert space L2
ρ(Rn) with

(f, f)L2
ρ(Rn) = ‖f‖2

L2
ρ(Rn).

consist of all f for which ‖f‖Lqρ(Rn) <∞, 1 < q < +∞.

The following technical lemma will play an important role in the sequel.

Lemma 1.3 [22] For any two functions g, v ∈ C1(R) and θ ∈ [0, 1] we have

∫
Rn
v′(t)

t∫
0

g(t− s)v(s)dsdx = −1
2
d

dt
(g ◦ v)(t) + 1

2
d

dt

 t∫
0

g(s)ds
 ‖v(t)‖2

2

+1
2(g′ ◦ v)(t)− 1

2g(t)‖v(t)‖2
2. (III.13)
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and
∫
Rn

(∫ t

0
g(t− s)|v(s)− v(t)|ds

)2
dx ≤

(∫ t

0
g2(1−θ)(s)ds

)
(g2θ ◦ v). (III.14)

Lemma 1.4 [42] Let ρ satisfies (H2), then for any u ∈ D1,2(Rn)

‖u‖Lqρ(Rn) ≤ ‖ρ‖Ls(Rn)‖∇xu‖L2(Rn), with s = 2n
2n− qn+ 2q , 2 ≤ q ≤ 2n

n− 2 .

Proof of lemma 1.4 The Lemma is consequence of Hölder’s inequality. In fact,

∫
Rn
ρuqdx ≤

(∫
Rn
ρsdx

) 1
s
(∫

Rn
|u|pbdx

) 1
b

,

≤
(∫

Rn
ρsdx

) 1
s
(∫

Rn
|∇u|2dx

) p
2
,

(III.15)

where s = 2n
(2n− pn+ 2p) and b = 2n

(n− 2)p .

Corrolary 1.5 If q = 2, then Lemma 1.4. yields

‖u‖L2
ρ(Rn) ≤ ‖ρ‖Ln/2(Rn)‖∇xu‖L2(Rn),

where we can assume ‖ρ‖Ln/2(Rn) = C0 > 0 to get

‖u‖L2
ρ(Rn) ≤ C0‖∇xu‖L2(Rn). (III.16)

Lemma 1.6 Let ρ satisfy condition (H2). If 1 ≤ q < p < p∗ = 2n
n−2 , then there exists

C0 > 0 such that the weighted inequality

‖u‖Lpρ ≤ C0‖u‖1−θ
Lqρ
‖u‖θD1,2(Rn), (III.17)

is valid for all (0, 1) which satisfy the relation 1
p

= 1−θ
q

+ θ
p∗
.

Proof of lemma 1.6 We get relation (III.17) by using the weighted interpolation inequality

‖u‖Lpρ ≤ C0‖u‖1−θ
Lpρ
‖u‖θ

Lp
∗
ρ
. (III.18)

(see [75]) and inequality (II.33). Here C0 = kθ.
Using Cauchy-Schwarz and Poincare’s inequalities, the proof of the following Lemma is

immediate.
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Lemma 1.7 There exist constants c, c′ > 0 such that

∫
Rn

(∫ t

0
gi(t− s)(ui(t)− ui(s))ds

)2
dx ≤ c(gi ◦ ui)(t) ≤ c′(g′i ◦ ∇ui)(t), (III.19)

for any u ∈ D1,2(Rn).

We are now ready to state and prove our main results.

2 Exponential decay

For the purpose of constructing a Lyapunov functional L equivalent to E, we introduce the
next functionals

ψ1(t) =
2∑
i=1

∫
Rn
ρ(x)ui|u′i|l−2u′idx, (III.20)

ψ2(t) = −
2∑
i=1

∫
Rn
ρ(x)|u′i|l−2u′i

∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx, (III.21)

Lemma 2.1 Under the assumptions (H1-H2), the functional ψ1 satisfies, along the solution
of (III.1), for any δ ∈ (0, 1)

ψ′1(t) ≤
2∑
i=1
‖u′i‖lLlρ(Rn) − (k + |α|C0 − δ − 1)

2∑
i=1
‖∇xui‖2

2 + (1− k)
4δ

2∑
i=1

(gi ◦ ∇xui), (III.22)

Proof of lemma 2.1 From (III.20), integrate by parts over Rn, we have

ψ′1(t) =
∫
Rn
ρ(x)u′l1dx+

∫
Rn
ρ(x)u1

(
|u′1|l−2u′1

)′
dx

+
∫
Rn
ρ(x)u′l2dx+

∫
Rn
ρ(x)u2

(
|u′2|l−2u′2

)′
dx,

=
∫
Rn

(
ρ(x)u′l1 + u1∆xu1 − αρ(x)u1u2 − u1

∫ t

0
g1(t− s)∆xu1(s, x)ds

)
dx

+
∫
Rn

(
ρ(x)u′l2 + u2∆xu2 − αρ(x)u1u2 − u2

∫ t

0
g2(t− s)∆xu2(s, x)ds

)
dx,

≤
2∑
i=1
‖u′i‖lLlρ(Rn) −

2∑
i=1

ki‖∇xui‖2
2 − 2α

∫
Rn
ρ(x)u1u2dx

+
2∑
i=1

∫
Rn
∇xui

∫ t

0
gi(t− s)(∇xui(s)−∇xui(t))dsdx.
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Using Young’s, Poincare’s inequalities, Lemma 1.3 and Lemma 1.4, we obtain

ψ′1(t) ≤
2∑
i=1
‖u′i‖lLlρ(Rn) −

2∑
i=1

ki‖∇xui‖2
2 + (1− |α|‖ρ‖−1

Ls(Rn))
2∑
i=1
‖∇xui‖2

2

+ δ
2∑
i=1
‖∇xui‖2

2 + 1
4δ

2∑
i=1

∫
Rn

(∫ t

0
gi(t− s)|∇xui(s)−∇xui(t)|ds

)2
dx,

≤
2∑
i=1
‖u′i‖lLlρ(Rn) − (k + |α|C0 − δ − 1)

2∑
i=1
‖∇xui‖2

2 + (1− k)
4δ

2∑
i=1

(gi ◦ ∇xui).

For α small enough and k = max{k1, k2}.

Lemma 2.2 Under the assumptions (H1-H2), the functional ψ2 satisfies, along the solution
of (III.1), for any δ ∈ (0, 1)

ψ′2(t) ≤
2∑
i=1

(
δ −

∫ t

0
gi(s)ds

)
‖u′i‖lLlρ(Rn)

+ δ
2∑
i=1
‖∇xui‖2

2 + c

δ

2∑
i=1

(gi ◦ ∇xui)− cδC0

2∑
i=1

(g′i ◦ ∇xui)l/2. (III.23)

Proof of lemma 2.2 Exploiting Eq. in (III.1), to get

ψ′2(t) = −
2∑
i=1

∫
Rn
ρ(x)

(
|u′i|l−2u′i

)′ ∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx (III.24)

−
2∑
i=1

∫
Rn
ρ(x)|u′i|l−2u′i

∫ t

0
g′i(t− s)(ui(t)− ui(s))dsdx−

2∑
i=1

∫ t

0
gi(s)ds‖u′i‖lLlρ .

To simplify the first term in (III.24), we multiply (III.1) by
∫ t

0
gi(t− s)(ui(t)− ui(s))ds and

integrate by parts over Rn. So we obtain

−
2∑
i=1

∫
Rn
ρ(x)

(
|u′i|l−2u′i

)′ ∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx

=
2∑
i=1

∫
Rn

∆ui(x)
∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx

−
2∑
i=1

∫
Rn

(∫ t

0
gi(t− s)(ui(t)− ui(s))

∫ t

0
gi(t− s)∆ui(s)

)
dx (III.25)

− α
∫
Rn

[
ρu2

∫ t

0
g1(t− s)(u1(t)− u1(s))ds+ ρu1

∫ t

0
g2(t− s)(u2(t)− u2(s))ds

]
dx.
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The first term in the right side of (III.25) is estimated as follows
∫
Rn

∆ui(x)
∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx

≤ −
∫
Rn
∇xui

∫ t

0
gi(t− s)(∇xui(t)−∇xui(s))dsdx,

≤
∫
Rn
∇xui

∫ t

0
gi(t− s)(∇xui(s)−∇xui(t))dsdx,

≤ δ‖∇xui‖2 + 1
4δ

(∫ t

0
gi(s)

)
(gi ◦ ∇ui)(t),

≤ δ‖∇xui‖2 + 1− k
4δ (gi ◦ ∇ui)(t).

while the second term becomes,

−
∫
Rn

(∫ t

0
gi(t− s)(ui(t)− ui(s))

∫ t

0
gi(t− s)∆ui(s)

)
dx

=
∫
Rn

(∫ t

0
gi(t− s)(∇ui(t)−∇ui(s)) ·

∫ t

0
gi(t− s)∇ui(s)

)
dx,

≤ δ
∫
Rn

(∫ t

0
gi(t− s)|∇ui(s)−∇ui(t)) +∇ui(t)|

)2

+ 1
4δ

∫
Rn

(∫ t

0
gi(t− s)(∇ui(t)−∇ui(s))

)2
,

≤ 2δ(1− k)2‖∇ui‖2
2 +

(
2δ + 1

4δ

)
(1− k)(gi ◦ ∇ui)(t).

Now, using Young’s and Poincare’s inequalities we estimate

− α
∫
Rn
ρu2

∫ t

0
g1(t− s)(u1(t)− u1(s))dsdx

≤ −|α|δ‖u2‖2
L2
ρ
− |α|C0

4δ (1− k)(g1 ◦ ∇u1)(t),

≤ −|α|δC0‖∇u2‖2
L2 −

|α|C0

4δ (1− k)(g1 ◦ ∇u1)(t).
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By Hölder’s and Young’s inequalities and Lemma 1.4 we estimate

−
∫
Rn
ρ(x)|u′i|l−2u′i

∫ t

0
g′i(t− s)(ui(t)− ui(s))dsdx

≤
(∫

Rn
ρ(x)|u′i|ldx

)(l−1)/l
×
(∫

Rn
ρ(x)|

∫ t

0
−g′i(t− s)(ui(t)− ui(s))ds|l

)1/l
,

≤ δ‖u′‖lLlρ(Rn) + 1
4δ‖ρ‖

l
Ls(Rn)‖

∫ t

0
−g′(t− s)(u(t)− u(s))ds‖lLlρ(Rn),

≤ δ‖u′‖lLlρ(Rn) −
1
4δC0(g′ ◦ ∇xu)l/2(t).

Using Young’s and Poincare’s inequalities and Lemma 1.3, we obtain

ψ′2(t) ≤
2∑
i=1

(
δ −

∫ t

0
gi(s)ds

)
‖u′i‖lLlρ(Rn)

+ δ
2∑
i=1
‖∇xui‖2

2 + c

δ

2∑
i=1

(gi ◦ ∇xui)− cδC0

2∑
i=1

(g′i ◦ ∇xui)l/2.

Our main result reads as follows

Theorem 2.3 Let (u0
1, u

1
1), (u0

2, u
1
2) ∈ (D1,2(Rn) × Llρ(Rn)) and suppose that (H1 − H2)

hold. Then there exist positive constants α1, ω such that the energy of solution given by
(III.1) satisfies,

E(t) ≤ α1E(t0) exp
(
−ω

∫ t

t0
ξ(s)ds

)
,∀t ≥ t0 (III.26)

where ξ(t) = min{ξ1(t), ξ2(t)}, ∀t ≥ 0.

In order to prove this theorem, let us define

L(t) = N1E(t) + ψ1(t) +N2ψ2(t), (III.27)

for N1, N2 > 1, We need the next Lemma, which means that there is equivalent between the
Lyapunov and energy functions

Lemma 2.4 For N1, N2 > 1, we have

β1L(t) ≤ E(t) ≤ L(t)β2, (III.28)

holds for two positive constants β1 and β2.
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Proof of lemma 2.4 By applying Young´s inequality to (III.20) and using (III.21) and
(III.27), we obtain

|L(t)−N1E(t)| ≤ |ψ1(t)|+N2|ψ2(t)|,

≤
2∑
i=1

∫
Rn

∣∣∣ρ(x)ui|u′i|l−2u′i
∣∣∣ dx

+ N2

2∑
i=1

∫
Rn

∣∣∣∣ρ(x)|u′i|l−2u′i

∫ t

0
gi(t− s)(ui(t)− ui(s))ds

∣∣∣∣ dx.
Thanks to Hölder and Young’s inequalities with exponents l

l−1 , l, since
2n
n+2 ≥ l ≥ 2, we have

by using Lemma 1.4

∫
Rn

∣∣∣ρ(x)ui|u′i|l−2u′i
∣∣∣ dx ≤ (∫

Rn
ρ(x)|ui|ldx

)1/l (∫
Rn
ρ(x)|u′i|ldx

)(l−1)/l
,

≤ 1
l

(∫
Rn
ρ(x)|ui|ldx

)
+ l − 1

l

(∫
Rn
ρ(x)|u′i|ldx

)
,

≤ c‖u′i‖lLlρ(Rn) + c‖ρ‖lLs(Rn)‖∇xui‖l2. (III.29)

and
∫
Rn

∣∣∣∣(ρ(x)
l−1
l |u′i|l−2u′i

)(
ρ(x) 1

l

∫ t

0
gi(t− s)(ui(t)− ui(s))ds

)∣∣∣∣ dx
≤
(∫

Rn
ρ(x)|u′i|ldx

)(l−1)/l
×
(∫

Rn
ρ(x)|

∫ t

0
gi(t− s)(ui(t)− ui(s))ds|l

)1/l
,

≤ l − 1
l
‖u′i‖lLlρ(Rn) + 1

l
‖
∫ t

0
gi(t− s)(ui(t)− ui(s))ds‖lLlρ(Rn),

≤ l − 1
l
‖u′i‖lLlρ(Rn) + 1

l
‖ρ‖lLs(Rn)(gi ◦ ∇xui)l/2(t).

then, since l ≥ 2, we have

|L(t)−N1E(t)| ≤ c
2∑
i=1

(
‖u′i‖lLlρ(Rn) + ‖∇xui‖l2 + gi ◦ ∇xui)l/2(t)

)
,

≤ c(E(t) + El/2(t)),

≤ c(E(t) + E(t) · E(l/2)−1(t)),

≤ c(E(t) + E(t) · E(l/2)−1(0)),

≤ cE(t).

Consequently, (III.28) follows.
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Proof of Theorem2.3 From (III.3), results of Lemmas 2.1 and 2.2, we have

L′(t) = N1E
′(t) + ψ′1(t) +N2ψ

′
2(t),

≤
(1

2N1 − cδC0N2

) 2∑
i=1

(g′i ◦ ∇xui)l/2 +
(

4ξ2c+ (1− l)
4δ

) 2∑
i=1

(gi ◦ ∇xui)

− M1

2∑
i=1
‖u′i‖lLlρ(Rn) −M2

2∑
i=1
‖∇xui‖2

2.

At this point, we choose ξ2 large enough so that

M1 :=
(
N2

(∫ t1

0
g(s)ds− δ

)
− 1

)
> 0,

We choose δ so small that N1 > 2cδ‖ρ‖lLs(Rn)N2. Whence δ is fixed, we can choose ξ1, ξ2

large enough so that

M2 :=
(
−N2σ + 1

2N1g(t1) + (l − σ)
)
> 0,

and (1
2N1 − cδC0N2

)
> 0.

which yields

L′(t) ≤ M0

2∑
i=1

(gi ◦ ∇xui)−mE(t), ∀t ≥ t1. (III.30)

Multiplying (III.30) by ξ(t) gives

ξ(t)L′(t) ≤ −mξ(t)E(t) +M0ξ(t)
2∑
i=1

(gi ◦ ∇xui). (III.31)
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The last term can be estimated, using (H1), as follows

M0ξ(t)
2∑
i=1

(gi ◦ ∇xui) ≤ M0

2∑
i=1

ξi(t)
∫
Rn

∫ t

0
gi(t− s)|ui(t)− ui(s)|2,

≤ M0

2∑
i=1

∫
Rn

∫ t

0
ξi(t− s)gi(t− s)|ui(t)− ui(s)|2,

≤ −M0

2∑
i=1

∫
Rn

∫ t

0
g′i(t− s)|ui(t)− ui(s)|2,

≤ −M0

2∑
i=1

g′i ◦ ∇ui ≤ −M0E
′(t). (III.32)

Thus, (III.30) becomes

ξ(t)L′(t) +M0E
′(t) ≤ −mξ(t)E(t), ∀t ≥ t0. (III.33)

Using the fact that ξ is a nonincreasing continuous function as ξ1 and ξ2 are nonincreasing,
and so ξ is differentiable, with ξ′(t) ≤ 0 for a.e t, then

(ξ(t)L(t) +M0E(t))′ ≤ ξ(t)L′(t) +M0E
′(t) ≤ −mξ(t)E(t), ∀t ≥ t0. (III.34)

Since, using (III.28)

F = ξL+M0E ∼ E, (III.35)

we obtain, for some positive constant ω

F ′(t) ≤ −ωξ(t)F (t), ∀t ≥ t0. (III.36)

Integration over (t0, t) leads to, for some constant ω > 0 such that

F (t) ≤ α1F (t0) exp
(
−ω

∫ t

t0
ξ(s)ds

)
, ∀t ≥ t0. (III.37)

Recalling (III.35), estimate (III.37) yields the desired result (III.26). This completes the
proof of Theorem 2.3.
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Chapter IV

Existence and stability to the Cauchy problem
for a coupled system of a nonlinear weak

viscoelastic wave equations in Rn

1 Introduction and statement

Let us consider the following problem


(
|u′1|l−2u′1

)′
+ f1(u1, u2) = φ(x)∆x

(
u1 − α1(t)

∫ t

0
g1(t− s)u1(s, x)ds

)
, in Rn × R+,(

|u′2|l−2u′2
)′

+ f2(u1, u2) = φ(x)∆x

(
u2 − α2(t)

∫ t

0
g2(t− s)u2(s, x)ds

)
, in Rn × R+,

(u1(0, x), u2(0, x)) = (u0
1(x), u0

2(x)) ∈ (D1,2(Rn))2,

(u′1(0, x), u′2(0, x)) = (u1
1(x), u2

2(x)) ∈ (Llρ(Rn))2,

(IV.1)
where the space D1,2(Rn) defined in (IV.11) and l ≥ 2, φ(x) > 0,∀x ∈ Rn, (φ(x))−1 =

ρ(x) defined in (H2 ).
In this chapter we consider the solutions in spaces weighted by the density function ρ(x)

in order to compensate for the lack of Poincare’s inequality.
The energy of (u1, u2) at time t is defined by

E(t) = (l − 1)
l

2∑
i=1
‖u′i‖lLlρ(Rn) + 1

2

2∑
i=1

(
1− αi(t)

∫ t

0
gi(s)ds

)
‖∇xui‖2

2

+1
2

2∑
i=1

αi(t)(gi ◦ ∇xui) +
∫
Rn
ρ(x)F (u1, u2)dx. (IV.2)

and the following energy functional law holds, which means that, our energy is uniformly
bounded and decreasing along the trajectories.
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E ′(t) = 1
2

2∑
i=1

αi(t)(g′i ◦ ∇xui)(t)−
1
2

2∑
i=1

αi(t)gi(t)‖∇xui(t)‖2
2 (IV.3)

+ 1
2

2∑
i=1

α′i(t)(gi ◦ ∇xui)(t)−
1
2

2∑
i=1

α′i(t)
∫ t

0
gi(s)ds‖∇xui(t)‖2

2, ∀t ≥ 0.

≤ 1
2

2∑
i=1

αi(t)(g′i ◦ ∇xui)(t)−
1
2

2∑
i=1

α′i(t)
∫ t

0
gi(s)ds‖∇xui(t)‖2

2, ∀t ≥ 0.

The following notation will be used throughout this chapter

(gs ◦Ψ)(t) =
∫ t

0
gs(t− τ) ‖Ψ(t)−Ψ(τ)‖2

2 dτ, (IV.4)

for any ψ ∈ L∞(0, T ;L2(Rn)).

For the literature, in Rn we quote essentially the results of [1], [38], [41], [39], [43],
[57]. In [41], authors showed for one equation that, for compactly supported initial data
and for an exponentially decaying relaxation function, the decay of the energy of solution
of a linear Cauchy problem (IV.1) with l = 2, αi = ρ(x) = 1 is polynomial. The finite-
speed propagation is used to compensate for the lack of Poincare’s inequality. In the case
l = 2, αi = 1, in [38], author looked into a linear Cauchy viscoelastic equation with density.
His study included the exponential and polynomial rates, where he used the spaces weighted
by density to compensate for the lack of Poincare’s inequality. The same problem treated in
[38], was considered in [39], where they consider a Cauchy problem for a viscoelastic wave
equation. Under suitable conditions on the initial data and the relaxation function, they
prove a polynomial decay result of solutions. Conditions used, on the relaxation function g
and its derivative g′ are different from the usual ones.

The problem of stabilization of weakly coupled systems has also been studied by several
authors. Under certain conditions imposed on the subset where the damping term is effective,
Kapitonov [44] proves uniform stabilization of the solutions of a pair of hyperbolic systems
coupled in velocities. Alabau and al. [4] studied the indirect internal stabilization of weakly
coupled systems where the damping is effective in the whole domain. They prove that the
behavior of the first equation is sufficient to stabilize the total system and to have polynomial
decay for sufficiently smooth solutions. Alabau [6] proves indirect boundary stabilization
(polynomial decay) of weakly coupled equations. She establishes a polynomial decay lemma
for non-increasing and nonnegative function which satisfies an integral inequality.
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IV.1 Introduction and statement

The main purpose of this work is to prove an existence and uniqueness theorem for global
weak solutions in Sobolev spaces using Faedo-Galerkin method and to allow a wider class
of relaxation functions and improve earlier results in the literature. The basic mechanism
behind the decay rates is the relation between the damping and the energy.

First we recall and make use the following assumptions on the functions ρ and g for
i = 1, 2 as:

H1 : To guarantee the hyperbolicity of the system, we assume that the function gi :
R+ −→ R+(for i = 1, 2) is of class C1 satisfying:

1− αi(t)
∫ t

0
gi(t)dt ≥ ki > 0,

∫ ∞
0

gi(t)dt < +∞, αi(t) > 0, (IV.5)

lim
t→+∞

−α′(t)
α(t)ξ(t) = 0, (IV.6)

and there exist nonincreasing continuous functions ξ1,ξ2: R+ −→ R+ satisfying

g′i(t) ≤ −ξi(t)gi(t),∀t ≥ 0. (IV.7)

H2 : The function ρ : Rn → R∗+, ρ(x) ∈ C0,γ(Rn) with γ ∈ (0, 1) and ρ ∈ Ls(Rn) ∩
L∞(Rn), where s = 2n

2n−qn+2q .
H3 : The function fi : R2 → R (for i=1,2) is of class C1 and there exists a function F

such that

f1(x, y) = ∂F

∂x
, f2(x, y) = ∂F

∂y
,

F ≥ 0, xf1(x, y) + yf2(x, y)− F (x, y) ≥ 0.

and ∣∣∣∣∣∂fi∂x
(x, y)

∣∣∣∣∣+
∣∣∣∣∣∂fi∂y

(x, y)
∣∣∣∣∣ ≤ d(1 + |x|βi1−1 + |y|βi2−1), ∀(x, y) ∈ R2, (IV.8)

for some constant d > 0 and 1 ≤ βij ≤ n
n−2 for i, j = 1, 2.

H4 : There exists a positive constant k such that

|fi(x, y)| ≤ k(|x|+ |y|+ |x|βi1 + |y|βi2), (IV.9)

and

|fi(x, y)− fi(r, s)| ≤ k(1 + |x|βi1−1 + |y|βi2−1 + |r|βi1−1 + |s|βi2−1)(|x− r|+ |y − s|), (IV.10)
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for all (x, y), (r, s) ∈ R2 and i = 1, 2.

Definition 1.1 [73] We define the function spaces related with our problem and its norm as
follows:

D1,2(Rn) =
{
f ∈ L2n/(n−2)(Rn) : ∇xf ∈ (L2(Rn))n

}
, (IV.11)

and the separable Hilbert space L2
ρ(Rn) to be the closure of C∞0 (Rn) functions with respect to

the inner product
(f, h)L2

ρ(Rn) =
∫
Rn
ρfhdx. (IV.12)

For 1 < p <∞, if f is a measurable function on Rn, we define

‖f‖Lqρ(Rn) =
(∫

Rn
ρ|f |qdx

)1/q
. (IV.13)

The next Lemma can be shown (see [42], Lemma 2.1).

Lemma 1.2 Let ρ satisfies (H2), then for any u ∈ D1,2(Rn)

‖u‖Lqρ(Rn) ≤ ‖ρ‖Ls(Rn)‖∇xu‖L2(Rn), with s = 2n
2n− qn+ 2q , 2 ≤ q ≤ 2n

n− 2 .

Corrolary 1.3 If q = 2, then Lemma 1.2. yields

‖u‖L2
ρ(Rn) ≤ ‖ρ‖Ln/2(Rn)‖∇xu‖L2(Rn), (IV.14)

where we can assume ‖ρ‖Ls(Rn) = c > 0 to get

‖u‖L2
ρ(Rn) ≤ c‖∇xu‖L2(Rn). (IV.15)

Using Cauchy-Schwarz inequality, the proof of the following Lemma is immediate.

Lemma 1.4 There exist constants C > 0 such that
∫
Rn

(∫ t

0
gi(t− s)(u(t)− u(s))ds

)2
dx ≤ C

(∫ t

0
gi(s)ds

)
(gi ◦ u)(t), i = 1, 2 (IV.16)

for any u ∈ D1,2(Rn).

So we are able to construct the necessary evolution triple for the space setting of our
problem, which is

D1,2(Rn) ⊂ Llρ(Rn) ⊂ D−1,2(Rn) (IV.17)
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IV.1 Introduction and statement

where all the embedding are compact and dense.
The following technical Lemma will play an important role in the sequel.

Lemma 1.5 For any v ∈ C1 (0, T,H1(Rn)) we have
∫
Rn
α(t)

∫ t

0
g(t− s)∆v(s)v′(t)dsdx

= 1
2
d

dt
α(t) (g ◦ ∇v) (t)− 1

2
d

dt

[
α(t)

∫ t

0
g(s)

∫
Rn
|∇v(t)|2 dxds

]
− 1

2α(t) (g′ ◦ ∇v) (t) + 1
2α(t)g(t)

∫
Rn
|∇v(t)|2 dxds

− 1
2α
′(t) (g ◦ ∇v) (t) + 1

2α
′(t)

∫ t

0
g(s)ds

∫
Rn
|∇v(t)|2 dxds.

Proof of lemma 1.5 It’s not hard to see
∫
Rn
α(t)

∫ t

0
g(t− s)∆v(s)v′(t)dsdx

= −α(t)
∫ t

0
g(t− s)

∫
Rn
∇v′(t)∇v(s)dxds

= −α(t)
∫ t

0
g(t− s)

∫
Rn
∇v′(t) [∇v(s)−∇v(t)] dxds

−α(t)
∫ t

0
g(t− s)

∫
Rn
∇v′(t)∇v(t)dxds.

Consequently,
∫
Rn
α(t)

∫ t

0
g(t− s)∆v(s)v′(t)dsdx

= 1
2α(t)

∫ t

0
g(t− s) d

dt

∫
Rn
|∇v(s)−∇v(t)|2 dxds,

−α(t)
∫ t

0
g(s)

(
d

dt

1
2

∫
Rn
|∇v(t)|2 dx

)
ds.
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which implies,
∫
Rn
α(t)

∫ t

0
g(t− s)∆v(s)v′(t)dsdx

= 1
2
d

dt

[
α(t)

∫ t

0
g(t− s)

∫
Rn
|∇v(s)−∇v(t)|2 dxds

]
−1

2
d

dt

[
α(t)

∫ t

0
g(s)

∫
Rn
|∇v(t)|2 dxds

]
−1

2α(t)
∫ t

0
g′(t− s)

∫
Rn
|∇v(s)−∇v(t)|2 dxds

+1
2α(t)g(t)

∫
Rn
|∇v(t)|2 dxds.

−1
2α
′(t)

∫ t

0
g(t− s)

∫
Rn
|∇v(s)−∇v(t)|2 dxds

+1
2α
′(t)

∫ s

0
g(s)ds

∫
Rn
|∇v(t)|2 dxds.

This completes the proof.

Definition 1.6 A weak solution of (IV.1) is a function ui(x; t) such that

• ui ∈ L2[0, T ;D1,2(Rn)], u′i ∈ L2[0, T ;Llρ(Rn)],

• For all v ∈ C∞0 ([0, T ]× Rn), u satisfies the generalized formula

∫ T

0
(
(
|u′i|l−2u′i

)′
, v)Llρ +

∫ T

0

∫
Rn
ρfi(u1(s), u2(s))v(s)ds (IV.18)

+
∫ T

0

∫
Rn
∇ui(s)∇v(s)dxds−

∫ T

0

(
αi(t)

∫ s

0
g(s− τ)∇ui(τ)dτ,∇v(s)

)
ds = 0.

• u satisfies the initial conditions
ui(x, 0) = u0

i (x) ∈ D1,2(Rn), u′i(x, 0) = u1
i (x) ∈ Llρ(Rn).

We are now ready to state and prove our main results

2 Well-posedness result

This section is devoted to prove the existence and uniqueness of solutions to system (IV.1)

Theorem 2.1 Let (u0
1, u

1
1), (u0

2, u
1
2) ∈ D1,2(Rn)×Llρ(Rn) be given. Assume that (H1−H4)

are satisfied, then problem (IV.1) has a unique strong solution

u1, u2 ∈ L∞
(
R+;D1,2(Rn)

)⋂
W 1,∞

(
R+;D1,2(Rn)

)⋂
W 2,∞

(
R+;Llρ(Rn)

)
.
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IV.2 Well-posedness result

Proof of theorem 2.1 The existence is proved using the Galerkin method. In order to
do so, we take {wi}∞i=1 be the eigenfunctions of the Laplacian operator subject to Dirichlet
boundary conditions. Then {wi}∞i=1 is orthogonal basis of D1,2(Rn) which is orthonormal in
Llρ(Rn). Let Vm = span{w1, w2, · · · , wm} and the projection of the initial data on the finite
dimensional subspace Vm is given by

u0,m
1 =

m∑
i=0

ajwj, u0,m
2 =

m∑
i=0

bjwj, u1,m
1 =

m∑
i=0

cjwj, u1,m
2 =

m∑
i=0

djwj.

We search the approximate solutions

um1 (x, t) :=
m∑
i=0

hmj (t)wj(x), um2 (x, t) :=
m∑
i=0

kmj (t)wj(x),

of the approximate problem in Vm

∫
Rn

(
ρ(x)

(
|um′1 |l−2um

′
1

)′
w −∇xum1 ∇w + α1(t)

∫ t

0
g1(t− s)∆um1 (s, x)wds+ ρ(x)f1(um1 , um2 )w

)
dx = 0,∫

Rn

(
ρ(x)

(
|um′2 |l−2um

′
2

)′
w −∇xum2 ∇w − α2(t)

∫ t

0
g2(t− s)∆um2 (s, x)wds+ ρ(x)f2(um1 , um2 )w

)
dx = 0,

um1 (0) = u0,m
1 , (um1 )′(0) = u1,m

1 , um2 (0) = u0,m
2 , (um2 )′(0) = u1,m

2 .

(IV.19)
This system leads to a system of ODEs for unknown functions hmj (t), kmj (t). Based on standard
existence theory for ODE, one can conclude the existence of a solution (um1 , um2 ) of (IV.19) on a
maximal time interval [0, tm), for each m ∈ N. The a priori estimate that follows implies that in
fact tm = +∞.
• (A priori estimate 1): In (IV.19), let w = (um1 )′ in the first equation and w = (um2 )′ in the
second equation, add the resulting equations, and integrate by parts to obtain

Em
′
(t) = 1

2

2∑
i=1

αi(t)(g′i ◦ ∇xumi )(t)− 1
2

2∑
i=1

αi(t)gi(t)‖∇xumi (t)‖22 (IV.20)

+ 1
2

2∑
i=1

α′i(t)(gi ◦ ∇xumi )(t)− 1
2

2∑
i=1

α′i(t)
∫ t

0
gi(s)ds‖∇xumi (t)‖22,

This means, using (H1), that, for some positive constant C independent of t and m,

Em(t) ≤ Em(0) ≤ C. (IV.21)
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• (A priori estimate 2): In (IV.19), let w = −∆um
′

1 in the first equation and w = −∆um
′

2 in the
second equation, add the resulting equations, integrate by parts, and use (H1) to obtain

d

dt

2∑
i=1

(
l − 1
l
‖∇xum

′
i ‖lLlρ + 1

2

(
1− αi(t)

∫ t

0
gi(s)ds

)
‖∆umi ‖22 + 1

2αi(t)gi ◦∆umi
)

=
2∑
i=1

(1
2αi(t)(g

′
i ◦∆umi )− 1

2αi(t)gi(t)‖∆u
m
i ‖22 + 1

2α
′
i(t)(gi ◦∆umi )

)

− 1
2

2∑
i=1

α′i(t)
∫ t

0
gi‖∆umi ‖22 +

2∑
i=1

∫
Rn
ρ(x)fi(um1 , um2 )∆um′i dx,

≤
2∑
i=1

∫
Rn
ρ(x)fi(um1 , um2 )∆um′i dx. (IV.22)

Then, integrating over (0, t) yields

2∑
i=1

(
l − 1
l
‖∇xum

′
i ‖lLlρ + 1

2

(
1− αi(t)

∫ t

0
gi(s)ds

)
‖∆umi ‖22 + 1

2αi(t)gi ◦∆umi
)

≤
2∑
i=1

(
‖∇xu1,m

i ‖
l
Llρ

+ ‖∆u0,m
i ‖

2
2 +

∫
Rn
ρ(x)fi(um1 , um2 )∆umi dx

)

−
2∑
i=1

(∫
Rn
ρ(x)

(
fi(u0,m

1 , u0,m
2 )∆u0,m

i

)
+
∫ t

0

∫
Rn
ρ(x) ∂fi

∂ui
um
′

i ∆umi dxds
)

−
∫ t

0

∫
Rn
ρ(x)

(
∂f1
∂u2

um
′

2 ∆um1 + ∂f2
∂u1

um
′

1 ∆um2
)
dxds. (IV.23)

To estimate the terms on the right hand side of (IV.23), we use (IV.9), Young’s inequality, and
(IV.15) and take (IV.21) into account to get∫

Rn
ρ(x)fi(um1 , um2 )∆umi ≤ k

∫
Rn
ρ(x)

(
|um1 |+ |um2 |+ |um1 |βi1 + |um2 |βi2

)
∆umi dx,

≤ δ‖∆umi ‖2L2
ρ

+ c

δ

∫
Rn
ρ(x)

(
|um1 |2 + |um2 |2 + |um1 |2βi1 + |um2 |2βi2

)
dx,

≤ δ‖∆umi ‖2L2
ρ

+ c

δ

(
‖um1 ‖2L2

ρ
+ ‖um2 ‖2L2

ρ
+ ‖um1 ‖

2βi1
L2
ρ

+ ‖um2 ‖
2βi2
L2
ρ

)
,

≤ δ‖∆umi ‖2L2
ρ

+ c

δ
. (IV.24)

Now, we estimate I := −
∫
Rn
ρ(x) ∂fi

∂u1
um
′

i ∆umi as follows. First, we observe that β1j−1
2β1j

+ 1
2β1j

+ 1
2 = 1

and use (H2) and the generalized Hölder’s inequality to infer

|I| ≤ d

∫
Rn
ρ(x)

(
1 + |um1 |β11−1 + |um2 |β12−1

)
um
′

i ∆umi dx,

≤ d

(
‖um′i ‖L2

ρ
+ ‖um′i ‖L2β11

ρ
‖um1 ‖

β11−1
L

2β11
ρ

+ ‖um′i ‖L2β12
ρ
‖um2 ‖

β12−1
L

2β12
ρ

)
‖∆umi ‖L2

ρ
.
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Then, by (IV.15), (IV.21) and Young’s inequality, we arrive at

|I| ≤ c
(
1 + ‖∇um1 ‖

β11−1
2 + ‖∇um2 ‖

β12−1
2

)
‖∇um′i ‖L2

ρ
‖∆umi ‖L2

ρ
,

≤ c
(
‖∇um′i ‖L2

ρ
· ‖∆umi ‖L2

ρ

)
≤ c‖∇um′i ‖2L2

ρ
+ c‖∆umi ‖2L2

ρ
. (IV.25)

Since the other terms in (IV.23) can be similarly treated and the norms of the initial data are
uniformly bounded, we combine (IV.23)-(IV.25), use (H1), and take δ small enough to end up with

2∑
i=1

(
‖∇xum

′
i ‖lLlρ + ‖∆umi ‖22

)
≤ c+ c

2∑
i=1

∫ t

0

(
‖∇xum

′
i ‖lLlρ + ‖∆umi ‖22

)
ds. (IV.26)

Using Gronwall’s inequality, this implies that

2∑
i=1

(
‖∇xum

′
i ‖lLlρ + ‖∆umi ‖22

)
≤ C, ∀t ∈ [0, T ] and m ∈ N. (IV.27)

• (A priori estimate 3): In (IV.19), let w = um
′′

1 in the first equation and w = um
′′

2 in the second
equation. Then, by exploiting the previous estimates and using similar arguments, we find

2∑
i=1
‖um′′i ‖lLlρ ≤ C, ∀t ∈ [0, T ] and m ∈ N. (IV.28)

From (IV.21), (IV.27), and (IV.28), we conclude that

umi are uniformly bounded in L∞(0, T ;D1,2(Rn)),

um
′

i are uniformly bounded in L∞(0, T ;D1,2(Rn)),

um
′′

i are uniformly bounded in L∞(0, T ;Llρ(Rn)),

which implies that there exist subsequences of {umi }, which we still denote in the same way, such
that

umi
∗−→ ui in L∞(0, T ;D1,2(Rn)), (IV.29)

um
′

i
∗−→ u′i in L∞(0, T ;D1,2(Rn)), (IV.30)

um
′′

i
∗−→ u′′i in L∞(0, T ;Llρ(Rn)), (IV.31)

In the sequel, we will deal with the nonlinear term. By Aubin’s Lemma, we find, up to a subse-
quence, that

umi → ui strongly in L2(0, T ;Llρ(Rn)), (IV.32)
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Then,

umi → ui almost everywhere in (0, T )× Rn. (IV.33)

and therefore, from (H4),

fi(um1 , um2 )→ fi(u1, u2) almost every where in (0, T )× Rn, for i = 1, 2. (IV.34)

Also, as umi are bounded in L∞(0, T ;Llρ(Rn)), then the use of (IV.9) and (IV.15) gives that
fi(um1 , um2 ) is bounded in L∞(0, T ;Llρ(Rn)). From this (IV.34), we can deduce that

fi(um1 , um2 ) ⇀ fi(u1, u2) in L2(0, T ;Llρ(Rn)), for i = 1, 2.

Combining the results obtained above, we can pass to the limit and conclude that (u1, u2) is a
strong solution of system (IV.1)
• For uniqueness, let us assume that (u11, u21), (u12, u22) are two strong solutions of (IV.1). Then,
(z1, z2) = (u11 − u12, u21 − u22) satisfies, for all w ∈ D1,2(Rn)
∫
Rn

(
ρ(x)

(
|z′1|l−2z′1

)′
w −∇xz1∇w + α1(t)

∫ t

0
g1(t− s)z1(s, x)wds+ ρ(x)f1(z1, z2)w

)
dx = 0,∫

Rn

(
ρ(x)

(
|z′2|l−2z′2

)′
w −∇xz2∇w − α2(t)

∫ t

0
g2(t− s)z2(s, x)wds+ ρ(x)f2(z1, z2)w

)
dx = 0,
(IV.35)

Substituting w = z′1 in the first equation and w = z′2 in the second equation, adding the resulting
equations, integrating by parts, and using (H1) yield

d

dt

2∑
i=1

(
l − 1
l
‖z′i‖lLlρ + 1

2

(
1− αi(t)

∫ t

0
gi(s)ds

)
‖∇zi‖22 + 1

2(gi ◦ ∇zi)
)

≤
∫
Rn

(
[f1(u21, u22) + f1(u11, u12)] z′1 + [f2(u21, u22) + f2(u11, u12)] z′2

)
dx. (IV.36)

Making use of (IV.10) and following similar arguments that used to obtain (IV.25), we find∫
Rn

(
[f1(u21, u22) + f1(u11, u12)] z′1 + [f2(u21, u22) + f2(u11, u12)] z′2

)
dx

≤ k

∫
Rn

(
1 + |u11|β11−1 + |u12|β11−1 + |u21|β12−1+|u22|β12−1) (|z1|+ |z2|)z′1dx

+ k

∫
Rn

(
1 + |u11|β21−1 + |u12|β21−1 + |u21|β22−1+|u22|β22−1) (|z1|+ |z2|)z′2dx,

≤ c
2∑
i=1

(
‖z′i‖lLlρ + ‖∇zi‖22

)
. (IV.37)
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Combining (IV.36) and (IV.37), integrating over (0, t), and using Gronwall’s Lemma, then we
deduce that

2∑
i=1

(
‖z′i‖lLlρ + ‖zi‖22

)
= 0, (IV.38)

which means that (u11, u21) = (u12, u22). This completes the proof.

3 Decay rate
For the purpose of constructing a Lyapunov functional L equivalent to E, we introduce the next
functionals

ψ1(t) =
2∑
i=1

∫
Rn
ρ(x)ui|u′i|l−2u′idx, (IV.39)

ψ2(t) = −
2∑
i=1

∫
Rn
ρ(x)|u′i|l−2u′i

∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx, (IV.40)

Lemma 3.1 Under the assumptions (H1- H4), the functional ψ1 satisfies, along the solution of
(IV.1), for some δ ∈ (0, 1)

ψ′1(t) ≤
2∑
i=1
‖u′i‖lLlρ(Rn) −

2∑
i=1

(ki − δ)‖∇xui‖22 +
2∑
i=1

(1− ki)
4δ αi(t)(gi ◦ ∇xui)−

∫
Rn
ρ(x)F (u1, u2)dx.

Proof of lemma 3.1 From (IV.39), integrate by parts over Rn, we have

ψ′1(t) =
∫
Rn
ρ(x)u′l1dx+

∫
Rn
ρ(x)u1

(
|u′1|l−2u′1

)′
dx

+
∫
Rn
ρ(x)u′l2dx+

∫
Rn
ρ(x)u2

(
|u′2|l−2u′2

)′
dx,

=
∫
Rn

(
ρ(x)u′l1 + u1∆xu1 − u1α1(t)

∫ t

0
g1(t− s)∆xu1(s, x)ds

)
dx

+
∫
Rn

(
ρ(x)u′l2 + u2∆xu2 − u2α2(t)

∫ t

0
g2(t− s)∆xu2(s, x)ds

)
dx

−
∫
Rn
ρ(x) [u1f1(u1, u2) + u2f(u1, u2)] ,

≤
2∑
i=1
‖u′i‖lLlρ(Rn) −

2∑
i=1

ki‖∇xui‖22 −
∫
Rn
ρ(x)F (u1, u2)dx

+
2∑
i=1

∫
Rn
∇xuiαi(t)

∫ t

0
gi(t− s)(∇xui(s)−∇xui(t))dsdx.
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Using Young’s inequality, (H1 ), we obtain

ψ′1(t) ≤
2∑
i=1
‖u′i‖lLlρ(Rn) −

2∑
i=1

ki‖∇xui‖22 −
∫
Rn
ρ(x)F (u1, u2)dx

+ δ
2∑
i=1
‖∇xui‖22 +

2∑
i=1

α2
i (t)
4δ

∫
Rn

(∫ t

0
gi(t− s)|∇xui(s)−∇xui(t)|ds

)2
dx,

≤
2∑
i=1
‖u′i‖lLlρ(Rn) −

2∑
i=1

(ki − δ)‖∇xui‖22 +
2∑
i=1

(1− ki)
4δ αi(t)(gi ◦ ∇xui)−

∫
Rn
ρ(x)F (u1, u2)dx.

Lemma 3.2 Under the assumptions (H1-H4), the functional ψ2 satisfies, along the solution of
(IV.1), for some δ ∈ (0, 1)

ψ′2(t) ≤
2∑
i=1

(
δ −

∫ t

0
gi(s)ds

)
‖u′i‖lLlρ(Rn)

+ 2δ
2∑
i=1

(1
2 + (1− ki)2 + c

)
‖∇xui‖22 −

1
4δ c

2∑
i=1

(g′i ◦ ∇xui)l/2

+
2∑
i=1

(
c

4δ + 2(δα2(t) + 1
4δ )(

∫ t

0
gi(s)ds)

)
(gi ◦ ∇xui).

Proof of lemma 3.2 Exploiting Eqs. in (IV.1), to get

ψ′2(t) = −
2∑
i=1

∫
Rn
ρ(x)

(
|u′i|l−2u′i

)′ ∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx (IV.41)

−
2∑
i=1

∫
Rn
ρ(x)|u′i|l−2u′i

∫ t

0
g′i(t− s)(ui(t)− ui(s))dsdx−

2∑
i=1

∫ t

0
gi(s)ds‖u′i‖lLlρ .

To simplify the first term in (IV.41), we multiply the first Eq. in (IV.1) by
∫ t

0
g1(t − s)(u1(t) −

u1(s))ds and the second by
∫ t

0
g2(t− s)(u2(t)− u2(s))ds, integrate by parts over Rn. So we obtain

−
2∑
i=1

∫
Rn
ρ(x)

(
|u′i|l−2u′i

)′ ∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx

= −
2∑
i=1

∫
Rn

∆ui(x)
∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx

+
2∑
i=1

∫
Rn

(∫ t

0
gi(t− s)(ui(t)− ui(s))dsαi(t)

∫ t

0
gi(t− s)∆ui(s)ds

)
dx

+
2∑
i=1

∫
Rn
ρ(x)fi(u1, u2)

∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx. (IV.42)
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The first term in the right side of (IV.42) is estimated for i = 1, 2 as follows

−
∫
Rn

∆xui(x)
∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx

=
∫
Rn
∇xui

∫ t

0
gi(t− s)(∇xui(t)−∇xui(s))dsdx,

≤ δ‖∇xui‖2 + 1
4δ

(∫ t

0
gi(s)ds

)
(gi ◦ ∇xui)(t). (IV.43)

while the second term becomes,∫
Rn

(∫ t

0
gi(t− s)(ui(t)− ui(s))dsαi(t)

∫ t

0
gi(t− s)∆ui(s)ds

)
dx

= −
∫
Rn

(∫ t

0
gi(t− s)(∇ui(t)−∇ui(s))dsαi(t)

∫ t

0
gi(t− s)∇ui(s)ds

)
dx,

≤ δα2(t)
∫
Rn

(∫ t

0
gi(t− s)(|∇ui(t)−∇ui(s)|+ |∇ui(t)|)ds

)2

+ 1
4δ

∫
Rn

(∫ t

0
gi(t− s)(∇ui(t)−∇ui(s))ds

)2
,

≤ 2δ(1− ki)2‖∇ui‖22 +
(

2δα2
i (t) + 1

4δ

)(∫ t

0
gi(s)ds

)
(gi ◦ ∇ui)(t). (IV.44)

Now, to estimate the nonlinear terms, we use Young’s inequality, (H4) and Lemma 1.2 to get

∫
Rn
ρ(x)fi(u1, u2)

∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx

≤ δc

∫
Rn
ρ(x)

(
|u1|2 + |u2|2 + |u1|2βi1 + |u2|2βi2

)
dx

+ c

4δ

∫
Rn
ρ(x)

(∫ t

0
gi(t− s)(ui(t)− ui(s))ds

)2
dx,

≤ δc
(
‖u1‖2L2

ρ(Rn) + ‖u2‖2L2
ρ(Rn) + ‖u1‖2βi1L2

ρ(Rn) + ‖u2‖2βi2L2
ρ(Rn)

)
+ c

4δ

∫ t

0
gi(t− s)‖ui(t)− ui(s)‖2L2

ρ(Rn)ds,

≤ ‖ρ‖Ln/2(Rn)δc
(
‖∇u1‖22 + ‖∇u2‖22 + ‖∇u1‖2βi12 + ‖∇u2‖2βi22

)
+ ‖ρ‖Ln/2(Rn)

c

4δ (gi ◦ ∇xui).

Since
1
2

2∑
i=1
‖∇ui‖22 ≤ E(t) ≤ E(0),
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and βij ≥ 1, i, j = 1, 2, we have

∫
Rn
ρ(x)fi(u1, u2)

∫ t

0
gi(t− s)(ui(t)− ui(s))dsdx

≤ ‖ρ‖Ln/2(Rn)δc
(
‖∇xu1‖22 + ‖∇xu2‖22 + ‖∇xu1‖2(βi1−1)

2 ‖∇xu1‖22 + ‖∇xu2‖2(βi2−1)
2 ‖∇xu2‖22

)
+ ‖ρ‖Ln/2(Rn)

c

4δ (gi ◦ ∇xui),

≤ ‖ρ‖Ln/2(Rn)δc
(
‖∇xu1‖22 + ‖∇xu2‖22 + (2E(0))2(βi1−1)‖∇xu1‖22 + (2E(0))2(βi2−1)‖∇xu2‖22

)
+ ‖ρ‖Ln/2(Rn)

c

4δ (gi ◦ ∇xui),

≤ cδ
(
‖∇xu1‖22 + ‖∇xu2‖22

)
+ c

4δ (gi ◦ ∇xui), (IV.45)

where ‖ρ‖Ln/2(Rn) = c. By Hölder’s and Young’s inequalities and Lemma 1.2 we estimate

−
∫
Rn
ρ(x)|u′i|l−2u′i

∫ t

0
g′i(t− s)(ui(t)− ui(s))dsdx

≤
(∫

Rn
ρ(x)|u′i|ldx

)(l−1)/l
×
(∫

Rn
ρ(x)|

∫ t

0
−g′i(t− s)(ui(t)− ui(s))ds|l

)1/l
,

≤ δ‖u′i‖lLlρ(Rn) + 1
4δ‖ρ‖

l
Ls(Rn)‖

∫ t

0
−g′i(t− s)(ui(t)− ui(s))ds‖lLlρ(Rn)

≤ δ‖u′i‖lLlρ(Rn) −
c

4δ (g′i ◦ ∇xui)l/2(t). (IV.46)

From (IV.41)-(IV.46), we obtain

ψ′2(t) ≤
2∑
i=1

(
δ −

∫ t

0
gi(s)ds

)
‖u′i‖lLlρ(Rn)

+ δ
2∑
i=1

(
1 + 2(1− ki)2 + c

)
‖∇xui‖22 −

c

4δ

2∑
i=1

(g′i ◦ ∇xui)l/2

+
2∑
i=1

(
c

4δ + 2(δα2(t) + 1
4δ )(

∫ t

0
gi(s)ds)

)
(gi ◦ ∇xui).

Our next main result reads as follows

Theorem 3.3 Let (u0
1, u

1
1), (u0

2, u
1
2) ∈ D1,2(Rn)×Llρ(Rn) and suppose that (H1−H4) hold. Then

there exist positive constants W,ω such that the energy of solution given by (IV.1) satisfies,

E(t) ≤W exp
(
−ω

∫ t

0
α(s)ξ(s)ds

)
,∀t ≥ 0 (IV.47)

where ξ(t) = min{ξ1(t), ξ2(t)}, α(t) = min{α1(t), α2(t)}, ∀t ≥ 0.

52



IV.3 Decay rate

In order to prove this theorem, let us define

L(t) = N1E(t) + εα(t)ψ1(t) + α(t)ψ2(t), (IV.48)

for N1, ε > 0. We need the next Lemma, which means that there is equivalent between the
Lyapunov and energy functions

Lemma 3.4 For N1, ε > 0, we have

β1L(t) ≤ E(t) ≤ β2L(t), (IV.49)

holds for two positive constants β1 and β2.

Proof of lemma 3.4 By applying Young’s inequality to (IV.39) and using (IV.40) and (IV.48),
we obtain

|L(t)−N1E(t)| ≤ |εα(t)ψ1(t)|+ |α(t)ψ2(t)|,

≤ εα(t)
2∑
i=1

∫
Rn

∣∣∣ρ(x)ui|u′i|l−2u′i

∣∣∣ dx
+ α(t)

2∑
i=1

∫
Rn

∣∣∣∣ρ(x)|u′i|l−2u′i

∫ t

0
gi(t− s)(ui(t)− ui(s))ds

∣∣∣∣ dx.
Thanks to Hölder and Young’s inequalities with exponents l

l−1 , l, since
2n
n+2 ≥ l ≥ 2, we have by

using Lemma 1.2

∫
Rn

∣∣∣ρ(x)ui|u′i|l−2u′i

∣∣∣ dx ≤
(∫

Rn
ρ(x)|ui|ldx

)1/l (∫
Rn
ρ(x)|u′i|ldx

)(l−1)/l
,

≤ 1
l

(∫
Rn
ρ(x)|ui|ldx

)
+ l − 1

l

(∫
Rn
ρ(x)|u′i|ldx

)
,

≤ c‖u′i‖lLlρ(Rn) + c‖ρ‖lLs(Rn)‖∇xui‖
l
2. (IV.50)

and ∫
Rn

∣∣∣∣(ρ(x)
l−1
l |u′i|l−2u′i

)(
ρ(x)

1
l

∫ t

0
gi(t− s)(ui(t)− ui(s))ds

)∣∣∣∣ dx
≤
(∫

Rn
ρ(x)|u′i|ldx

)(l−1)/l
×
(∫

Rn
ρ(x)|

∫ t

0
gi(t− s)(ui(t)− ui(s))ds|l

)1/l
,

≤ l − 1
l
‖u′i‖lLlρ(Rn) + 1

l
‖
∫ t

0
gi(t− s)(ui(t)− ui(s))ds‖lLlρ(Rn),

≤ l − 1
l
‖u′i‖lLlρ(Rn) + 1

l
‖ρ‖lLs(Rn)(gi ◦ ∇xui)

l/2(t). (IV.51)
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then, since l ≥ 2, we have

|L(t)−N1E(t)| ≤ c
2∑
i=1

(
‖u′i‖lLlρ(Rn) + αi(t)‖∇xui‖l2 + αi(t)(gi ◦ ∇xui)l/2(t)

)
,

≤ c(E(t) + El/2(t)),

≤ c(E(t) + E(t) · E(l/2)−1(t)),

≤ c(E(t) + E(t) · E(l/2)−1(0)),

≤ cE(t).

Consequently, (IV.49) follows.
Proof of Theorem3.3 From (IV.20), results of Lemma 3.1 and Lemma 3.2, we have

L′(t) = N1E
′(t) + εα′(t)ψ1(t) + εα(t)ψ′1(t) + α′(t)ψ2(t) + α(t)ψ′2(t)

≤
2∑
i=1

(
αi(t)

1
2N1 − αi(t)

c

4δ

)
(g′i ◦ ∇xui)l/2

+
2∑
i=1

[(
c

4δ + 2(δα2
i (t) + 1

4δ )(
∫ t

0
gi(s)ds)

)
+ ε

(1− ki)
4δ αi(t)

]
α(t)(gi ◦ ∇xui)

−
2∑
i=1

M1‖u′i‖lLlρ(Rn) −
2∑
i=1

M2‖∇xui‖22 −
∫
Rn
ρ(x)F (u1, u2)dx

+ εα′(t)ψ1(t) + α′(t)ψ2(t),

where
M1 :=

(∫ t

0
gi(s)ds− δ − ε

)
α(t),

and
M2 :=

(
−2δ(1

2 + (1− ki)2 + c)α(t) + ε(ki − δ)α(t) + 1
2N1(

∫ t

0
g(s)ds)α′(t)

)
,

Since gi, i = 1, 2 are positive, we have∫ t

0
gi(s)ds ≥

∫ t0

0
gi(s)ds = gi0 > 0,∀t ≥ t0.
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Then for α(t) = min{α1(t), α2(t)}, we have

L′(t) ≤
2∑
i=1

(
N1
2 −

c

4δ

)
α(t)(g′i ◦ ∇xui)l/2

+
2∑
i=1

[(
c

4δ + 2(δα2(t) + 1
4δ )(

∫ t

0
gi(s)ds)

)
+ ε(1− ki)

4δ α(t)
]
α(t)(gi ◦ ∇xui)

−
2∑
i=1

(gi0 − δ − ε)α(t)‖u′i‖lLlρ(Rn) −
∫
Rn
ρ(x)F (u1, u2)dx

−
2∑
i=1

(
−2δ(1

2 + (1− ki)2 + c) + ε(ki − δ) + gi0N1
2

α′(t)
α(t)

)
α(t)‖∇xui‖22

+ εα′(t)ψ1(t) + α′(t)ψ2(t). (IV.52)

By using (IV.50) and (IV.51), we get

εα′(t)ψ1(t) + α′(t)ψ2(t)

≤
2∑
i=1

εα′(t)c‖∇xui‖l2 +
2∑
i=1

εcα′(t)‖u′i‖lLlρ(Rn) +
2∑
i=1

cα′(t)(gi ◦ ∇xui)l/2.

Hence, (IV.52) becomes

L′(t) ≤
2∑
i=1

(
N1
2 −

c

4δ

)
α(t)(g′i ◦ ∇xui)l/2

+
2∑
i=1

[(
c

4δ + 2(δα2(0) + 1
4δ )(

∫ t

0
gi(s)ds)

)
+ ε(1− ki)

4δ α(0) + c
α′(t)
α(t)

]
α(t)(gi ◦ ∇xui)

−
2∑
i=1

(
gi0 − δ − ε− εc

α′(t)
α(t)

)
α(t)‖u′i‖lLlρ(Rn) −

∫
Rn
ρ(x)F (u1, u2)dx

−
2∑
i=1

(
−2δ(1

2 + (1− ki)2 + c) + ε(ki − δ) + (gi0N1
2 − εc)α

′(t)
α(t)

)
α(t)‖∇xui‖22.

At this point, for g0 = min
{∫ t0

0
g1(s)ds,

∫ t0

0
g2(s)ds

}
, k = min{k1, k2}, t0 > 0, we choose ε small

enough and δ so small such that g0 − δ − ε > 0 and ε(k − δ) > 2δ(1
2 + (1− k)2 + c). hence ε, δ are

fixed, we can choose N1 large enough so that(
N1
2 −

c

4δ

)
> 0.
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which yields by assumption on αi in (H1)

L′(t) ≤ M0α(t)
2∑
i=1

(gi ◦ ∇xui)−mα(t)E(t), ∀t ≥ t0,m,M0 > 0. (IV.53)

Multiplying (IV.53) by ξ(t) = min{ξ1(t), ξ2(t)} gives

ξ(t)L′(t) ≤ −mα(t)ξ(t)E(t) +M0α(t)ξ(t)
2∑
i=1

(gi ◦ ∇xui). (IV.54)

As in [56], the last term can be estimated, using (H1) and (IV.20) as follows

α(t)ξ(t)
2∑
i=1

(gi ◦ ∇xui) ≤ α(t)
2∑
i=1

ξi(t)
∫
Rn

∫ t

0
gi(t− s)|∇xui(t)−∇xui(s)|2dsdx,

≤ α(t)
2∑
i=1

∫
Rn

∫ t

0
ξi(t− s)gi(t− s)|∇xui(t)−∇xui(s)|2dsdx,

≤ −α(t)
2∑
i=1

∫
Rn

∫ t

0
g′i(t− s)|∇xui(t)−∇xui(s)|2dsdx,

≤ −α(t)
2∑
i=1

(g′i ◦ ∇xui),

≤ −2E′(t)−
2∑
i=1

α′(t)
(∫ t

0
gi(s)ds

)
‖∇xui‖22. (IV.55)

Thus, (IV.53) becomes

ξ(t)L′(t) + 2M0E
′(t) ≤ −mα(t)ξ(t)E(t)−M0

2∑
i=1

α′(t)
(∫ t

0
gi(s)ds

)
‖∇xui‖22. (IV.56)

Using the fact that ξ′(t) ≤ 0 for a.e t, then

(ξ(t)L(t) + 2M0E(t))′ ≤ ξ(t)L′(t) + 2M0E
′(t),

≤ −mα(t)ξ(t)E(t)

− M0

2∑
i=1

α′(t)
(∫ t

0
gi(s)ds

)
‖∇xui‖22,

≤ −α(t)ξ(t)
(
m+ 2M0α

′(t)
kα(t)ξ(t)

2∑
i=1

(∫ t

0
gi(s)ds

))
E(t).

Using again (H1), to get

F = ξ(t)L+ 2M0E ∼ E, (IV.57)
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IV.3 Decay rate

we obtain, for some positive constant w

F ′(t) ≤ −wα(t)ξ(t)F (t), ∀t ≥ t0. (IV.58)

Integration over (to, t), for some constant w > 0 leads to

F (t) ≤W exp
(
−ω

∫ t

0
α(t)ξ(s)ds

)
, ∀t ≥ t0 (IV.59)

The equivalence of F and E completes the proof of Theorem 3.3.
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Chapter IV. Existence and stability to the Cauchy problem for a coupled
system of a nonlinear weak viscoelastic wave equations in Rn
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Chapter V

Polynomial decay of solutions to the cauchy
problem for a Petrowsky-Petrowsky system in

Rn

1 Introduction
The viscoelastic materials show a behavior which is something between that of elastic solids and
Newtonian fluids. Indeed, the stresses in these media depend on the entire history of their defor-
mation, not only on their current state of deformation or their current state of motion. This is the
reason why they are called materials with memory. The viscoelastic equations with fading memory
in a bounded space has been deeply studied by several authors.

1.1 Challenge and statement
In this section, derived from [9], we consider the following Petrowsky-Petrowsky system

utt + φ(x)
(

∆2u−
∫ t

−∞
µ(t− s)∆2u(s)ds

)
+ αv = 0, in Rn × R+,

vtt + φ(x)∆2v + αu = 0, in Rn × R+,

(u0, v0) ∈ D2,2(Rn), (u1, v1) ∈ L2
ρ(Rn).

(V.1)

where the spaces D2,2(Rn), L2
ρ(Rn) defined in (2.1) and φ(x) > 0,∀x ∈ Rn, α 6= 0, (φ(x))−1 = ρ(x),

where the function ρ : Rn → R∗+, ρ(x) ∈ C0,γ(Rn) with γ ∈ (0, 1) and ρ ∈ Ln/4(Rn) ∩ L∞(Rn).
Following Dafermos [23], adding a new variable η to the system which corresponds to the relative

displacement history. Let us define the auxiliary variable

η = ηt(x, s) = u(x, t)− u(x, t− s), (x, s) ∈ Rn × R+, t ≥ 0. (V.2)
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Petrowsky-Petrowsky system in Rn

By differentiation we have

ηtt(x, s) = −ηts(x, s) + ut(x, t), (x, s) ∈ Rn × R+, t ≥ 0, (V.3)

and we can take as initial condition (t = 0)

η0(x, s) = u0(x, 0)− u0(x,−s), (x, s) ∈ Rn × R+. (V.4)

Thus, the original memory term can be rewritten as∫ t

−∞
µ(t− s)∆2u(s)ds =

∫ ∞
0

µ(s)∆2u(t− s)ds

=
(∫ ∞

0
µ(s)ds

)
∆2u−

∫ ∞
0

µ(s)∆2ηt(s)ds,

The problem (V.1) is transformed into the system

utt + µ0φ(x)∆2u+

∫ ∞
0

µ(s)φ(x)∆2η(s)ds+ αv = 0, in Rn × R+.

vtt + φ(x)∆2v + αu = 0, in Rn × R+.

ηt + ηs − ut = 0, in Rn × R+.

(V.5)

and initial conditions

u(x, 0) = u0(x), ut(x, 0) = u1(x), η0(x, s) = η0(x, s), (V.6)

where
η0(x, s) = u0(x, 0)− u0(x,−s) (x, s) ∈ Rn × R+.

The energy of (u, v) at times t is given by

E(t) := 1
2

(
‖ut‖2L2

ρ
+ ‖vt‖2L2

ρ
+ µ0‖∆u‖2L2 + ‖∆v‖2L2 + ‖∆ηt‖2L2

ρ
+ 2α

∫
Rn
ρuvdx

)
(V.7)

For α small enough we deduce that:

E(t) ≥ 1
2(1− |α|γ)

(
‖ut‖2L2

ρ
+ ‖vt‖2L2

ρ
+ µ0‖∆u‖2L2 + ‖∆v‖2L2 + ‖∆ηt‖2L2

ρ

)
.

1.2 related results
The systems of nonlinear wave equations go back to Reed [74] who proposed a system in three
space dimensions, where this type of system was completely analyzed. Existence and uniqueness of
global weak solutions, asymptotic behavior for an analogous hyperbolic-parabolic system of related
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V.2 Assumptions

problems have attracted a great deal of attention in the last decades, and many results have been
appeared.
The problem of stabilization of weakly coupled systems has also been studied by several authors.
Under certain conditions imposed on the subset where the damping term is effective, Kapitonov [45]
showed uniform stabilization of the solutions of a pair of hyperbolic systems coupled in velocities.
In [4], the authors developed an approach to prove that, for α ∈ R+ with α small enough, utt −∆u+ αv + ut = 0 in Ω× R+,

vtt −∆v + αu = 0 in Ω× R+,
(V.8)

is not exponentially stable and the asymptotic behavior of solutions is at least of polynomial type
1
tm

with decay rate m depending on the smoothness of initial data. Alabau [6] proved indirect
boundary stabilization (polynomial decay) of weakly coupled equations. The author established
a polynomial decay lemma for non-increasing and nonnegative function which satisfies an integral
inequality.

Recently, Almeida, R.G.C. and Santos, M.L. [9] considered a damping mechanisms of a memory
type with past history acting only in one equation. More precisely, the authors looked to the
following problem  utt −∆u−

∫ ∞
0

µ(s)∆u(t− s)ds+ αv = 0,

vtt −∆v + αu = 0,
(V.9)

in Ω×R+, they showed that the solution of system (V.9) decays polynomially to zero as time goes
to infinity. This result was later generalized by M.M. Cavalcanti et al. [21] and A. Guesmia [29].
In these papers, the authors showed that the energy of the system is bounded above by a quantity
depending on the growth of the convolution kernel at infinity and the regularity of the initial data.

The purpose of this chapter is to extend the above results for any space dimension of Petrowsky-
Petrowsky system unbounded domain.

2 Assumptions
First we recall and make use the following assumptions on the functions µ and ρ as:

H1 : We assume that the function µ : R+ −→ R+ is of class C1 satisfying:

1−
∫ ∞

0
µ(t)dt = µ0 > 0, ∀t ∈ R+, (V.10)

and that there exists a constants k1 > 0 such that

µ′(t) + k1µ(t) ≤ 0 ∀t ∈ R+, (V.11)
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Definition 2.1 [76] We define the function spaces of our problem and its norm as follows:

D2,2(Rn) =
{
f ∈ L2n/(n−4)(Rn) : ∆xf ∈ L2(Rn)

}
(V.12)

and the spaces L2
ρ(Rn) to be the closure of C∞0 (Rn) functions with respect to the inner product

(f, h)L2
ρ(Rn) =

∫
Rn
ρfhdx.

For 1 < q <∞, if f is a measurable function on Rn, we define

‖f‖Lqρ(Rn) =
(∫

Rn
ρ|f |qdx

)1/q
. (V.13)

and that D2,2(Rn) can be embedded continuously in L2n/(n−4)(Rn),i.e there exists k > 0 such that

‖u‖L2n/(n−4) ≤ k‖u‖D2,2 . (V.14)

We shall frequently use the following version of the generalized Poincare’s inequality∫
Rn
|∆u|2dx ≥ γ

∫
Rn
ρu2dx (V.15)

for all u ∈ C∞0 and ρ ∈ L
n
4 , where γ =: k−2‖ρ‖−1

n
4

(see[76]). The separable Hilbert space L2
ρ(Rn)

with
(f, f)L2

ρ(Rn) = ‖f‖2L2
ρ(Rn).

consist of all f for which ‖f‖Lqρ(Rn) <∞, 1 < q < +∞.
In order to consider the relative displacement η as a new variable, we introduce the weighted

L2-spaces
L2
µ(R+;H2(Rn)) =

{
ξ : R+ → H2(Rn)|

∫ ∞
0

µ(s)‖ξ(s)‖2H2ds <∞
}
,

where L2
µ(R+;H2(Rn)) is the Hilbert space of H2(Rn)-valued functions on R+ endowed with the

inner product
(ξ, ξ)µ =

∫ ∞
0

µ(s)(ξ(s), ξ(s))V ds, ‖ξ‖2µ =
∫ ∞

0
µ(s)‖ξ‖2ds.

It is clear that L2
ρ(Rn) is a separable Hilbert space. Moreover, we have the following compact

embedding.

Lemma 2.2 Let ρ ∈ Ln/4(Rn) ∩ L∞(Rn).Then the embedding D2,2 ⊂ L2
ρ is compact.

We give the definition of the weak solution for this problem.

Definition 2.3 A weak solution of the problem (V.1) is a function (u, v, η) such that

62



V.3 Main results

(i) u, v ∈ L2[0, T ;D2,2(Rn)], ut, vt ∈ L2[0, T ;L2
ρ(Rn)], utt, vtt ∈ L2[0, T ;D−2,2(Rn)],

(ii) for all ϕ, φ ∈ C∞0 ([0, T ]× Rn), (u, v, η) satisfies the generalized formula

∫ T

0
(utt(τ), ϕ(τ))L2

ρ
dτ + α

∫ T

0
(v(τ), ϕ(τ))L2

ρ
dτ +

∫ T

0
(ut(τ), ϕ(τ))L2

ρ
dτ

+(1− µ0)
∫ T

0

∫
Rn

∆u(τ)∆ϕ(τ)dxdτ +
∫ T

0

∫
Rn

∫ +∞

0
µ(s)∆ητ (s)∆ϕ(τ)dsdxdτ = 0,

(V.16)
and∫ T

0
(vtt(τ), φ(τ))L2

ρ
dτ + α

∫ T

0
(u(τ), φ(τ))L2

ρ
dτ +

∫ T

0

∫
Rn

∆v(τ)∆φ(τ)dxdτ = 0, (V.17)

(iii) (u, v, η) satisfies the initial conditions

(u0(x), v0(x)) ∈ (D2,2(Rn))2, (u1(x), v1(x)) ∈ (L2
ρ(Rn))2, ηt0 ∈ L2

ρ(R+, H1(Rn)).

Lemma 2.4 For any u ∈ D2,2(Rn)

‖u‖L2
ρ(Rn) ≤ ‖ρ‖Ln/4(Rn)‖∆xu‖L2(Rn). (V.18)

3 Main results
We denote by A the unbounded operator in the energy space:
H=H1(Rn)×H1(Rn)× L2(Rn)× L2(Rn) defined by:
D(A)=(H2(Rn) ∩H1(Rn))2 × (H1(Rn))2 and

AU=
(
ũ, (1− µ0)φ(x)∆2u+

∫ ∞
0

µ(s)φ(x)∆2η(s)ds− αv − ũ, ṽ, φ(x)∆2v − αu
)T

and U=(u, ũ, v, ṽ, η)T .
The problem (V.1) can then be reformulated under the abstract from

U′ + AU = 0 (V.19)

Our main result reads as follows.

Theorem 3.1 Assume that (H1) holds. Let u0, v0 ∈ D2,2(Rn), u1, v1 ∈ L2
ρ(Rn) and ηt0 ∈ L2

µ(R+, H2(Rn)).
Then there exists positive constant δ1 and δ2 such that the solution of (V.5) satisfies

E(t) ≤ C

t
(E(0) + E2(0) + E3(0)), ∀t ∈ R+. (V.20)
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4 Lack of Exponential Stability
Theorem 4.1 [28] Let S(t) = eAt be a C0-semigroup of contractions on Hilbert space. Then S(t)
is exponentially stable if and only if

ρ(A) ⊇ {iβ : β ∈ R} ≡ iR

and
lim|β|→∞‖(iβI −A)−1‖L(H) <∞.

We use Theorem 4.1 to prove the lack of exponential stability, that is we show that there exists a
sequence of values µm such that

‖(iµmI −A)−1‖L(H) →∞. (V.21)

It is equivalent to prove that there exist a sequence of data Fm ∈ H and a sequence of real
numbers µm ∈ R, with ‖Fm‖H ≤ 1. such that

‖(iµmI −A)−1Fm‖H →∞. (V.22)

The eigenvalue problem

φ(x)∆2u = µu, x ∈ Rn (V.23)

has a complete system of eigensolutions wj , µj satisfying the following properties φ(x)∆2wj = µjwj , j = 1, · · · , wj ∈ D2,2(Rn),
0 < µ1 ≤ µ2 ≤ · · · , µj → +∞ as j → +∞.

(V.24)

Theorem 4.2 Assume that the kernel is of the form g(s) = e−µs , s ∈ R+, with µ > 1. The
semigroup S(t) on H is not exponentially stable.

Proof 4.3 We follow the method in [9]. We will find a sequence of bounded functions Fm =
(f1,m, f2,m, f3,m, f4,m, f5,m) ∈ H for which the corresponding solutions of the resolvent equations is
not bounded. This will prove that the resolvent operator is not uniformly bounded. Let us consider
the equation

iµUm −AUm = Fm

64



V.4 Lack of Exponential Stability

The equation reads 

iµu− ϕ = f1,

iµϕ+ µ0φ(x)∆2u+ αv +
∫ ∞

0
g(s)∆2η(x, s)ds = f2,

iµv − ψ = f3,

iµψ + φ(x)∆2v + αu = f4,

iµη − ϕ+ ηs = f5.

(V.25)

Let us consider f1m = f3m = f5m = 0 and f2m = f4m = wm to obtain ϕ = iµu and ψ = iµv. Then,
system (V.25) becomes


−µ2u+ µ0φ(x)∆2u+ αv +

∫ ∞
0

g(s)∆2η(x, s)ds = wm,

−µ2v + φ(x)∆2v + αu = wm,

iµη − ϕ+ ηs = 0.

(V.26)

We look for solutions of the form

u = awm, v = bwm, ϕ = cwm, ψ = dwm, η(x, s) = γ(s)wm

with a, b, c, d and γ(s) depend on µ and will be determined explicitly in what follows. From (V.26),
we get a and b satisfy


−µ2a+ µ0aµm + αb+

∫ ∞
0

g(s)γ(s)ds = 1,

−µ2b+ µmb+ αa = 1,
γs + iµγ − iµa = 0.

(V.27)

Solving (V.27)3 we get

γ(s) = a− ae−iµs. (V.28)

Then, from (V.28) we have

∫ ∞
0

g(s)γ(s)ds = a(1− µ0)− a
∫ ∞

0
g(s)e−iµsds. (V.29)

Now, choosing µ = √µm, using equations (V.27)1 and (V.27)2 we obtain
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a = 1
α
,

b = µm(1− µ0)
α2 − µm

α

∫ ∞
0

g(s)γ(s)ds+ 1
α
,

c = i
√
µm
α ,

d = i
√
µm

(
µm(1− µ0)

α2 − µm
α

∫ ∞
0

g(s)γ(s)ds+ 1
α

) (V.30)

As
ϕ = cwm = i

√
µm

α

we obtain
‖ϕ‖2L2

ρ
= µm

α

Therefore we get
lim
m→∞

‖Um‖2H ≥ lim
m→∞

‖ϕ‖2L2
ρ

= lim
m→∞

µm
α

= +∞

which completes the proof.

5 Polynomial stability
Let us introduce the second and third–order energy

E2(t) = E(ut, vt, ηt) E3(t) = E(utt, vtt, ηtt).

Lemma 5.1 The energies E(t), E2(t) and E3(t) associated to solutions of problem (V.5) satisfies

d

dt
E(t) = −k1

2

∫ +∞

0
µ(s)‖∆ηt‖22ds ≤ 0, ∀t ≥ 0, (V.31)

d

dt
E2(t) = −k1

2

∫ +∞

0
µ(s)‖∆ηtt‖22ds ≤ 0, ∀t ≥ 0, (V.32)

d

dt
E3(t) = −k1

2

∫ +∞

0
µ(s)‖∆ηttt‖22ds ≤ 0, ∀t ≥ 0, (V.33)

Proof 5.2 Multiplying first Eq. of (V.5) by ρut and second Eq. of (V.5) by ρvt , respectively,
summing the results obtained follows the conclusion of inequality (V.31). The inequalities (V.32)
and (V.33) are obtained using the same procedure as in (V.31).

Lemma 5.3 Let (u, v, η) be the solution of (V.1). Let the functional F1 defined by

F1(t) := −
∫
Rn
ρ(x)ut

(∫ +∞

0
µ(s)ηt(s)ds

)
dx. (V.34)
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For any ε1 > 0, there exists a positive constant Cε1 = µ0µ1
2ε1

+ µ1 + αµ1
2ε1

such that

d

dt
F1(t) ≤ −µ1

2

∫
Rn
ρ(x)u2

tdx+ µ0ε1
2

∫
Rn
|∆u|2dx (V.35)

+αε1
2

∫
Rn
ρ(x)|v|2dx+ Cε

∫ +∞

0
µ(s)‖∆ηt(s)‖2ds,

where µ1 =
∫ ∞

0
µ(s)ds.

Proof 5.4 Using Eqs. (V.1) and integrating by parts, we obtain

d

dt
F1(t) = µ0

∫
Rn

∆u
(∫ +∞

0
µ(s)∆ηt(s)ds

)
dx+

∫
Rn

∣∣∣∣∫ +∞

0
µ(s)∆ηt(s)ds

∣∣∣∣2 dx
+α

∫
Rn
ρ(x)v

(∫ +∞

0
µ(s)ηt(s)ds

)
dx− µ1

∫
Rn
ρ(x)u2

tdx+
∫
Rn
ρ(x)ut

(∫ +∞

0
µ(s)ηts(s)ds

)
dx

Since ∫
Rn
ρ(x)ut

(∫ +∞

0
µ(s)ηts(s)ds

)
dx = −

∫
Rn
ρ(x)ut

(∫ +∞

0
µ′(s)ηt(s)ds

)
dx, (V.36)

and

∫
Rn

∣∣∣∣∫ +∞

0
µ(s)∆ηt(s)ds

∣∣∣∣2 dx ≤ µ1

∫
Rn

(∫ +∞

0
µ(s)|∆ηt(s)|2ds

)
dx. (V.37)

Then using Young inequality and hypotheses (V.11) our conclusion follows.

Let us consider the following functional

F2(t) = F1(ut, vt, ηtt). (V.38)

Then using Lemma 5.3 we obtain

d

dt
F2(t) ≤ −µ1

2

∫
Rn
ρ(x)u2

ttdx+ µ0ε1
2

∫
Rn
|∆ut|2dx (V.39)

+αε1
2

∫
Rn
ρ(x)|vt|2dx+ Cε

∫ +∞

0
µ(s)‖∆ηtt(s)‖22ds,

Lemma 5.5 Let (u, v, η) be the solution of (V.1). Then the functional Z1 defined

Z1(t) =
∫
Rn
ρ(x)ut.udx. (V.40)
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satisfies, along the solution, the estimate

d

dt
Z1(t) ≤

∫
Rn
ρ(x)u2

tdx−
µ0
2

∫
Rn
|∆u|2dx−α

∫
Rn
ρ(x)uvdx+ µ1

2µ0

∫ +∞

0
µ(s)‖∆ηt(s)‖2ds, (V.41)

where µ1 =
∫ ∞

0
µ(s)ds.

Proof 5.6 Using first Eq. of (V.5) and integrating by parts, we get

d

dt
Z1(t) = −µ0

∫
Rn
|∆u|2 −

∫
Rn

∫ +∞

0
µ(s)∆ηt∆udsdx− α

∫
Rn
ρ(x)uvdx+

∫
Rn
ρ(x)u2

tdx, (V.42)

then using Young inequality our conclusion follows.

Let us denote by Z2(t) the following functional

Z2(t) = Z1(ut, vt, ηtt). (V.43)

Then, from (V.41) we have

d

dt
Z2(t) ≤

∫
Rn
ρ(x)u2

ttdx−
µ0
2

∫
Rn
|∆ut|2dx− α

∫
Rn
ρ(x)utvtdx+ µ1

2µ0

∫ +∞

0
µ(s)‖∆ηtt(s)‖2ds,

(V.44)
The following Lemma shows the dissipative property of v. For this let us consider the following
functional

Φ(t) =
∫
Rn
uttvtdx+ µ0

∫
Rn

∆ut.∆vdx+
∫
Rn

(∫ +∞

0
µ(s)∆ηtt(s)∆vds

)
dx. (V.45)

Lemma 5.7 For any ε2 > 0 we have

d

dt
Φ(t) ≤ −α‖vt‖2L2

ρ
+
( 1

2ε2
+ µ0

2ε2

)∫
Rn

(∫ ∞
0

µ(s)|∆ηttt|2ds
)
dx

+
(
k2
2ε2

+ µ1
2ε2

+ k2µ0
2ε2

)∫
Rn

(∫ ∞
0

µ(s)|∆ηt|2ds
)
dx+ µ(0)

2ε2
‖ut‖2dx

+
( 1
µ1

+ µ(0) + 1
2 + µ1

µ0

)
ε2‖∆v‖22 + α

2 ‖utt‖
2
L2
ρ
dx+ αC0

2 ‖∆u‖
2
2.

Proof 5.8 Differentiating Φ(t) with respect to t and using first Eq. of (V.1), we obtain

d

dt
Φ(t) = −α

∫
Rn
ρ(x)|vt|2dx+

∫
Rn

∆utt.∆vdx− α
∫
Rn
ρ(x)uttudx

+
∫
Rn

(∫ ∞
0

∆ηtttds
)
.∆vdx+ µ0

∫
Rn

∆utt∆vdx. (V.46)
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On the other hand, from (V.2) we deduce

ηtt(0) = 0, ηts(0) = ut(t),
utt = ηttt − ηtss. (V.47)

Recalling that µ1 =
∫ ∞

0
µ(s)ds and using hypotheses (V.11) and (V.47), we obtain

µ1

∫
Rn

∆utt.∆vdx =
∫
Rn

(∫ ∞
0

µ(s)∆uttds
)
.∆vdx

=
∫
Rn

(∫ ∞
0

µ(s)(∆ηttt −∆ηtss)ds
)
.∆vdx

=
∫
Rn

(∫ ∞
0

µ(s)∆ηttt
)
.∆vdx−

∫
Rn

(∫ ∞
0

µ(s)∆ηtss)ds
)
.∆vdx

=
∫
Rn

(∫ ∞
0

µ(s)∆ηttt
)
.∆vdx+ µ(0)

∫
Rn

∆ut∆vdx−
∫
Rn

(∫ ∞
0

µ′′(s)∆ηt
)
.∆vdx

≤
∫
Rn

(∫ ∞
0

µ(s)∆ηttt
)
.∆vdx+ µ(0)

∫
Rn

∆ut∆vdx− k2

∫
Rn

(∫ ∞
0

µ(s)∆ηt
)
.∆vdx.

(V.48)
Substituting the Eq. (V.48) into (V.46) and using Poincare’s and Young inequalities we arrive at

d

dt
Φ(t) ≤ −α‖vt‖2L2

ρ
+ 1

2ε2µ1

∫
Rn

(∫ ∞
0

µ(s)∆ηtttds
)2
dx

+ ε2
2µ1

∫
Rn
|∆v|2dx+ α

2

∫
Rn
ρ(x)|utt|2dx+ αC0

2

∫
Rn
|∆u|2dx

+ k2
2ε2µ1

∫
Rn

(∫ ∞
0

µ(s)|∆ηt|ds
)2
dx+ ε2

2µ1

∫
Rn
|∆v|2dx

+ k2
2ε2

∫
Rn

(∫ ∞
0

µ(s)|∆ηt|ds
)2
dx+ µ(0) + 1

2 ε2

∫
Rn
|∆v|2dx+ µ(0)

2ε2

∫
Rn
|ut|2dx

+ µ0
2ε2µ1

∫
Rn

(∫ ∞
0

µ(s)∆ηtttds
)2
dx+ ε2µ0

2µ1

∫
Rn
|∆v|2dx

+ k2µ0
2ε2µ1

∫
Rn

(∫ ∞
0

µ(s)|∆ηt|ds
)2
dx+ ε2µ0

2µ1

∫
Rn
|∆v|2dx (V.49)

Noting that ∫
Rn

(∫ ∞
0

µ(s)∆ηttt
)2
dx ≤ µ1

∫
Rn

(∫ ∞
0

µ(s)|∆ηttt|2ds
)
dx. (V.50)

and ∫
Rn

(∫ ∞
0

µ(s)∆ηtt
)2
dx ≤ µ1

∫
Rn

(∫ ∞
0

µ(s)|∆ηtt|2ds
)
dx. (V.51)

our conclusion follows.

Finally, we define the functional
Ψ(t) =

∫
Rn
ρ(x)vt.vdx. (V.52)
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From second Eq. of (V.1)

d

dt
Ψ(t) = −

∫
Rn
|∆v|2dx+

∫
Rn
ρ(x)|vt|2dx− α

∫
Rn
ρ(x)u.vdx. (V.53)

Proof of Theorem 3.1 We define L as

L(t) = N1(E(t) + E2(t) + E3(t)) +N2

2∑
i=1

Fi(t) +N3

2∑
i=1

Zi(t) +N4Φ(t) + Ψ(t). (V.54)

where N1, N2, N3 and N4 are positive constants. Then from Lemmas 5.1-5.7 we get

d

dt
L(t) ≤ −Λ1

∫
Rn

(∫ ∞
0

µ(s)|∆ηt|2ds
)
dx− Λ1

∫
Rn

(∫ ∞
0

µ(s)|∆ηtt|2ds
)
dx

−Λ1

∫
Rn

(∫ ∞
0

µ(s)|∆ηttt|2ds
)
dx− Λ2

∫
Rn
|∆v|2dx

−
(
µ1
2 N2 −N3 −

α

2N4

)∫
Rn
u2
tdx−

(
µ1
2 N2 −N3 −

α

2N4

)∫
Rn
u2
ttdx

−
(
αN4 −

αε1
2 N2 − 1

)∫
Rn
v2
t dx−

(
µ0
2 N3 −

µ0ε1
2 N2 −

α

2N4

)∫
Rn
|∆u|2dx

−
(
µ0
2 N3 −

µ0ε1
2 N2 −

µ(0)
2ε2

N4

)∫
Rn
|∆ut|2dx.

(V.55)

Where

Λ1 = −
(
N1

k1
2 −

[(
µ0µ1
2ε1

+ µ1 + αµ1
2ε1

+ k0C

2

)
N2 + µ1

2µ0
N3 +

(
k2
2ε2

+ µ1
2ε2

+ k2µ0
ε2

)
N4

])
,

and

Λ2 =
(

1− αCε1
2 N2 −

( 1
µ1

+ µ(0) + 1
2 + µ0

µ1

)
ε2N4

)
.

Now, choosing ε1, ε2 small enough such that 0 < ε1 < ε2 <
µ1
2 and N4 > 0 large enough we get

α >
µ0µ1(µ1 − 2ε1)

N4(µ0µ1(µ1 − 2ε1)− 2ε1(ε1(µ0 + µ1C))) > 0

is small enough. Then taking

N1 >
2
k1

[(
µ0µ1 + αµ1

2ε1
+ µ1 + k0C

2

)
+
(

2(ε1 + α)µ0ε2 + µ(0)µ1
µ0µ1ε2(µ1 − 2ε1) + α

)
+µ2

1(ε1ε2α+ µ(0)µ1)
2µ0(µ1 − 2ε1) + k2 + µ1 + 2k2µ0

2ε2

]
N4

N2 > max
{(2(ε1µ0 + µ1Cε1)

µ0µ1(µ1 − 2ε1) + α

)
N4,

((ε1 + α)µ0ε2 + µ(0)µ1
µ0µ1(µ1 − 2ε1) + α

)
N4

}
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and
N3 > max

{((ε1µ0 + µ1Cε1)
µ0µ1(µ1 − 2ε1)

)
N4,

(
ε1ε2αµ0 + µ(0)µ1
µ0µ1(µ1 − 2ε1)

)
N4

}
we get that there is a positive constant ω > 0 such that

d

dt
L(t) ≤ −wE(t). (V.56)

Therefore

w

∫ t

0
E(s)ds ≤ L(0)− L(t), ∀t > 0. (V.57)

On the other hand, it is not difficult to prove that there exists a constant ζ > 0 such that

L(0)− L(t) ≤ ζ

w
(E(0) + E2(0) + E3(0)), ∀t > 0. (V.58)

From (V.57) and (V.58) we obtain

∫ t

0
E(s)ds ≤ ζ(E(0) + E2(0) + E3(0)) (V.59)

Finally, since

d

dt
tE(t) = E(t) + t

d

dt
E(t) ≤ E(t). (V.60)

from (V.59) we get

E(t) ≤ C

t
(E(0) + E2(0) + E3(0)). (V.61)

Where C = ζ
w . Finally, we obtain (V.20), which completes the proof.
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Abstract 

The present thesis is devoted to the study of global existence and asymptotic behavior in time of solution of 

Timoshenko system and coupled system . 

This work consists of five chapters, will be devoted to the study of the global existence and asymptotic 

behaviour of some evolution equation with linear, nonlinear dissipative terms and viscoelastic equation. In 

chapter 1, we recall of some fundamental inequalities. In chapter 2, we consider the Cauchy problem for a 

coupled system of wave equation, we prove polynomial decay of solution. In chapter 3, we study the 

Cauchy problem for a coupled system of a viscoelastic wave equation, we prove exponential stability of the 

solution. In chapter 4, we study the Cauchy problem for a coupled system of a nonlinear weak viscoelastic 

wave equations, we prove existence and uniqueness of global solution and prove exponential stability of 

the solution. In this work, the proof an existence and uniqueness for global solution is based on stable set 

for small data combined with Faedo-Galerkin. The proof an decay estimate is based on  multiplier method, 

Lyapunov functional for some perturbed energy. In chapter 5, we consider a system of viscoelastic wave 

equations of Petrowsky-Petrowsky type, we use a spaces weighted by density function to establish a very 

general decay rate of solution. 

 

Résume 

Dans cette thèse, nous avons considéré quelques problèmes aux dérivées partielles de type hyperbolique 

(Equations et systèmes d'équations) avec la présence de différents mécanismes de dissipation, 

d'amortissement de différent point de vue. Sous quelques hypothèses sur les données initiales et aux bords,  

conditions sur les termes de dissipation, d'amortissement et les termes source, nous avons concentré notre 

étude sur l'existence et le comportement asymptotique des solutions où nous avons obtenu plusieurs 

résultats sur la décroissance de l’énergie, la croissance exponentielle. 

 ملخص 

غير أشكال بعدة تبديد آليات مختلفة لل بوجود الرياضية لمعادلات و جمل معادلات قطوع زائدة   بعض المسائل  اقترحنا  هذه الأطروحة في

دراسة و الحلول  على وجود دراستنا ركزنا الحدية،شروط و ال الابتدائية شروطال علىبعض الفرضيات  تحت . مختلفة من زوايا خطية

 .سي نتائج حول طريقة تناقص الطاقة، التزايد الآ عدةللحلول الموجودة عند اللانهاية الزمنية أين توصلنا لإيجاد  مقاربال السلوك

 


