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## Introduction

In this work, we prove existence of solution to the following systems:

$$
\left\{\begin{array}{l}
x^{\nabla}(t)=f(t, x(t)), \quad t \in \mathbb{T}_{k}  \tag{1}\\
x(b)=x_{0}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
x^{\nabla}(t)=f\left(t, x(\rho(t)), \quad \nabla . a . e . t \in \mathbb{T}_{k},\right.  \tag{2}\\
x \in(B C) .
\end{array}\right.
$$

Here $\mathbb{T}$ is an arbitrary bounded time scales, where we denote $a:=\min \mathbb{T}, b:=\max \mathbb{T}$, $\mathbb{T}^{\circ}=\mathbb{T} \backslash\{a\}$, and in (2) we have that $f: \mathbb{T}^{\circ} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a $\nabla$-Carathéodory function and $(B C)$ denotes one of the following boundary conditions:

$$
\begin{equation*}
x(b)=x_{0} \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
x(b)=x(a) . \tag{4}
\end{equation*}
$$

In (1) we suppose $f: \mathbb{T}^{\circ} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a continuous function. Problem (2) (resp. (11)) unifies continuous and discrete problems. We use the notion of tube solution for system (2) (resp. (11), in the spirit of the works of Gilbert and Frigon [30, 32, 34]. This notion is useful to get existence results for systems of differential equations of first order, as a generalization of lower and upper solutions [20, 29, 46, 55]. Our main result provides existence of solution to the nonlinear nabla boundary value problem (2) (resp. (1)). A solution of this problem will be a function $x \in W_{\nabla}^{1,1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$ (resp. $x \in C_{\nabla}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$ ), satisfying $(2)($ resp,$(\mathbb{1})$.

Fractional calculus is a branch of mathematical analysis that studies the possibility of taking noninteger order powers of the differentiation and/or integration operators. Even though the term "fractional" is a misnomer, it has been widely accepted for a long time: the term was coined by the famous mathematician Leibniz in 1695 in a letter to L'Hôpital [52. In the paper What is a fractional derivative? [47, Ortigueira and Machado distinguish between local and nonlocal fractional derivatives. Here we are concerned with local operators only. Such local approach to the fractional calculus dates back at least to 1974, to the use of the fractional incremental ratio in [25]. For an overview and recent developments of the local approach to fractional calculus we refer the reader to [45, 49, 56, 57] and references therein. Recently, Khalil et al. introduced a new well-behaved definition of local fractional (noninteger order) derivative, called the conformable fractional derivative [43]. The new calculus is very interesting and is getting an increasing of interest - see [19, 28] and references therein. In [1], Abdeljawad proves chain rules, exponential functions, Gronwall's inequality, fractional integration by parts, Taylor power series expansions and Laplace transforms for the conformable fractional calculus. Furthermore, linear differential systems are discussed [1]. In [11], Batarfi et al. obtain the Green function for a conformable fractional linear problem and then introduce the study of nonlinear conformable fractional differential equations. See also [4] where, using the conformable fractional derivative, a second-order conjugate boundary value problem is investigated and utilizing the corresponding positive fractional Green's function and an appropriate fixed point theorem, existence of a positive solution is proved. For abstract Cauchy problems of conformable fractional systems see [2]. Here we are concerned with the following problem:

$$
\left\{\begin{array}{l}
x^{(\alpha)}(t)=f(t, x(t)), \quad t \in[a, b], \quad a>0  \tag{5}\\
x(a)=x_{0}
\end{array}\right.
$$

where $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, $x^{(\alpha)}(t)$ denotes the conformable fractional derivative of $x$ at $t$ of order $\alpha, \alpha \in(0,1)$. For the first time in the literature
of conformable fractional calculus, we introduce the notion of tube solution. Such idea of tube solution has been used with success to investigate existence of solutions for ordinary differentiable equations [30, 31, delta and nabla differential equations on time scales [12, 32, 34], and dynamic inclusions [33]. Roughly speaking, the tube solution method generalizes the method of lower and upper solution [24, 26, 35, 51].

The study of fractional (noninteger) order derivatives on discrete, continuous and, more generally, on an arbitrary nonempty closed set (i.e., a time scale) is a well-known subject under strong current development. The subject is very rich and several different definitions and approaches are available, either in discrete [9], continuous [53], and time-scale settings [16]. In continuous time, i.e., for the time scale $\mathbb{T}=\mathbb{R}$, several definitions are based on the classical Euler Gamma function $\Gamma$. For the time scale $\mathbb{T}=\mathbb{Z}$, the Gamma function is nothing else than the factorial, while for the $q$-scale one has the $q$-Gamma function $\Gamma_{q}$ [38]. For the definition of Gamma function on an arbitrary time scale $\mathbb{T}$ see [21]. Similarly to [16, 17], here we introduce a new notion of fractional derivative on an arbitrary time scale $\mathbb{T}$ that does not involve Gamma functions. Our approach is, however, different from the ones available in the literature [16, 17, 18, 19]. In particular, while in [16, 17, 18, 19] the fractional derivative at a point is always a real number, here, in contrast, the fractional derivative at a point is, in general, a complex number. For example, the derivative of order $\alpha \in(0,1]$ of the square function $t^{2}$ is always given by $t^{\alpha}+(\sigma(t))^{\alpha}$, where $\sigma(t)$ is the forward jump operator of the time scale, which is in general a complex number (e.g., for $\alpha=1 / 2$ and $t<0$ ) and a generalization of the Hilger derivative $\left(t^{2}\right)^{\Delta}=t+\sigma(t)$.

Local, limit-based definitions of a so-called conformable derivative on time scales, have been recently formulated in [19] by

$$
\begin{equation*}
T_{\alpha}(f)(t)=\frac{f(\sigma(t))-f(t)}{\mu(t)} t^{1-\alpha}, \quad \alpha \in(0,1] \tag{6}
\end{equation*}
$$

and then in 59 by

$$
\begin{equation*}
T_{\alpha}(f)(t)=\frac{f^{\sigma}(t)-f(t)}{\sigma(t)^{\alpha}-t^{\alpha}}, \quad \alpha \in(0,1] \tag{7}
\end{equation*}
$$

Note that if $f$ is $\Delta$-diferentiable at a right-scattered point $t \in \mathbb{T}_{[0, \infty)}^{\kappa}$ [22], then $f$ is $\alpha$-differentiable in both cases: for the first definition (6) we have

$$
\begin{equation*}
T_{\alpha}(f)(t)=t^{1-\alpha} f^{\Delta}(t) \tag{8}
\end{equation*}
$$

while for the second definition (7) one has

$$
\begin{equation*}
T_{\alpha}\left(f^{\Delta}\right)(t)=\frac{\mu(t)}{\sigma^{\alpha}(t)-t^{\alpha}} f^{\Delta}(t) \tag{9}
\end{equation*}
$$

where $f^{\Delta}(t)=\frac{f^{\sigma}(t)-f(t)}{\mu(t)}$. The conformable calculus in the time scale $\mathbb{T}=\mathbb{R}$ is now a well-developed subject: see, e.g., [1, 2, 44] and references therein. However, the adjective conformable may not be appropriate, because $T_{0} f \neq f$, that is, letting $\alpha \rightarrow 0$ does not result in the identity operator. This is also the case for the recent results of [58]. Moreover, according to (8) and (9), the variable $t$ must satisfy $t \geq 0$. With this in mind, in this paper we extend the calculus of [6], by considering a truly conformable derivative of order $\alpha, 0 \leq \alpha \leq 1$, on an arbitrary time scale $\mathbb{T}$.

## Notations

| Notation | Definition |
| :--- | :--- |
| $\mathbb{N}_{0}$ | $\mathbb{N} \cup\{0\}$ |
| $[a, b]_{\mathbb{T}}$ | $[a, b] \cap \mathbb{T}$ |
| $\mathbb{T}^{\circ}$ | $\mathbb{T} \backslash\{a\} \quad$ where $\quad a=\min \mathbb{T}$ |
| $a . e$. | Almost everywhere |
| $\langle\cdot, \cdot\rangle$ | Inner product |
| $\mu_{\nabla}$ | The Lebesgue nabla-measure |
| $\\|\cdot\\|_{X}$ | norm in the space $X$ |
| $C([a, b])$ | Space of continuous functions on $[a, b]$ |
| $C^{k}([a, b])$ | Space of functions of class K on $[a, b]$ |
| $L^{1}([a, b])$ | $\left\{f:[a, b] \rightarrow \mathbb{R}: f\right.$ measurable, $\left.\int_{a}^{b}\|f(t)\| d t<\infty\right\}$ |
| $C_{l d}^{k}(\mathbb{T})$ | Space of functions of class K nabla-derivative on $\mathbb{T}$ and $f^{\nabla^{k}}$ is ld-continuous on $(\mathbb{T})_{\kappa^{\kappa}}$ |
| $L_{\nabla}^{1}\left(\mathbb{T}_{[a, b]}\right)$ | $\left\{f: \mathbb{T}_{[a, b]} \rightarrow \mathbb{R}: f\right.$ nabla-measurable, $\left.\int_{\mathbb{T}_{[a, b]}}\|f(t)\| \nabla t<\infty\right\}$ |
| $\|x\|$ | Absolute value of $x$ |

## Chapter 1

## Preliminaries

### 1.1 Preliminaries on analysis

For further results and deeper explanations, see [36].

Definition 1.1.1. A map is a continuous tronsformation.

Definition 1.1.2 (See p. 112 of [36]). Let $X, Y$ be topological spaces. A map $f: X \rightarrow Y$ is called compact if $f(X)$ is contained in a compact subset of $Y$.

Theorem 1.1.1. (chauder) Let $E$ be a normed linear space and let $C \subset E$ be convex. Then any compact $F: C \rightarrow C$ has a fixed point.

Theorem 1.1.2 ( Arzelà-Ascoli theorem ). A subset of $C(\bar{\Omega})$ is relatively compact if and only if it is bounded and equicontinuous.

### 1.2 Preliminaries on time scales

A time scale $\mathbb{T}$ is defined to be any nonempty closed subset of $\mathbb{R}$. Then the forward and backward jump operators $\sigma, \rho: \mathbb{T} \rightarrow \mathbb{T}$ are defined by

$$
\sigma(t)=\inf \{s \in \mathbb{T}: s>t\} \quad \text { and } \quad \rho(t)=\sup \{t \in \mathbb{T}: s<t\}
$$

For $t \in \mathbb{T}$, we say that $t$ is left-scattered (respectively right-scattered) if $\rho(t)<t$ (respectively $\sigma(t)>t$ ); that $t$ is isolated if it is left-scattered and right-scattered. Similarly, if $t>\inf (\mathbb{T})$ and $\rho(t)=t$, then we say that $t$ is left-dense; if $t<\sup (\mathbb{T})$ and $\sigma(t)=t$, then we say that $t$ is right-dense. Points that are simultaneously leftand right-dense are called dense. If $\mathbb{T}$ has a right-scattered minimum $m$, then we define $\mathbb{T}_{\kappa}:=\mathbb{T}-\{m\}$; otherwise, we set $\mathbb{T}_{\kappa}:=\mathbb{T}$. If $\mathbb{T}$ has a left-scattered maximum $M$, then we define $\mathbb{T}^{\kappa}:=\mathbb{T}-\{M\}$; otherwise $\mathbb{T}^{\kappa}:=\mathbb{T}$. Finally, the (backward) graininess function $\nu: \mathbb{T}_{\kappa} \rightarrow[0,+\infty[$ is defined by $\nu(t):=t-\rho(t)$. And the (jump) graininess function $\mu: \mathbb{T}_{\kappa} \rightarrow[0,+\infty[$ is defined by $\mu(t)=\sigma(t)-t$.

### 1.2.1 Nabla-derivative on time scales

Definition 1.2.1. Assume $f: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is a function and let $t \in \mathbb{T}_{\kappa}$. We say that $f$ is $\nabla$-differentiable at $t$ if there exists a vector $f^{\nabla}(x) \in \mathbb{R}^{n}$ such that for all $\epsilon>0$, there exists a neighborhood $U$ of $t$, where

$$
\begin{equation*}
\left\|f(s)-f(\rho(t))-f^{\nabla}(t)(s-\rho(t))\right\| \leq \epsilon|s-\rho(t)| \tag{1.1}
\end{equation*}
$$

for every $s \in U$. We call $f^{\nabla}(t)$ the $\nabla$-derivative of $f$ at $t$. If $f$ is $\nabla$-differentiable at $t$ for every $t \in \mathbb{T}_{\kappa}$, then $f^{\nabla}: \mathbb{T}_{\kappa} \rightarrow \mathbb{R}^{n}$ is called the $\nabla$-derivative of $f$ on $\mathbb{T}_{\kappa}$.

Theorem 1.2.1. Assume $f: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is a function and let $t \in \mathbb{T}_{\kappa}$. Then, we have the following.
(i) If $f$ is $\nabla$-differentiable at $t$, then $f$ is continuous at $t$.
(ii) If $f$ is continuous at $t$ and if $t$ is left-scattered, then $f$ is $\nabla$-differentiable at $t$ and

$$
f^{\nabla}(t)=\frac{f(t)-f(\rho(t))}{\nu(t)}
$$

(iii) If $t$ is left dense, then $f$ is $\nabla$-differentiable at $t$ if and only if

$$
\lim _{s \rightarrow t} \frac{f(t)-f(s)}{t-s}
$$

exists in $\mathbb{R}^{n}$. In this case, $f^{\nabla}(t)=\lim _{s \rightarrow t} \frac{f(t)-f(s)}{t-s}$.
(iv) If $f$ is $\nabla$-differentiable at $t$, then $f(\rho(t))=f(t)-\nu(t) f^{\nabla}(t)$.

Theorem 1.2.2. If $f, g: \mathbb{T} \rightarrow \mathbb{R}$ are $\nabla$-differentiable at $t \in \mathbb{T}_{\kappa}$, then
(i) $f+g$ is $\nabla$-differentiable at $t$ and $(f+g)^{\nabla}(t)=f^{\nabla}(t)+g^{\nabla}(t)$;
(ii) $\alpha f$ is $\nabla$-differentiable at $t$ for every $\alpha \in \mathbb{R}$ and $(\alpha f)^{\nabla}(t)=\alpha(f)^{\nabla}(t)$;
(iii) $f g$ is $\nabla$-differentiable at $t$ and

$$
(f g)^{\nabla}(t)=f^{\nabla}(t) g(t)+f(\rho(t)) g^{\nabla}(t)=f(t) g^{\nabla}(t)+f^{\nabla}(t) g(\rho(t)) ;
$$

(iv) If $g(t) g(\rho(t)) \neq 0$, then $\frac{f}{g}$ is $\nabla$-differentiable at $t$ and $\left(\frac{f}{g}\right)^{\nabla}(t)=\frac{f^{\nabla}(t) g(t)-f(t) g \nabla(t)}{g(t) g(\rho(t))}$.

Theorem 1.2.3. Let $W$ be an open set of $\mathbb{R}^{n}$ and $t \in \mathbb{T}$ be a left-dense point. If $g: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is nabla-differentiable at $t$ and $f: W \rightarrow \mathbb{R}$ is differentiable at $g(t) \in W$, then $f \circ g$ is nabla-differentiable at $t$ with $(f \circ g)^{\nabla}(t)=\left\langle f^{\prime}(g(t)), g^{\nabla}(t)\right\rangle$.

Proof. Let $\epsilon>0$. We need to show that there exists a neighborhood $U$ of $t$ such that $\left|f(g(t))-f(g(s))-\left\langle f^{\prime}(g(t)), g^{\nabla}(t)\right\rangle(t-s)\right| \leq \epsilon|t-s|$ for all $s \in U$. Let $k>0$ be a constant and $\epsilon^{\prime}=\frac{\epsilon}{k}$. By hypotheses, there exists a neighborhood $U_{1}$ of $t$ where $\left\|g(t)-g(s)-g^{\nabla}(t)(t-s)\right\| \leq \epsilon^{\prime}|t-s|$ for all $s \in U_{1}$. In addition, there exists a neighborhood $V \subset W$ of $g(t)$ such that $\left|f(g(t))-f(y)-\left\langle f^{\prime}(g(t)), g(t)-y\right\rangle\right| \leq$ $\epsilon^{\prime}|g(t)-y|$ for all $y \in V$. Since function $g$ is $\nabla$-differentiable at $t$, it is also continuous at this point, and there exists a neighborhood $U_{2}$ of $t$ such that $g(s) \in V$ for all $s \in U_{2}$. Let $U:=U_{1} \cap U_{2}$. In this case $U$ is a neighborhood of $t$ and if $s \in U$, then

$$
\begin{aligned}
& \left|f(g(t))-f(g(s))-\left\langle f^{\prime}(g(t)), g^{\nabla}(t)\right\rangle(t-s)\right| \\
& \quad \leq\left|f(g(t))-f(g(s))-\left\langle f^{\prime}(g(t)), g(t)-g(s)\right\rangle\right| \\
& \quad \quad+\left|\left\langle f^{\prime}(g(t)), g(t)-g(s)\right\rangle-\left\langle f^{\prime}(g(t)), g^{\nabla}(t)\right\rangle(t-s)\right| \\
& \quad \leq \epsilon^{\prime}\|g(t)-g(s)\|+\left|\left\langle f^{\prime}(g(t)), g(t)-g(s)-g^{\nabla}(t)(t-s)\right\rangle\right| \\
& \quad \leq \epsilon^{\prime}\left(\epsilon^{\prime}|t-s|+\left\|g^{\nabla}(t)(t-s)\right\|\right)+\left\|f^{\prime}(g(t))\right\|\left\|g(t)-g(s)-g^{\nabla}(t)(t-s)\right\| \\
& \quad \leq \epsilon^{\prime}\left(1+\left\|g^{\nabla}(t)\right\|+\left\|f^{\prime}(g(t))\right\|\right)|t-s| .
\end{aligned}
$$

Put $k=1+\left\|g^{\nabla}(t)\right\|+\left\|f^{\prime}(g(t))\right\|$ and the theorem is proved.

Example 1.2.1. Assume $x: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is nabla differentiable at $t \in \mathbb{T}$. We know that $\|\cdot\|: \mathbb{R}^{n} \backslash\{0\} \rightarrow[0,+\infty[$ is differentiable if $t=\rho(t)$. It follows from Theorem 1.2.3 that

$$
\|x(t)\|^{\nabla}=\frac{\left\langle x(t), x^{\nabla}(t)\right\rangle}{\|x(t)\|}
$$

Definition 1.2.2. A function $f: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is called ld-continuous provided it is continuous at left-dense points in $\mathbb{T}$ and its right-sided limits exist (finite) at rightdense points in $\mathbb{T}$. The set of all ld-continuous functions $f: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is denoted by $C_{l d}\left(\mathbb{T}, \mathbb{R}^{n}\right)$. The set of functions $f: \mathbb{T} \rightarrow \mathbb{R}^{n}$ that are nabla-differentiable and whose nabla-derivative is ld-continuous, is denoted by $C_{l d}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$.

### 1.2.2 Lebesgue nabla integration

In this section we define a theory of measure and integration for an arbitrary bounded time scales $\mathbb{T}$ where $a=\min \mathbb{T}<\max \mathbb{T}=b$. We recall the notion of $\nabla$-measure in time scales.

Definition 1.2.3. Let $\mathcal{F}_{1}$ be a family of intervals of $\mathbb{T}$ of the form

$$
(c, d]=\{t \in \mathbb{T}: c<t \leq d\}
$$

where $c, d \in \mathbb{T}$ and $c \leq d$. We define an additive measure $m_{1}: \mathcal{F}_{1} \rightarrow \mathbb{R}$ by $m_{1}((c, d])=d-c$.

Definition 1.2.4. An outer measure $m_{1}^{*}: \mathcal{P}(\mathbb{T}) \rightarrow \mathbb{R}$ is defined as follows: for $E \subset \mathbb{T}$,

$$
m_{1}^{*}(E)= \begin{cases}\inf \left\{\sum_{k=1}^{k=n} m_{1}\left(A_{k}\right): E \subset \bigcup_{k=1}^{k=m} A_{k} \text { with } A_{k} \in \mathcal{F}_{1}\right\} & \text { if } a \notin E \\ +\infty & \text { if } a \in E\end{cases}
$$

Definition 1.2.5. $A$ set $A \subset \mathbb{T}$ is said to be $\nabla$-measurable if for every set $E \subset \mathbb{T}$

$$
m_{1}^{*}(E)=m_{1}^{*}(E \cap A)+m_{1}^{*}(E \cap(\mathbb{T} \backslash A))
$$

Now, denote

$$
\mathcal{M}_{\nabla}\left(m_{1}^{*}\right)=\{A \subset \mathbb{T}: A \text { is } \nabla \text { mesurable }\} .
$$

The Lebesgue $\nabla$-measure on $\mathcal{M}_{\nabla}\left(m_{1}^{*}\right)$, denoted by $\mu_{\nabla}$, is the restriction of $m_{1}^{*}$ to $\mathcal{M}_{\nabla}\left(m_{1}^{*}\right)$. We get a complete measurable space with $\left(\mathbb{T}, \mathcal{M}_{\nabla}\left(m_{1}^{*}\right), \mu_{\nabla}\right)$. With this definition of complete measurable space for a bounded time scale $\mathbb{T}$, we can define the notions of $\nabla$-measurability and $\nabla$-integrability for functions $f: \mathbb{T} \rightarrow \mathbb{R}$, following the same ideas of the theory of Lebesgue integration.

### 1.2.3 Nabla-measurability and nabla-integrability for functions on time scales

Definition 1.2.6. Let $E \subset \mathbb{T}$ be $a \nabla$-measurable set and $f: \mathbb{T} \rightarrow \mathbb{R}$ be a $\nabla$ measurable function. We say that $f \in L_{\nabla}^{1}(E)$ provided

$$
\int_{E}|f(s)| \nabla s<\infty
$$

We say that a $\nabla$-measurable function $f: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is in the set $L_{\nabla}^{1}\left(E, \mathbb{R}^{n}\right)$, provided

$$
\int_{E}\left|f_{i}(s)\right| \nabla s<\infty
$$

for each of its components $f_{i}: \mathbb{T} \rightarrow \mathbb{R}$.
Proposition 1.2.1. Assume $f \in L_{\nabla}^{1}\left(E, \mathbb{R}^{n}\right)$. Then,

$$
\left\|\int_{E} f(s) \nabla s\right\| \leq \int_{E}\|f(s)\| \nabla s
$$

Many results of integration theory are established for measurable functions $f$ : $X \rightarrow \mathbb{R}$ where $(X, \tau, \mu)$ is a complete measurable space. These results are in particular true for the measurable space $\left(\mathbb{T}, \mathcal{M}_{\nabla}\left(m_{1}^{*}\right), \mu_{\nabla}\right)$. We recall two results of the theory of integration adapted to our situation.

Theorem 1.2.4 (Lebesgue-dominated convergence theorem). Let $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of functions in $L_{\nabla}^{1}\left(\mathbb{T}^{\circ}\right)$. If there exists a function $f: \mathbb{T}^{\circ} \rightarrow \mathbb{R}$ such that $f_{n}(t) \rightarrow f(t)$ is $\nabla$ a.e. in $\mathbb{T}^{\circ}$ and if there exists a function $g \in L_{\nabla}^{1}\left(\mathbb{T}^{\circ}\right)$ such that $\left\|f_{n}(t)\right\| \leq g(t) \nabla$ a.e. in $t \in \mathbb{T}^{\circ}$,for every $n \in \mathbb{N}$. Then $f_{n} \rightarrow f$ in $L_{\nabla}^{1}\left(\mathbb{T}^{\circ}\right)$.

Theorem 1.2.5. The set $L_{\nabla}^{1}\left(\mathbb{T}^{\circ}\right)$ is a Banach space endowed with the norm $\|f\|_{L_{\nabla}^{1}}:=$ $\int_{\mathbb{T}^{\circ}}|f(s)| \nabla s$.

Lemma 1.2.1. The set of left-scattered points of $\mathbb{T}$ is at most countable: there is a set of indexes $J \subset \mathbb{N}$ and a set $\left\{t_{i}\right\}_{i \in J} \subset \mathbb{T}$ such that $\mathcal{L}_{\mathbb{T}}:=\{t \in \mathbb{T}: \rho(t)<t\}=$ $\left\{t_{i}\right\}_{i \in J}$.

Proof. Let $g:[a, b] \rightarrow \mathbb{R}$ be defined by

$$
g(t)= \begin{cases}t & \text { if } t \in \mathbb{T} \\ \rho(s) & \text { if } t \in(\rho(s), s), s \in \mathbb{T}\end{cases}
$$

It is obvious that the function $g$ is monotone on $[a, b]$ and continuous over the set $[a, b] \backslash\left\{t \in[a, b]_{\mathbb{T}}: \rho(t)<t\right\}$. As the set of all points of discontinuity of a monotone function is countable, then the set $\mathcal{L}_{\mathbb{T}}$ is countable.

Proposition 1.2.2. Let $A \subset \mathbb{T}$. Then, $A$ is $\nabla$-measurable if and only if $A$ is Lebesgue measurable. In such a case, the following properties hold for every $\nabla$ measurable set $A$.
i- If $a$ is not in $A$, then

$$
\mu_{\nabla}(A)=\sum_{j \in J_{A}}\left(t_{j}-\rho\left(t_{j}\right)\right)+\mu_{L}(A) ;
$$

ii- $\mu_{\nabla}(A)=\mu_{L}(A)$ if and only if $a$ is not in $A$ and $A$ has no left-scattered points. Here, $J_{A}=\left\{j \in J: t_{j} \in \mathcal{L}_{\mathbb{T}} \cap A\right\}$.

To establish the relation between $\nabla$-integration on $\mathbb{T}$ and Lebesgue integration on a real compact interval, the function $f: \mathbb{T} \rightarrow \mathbb{R}$ is extended to $[a, b]$ in the following way:

$$
\hat{f}(t):= \begin{cases}f(t) & \text { if } t \in \mathbb{T} \\ f\left(t_{j}\right) & \text { if } t \in\left(\rho\left(t_{j}\right), t_{j}\right), j \in J_{\mathbb{T}}\end{cases}
$$

Theorem 1.2.6. Let $E \subset \mathbb{T}$ be a $\nabla$-measurable set such that $a$ is not in $E$ and let $\hat{E}=E \cup \bigcup_{j \in J_{E}}\left(\rho\left(t_{j}\right), t_{j}\right)$. Let $f: \mathbb{T} \rightarrow \mathbb{R}$ be $a \nabla$-measurable function and $\hat{f}:[a, b] \rightarrow \mathbb{R}$ its extension on $[a, b]$. Then, $f$ is $\nabla$-measurable on $E$ if and only if $\hat{f}$ is Lebesgue integrable on $\hat{E}$. In such a case, one has

$$
\begin{equation*}
\int_{E} f(s) \nabla s=\int_{\hat{E}} \hat{f}(s) d s \tag{1.2}
\end{equation*}
$$

Function $f: \mathbb{T} \rightarrow \mathbb{R}$ can be extended on $[a, b]$ in another way. Define $\bar{f}(t)$ : $[a, b] \rightarrow \mathbb{R}$ by

$$
\bar{f}(t):= \begin{cases}f(t) & \text { if } t \in \mathbb{T} \\ f\left(t_{j}\right)+\frac{f\left(t_{j}\right)-f\left(\rho\left(t_{j}\right)\right)}{\nu\left(t_{j}\right)}\left(t_{j}-t\right) & \text { if } t \in\left(\rho\left(t_{j}\right), t_{j}\right), j \in J_{\mathbb{T}}\end{cases}
$$

Definition 1.2.7. A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is said to be absolutely continuous on $\mathbb{T}$ if for every $\epsilon>0$, there exists $a \delta>0$ such that if $\left\{\left(a_{k}, b_{k}\right]\right\}_{k=1}^{n}$ with $a_{k}, b_{k} \in \mathbb{T}$ is a finite pairwise disjoint family of subintervals of $\mathbb{T}$ satisfying $\sum_{k=1}^{n}\left(b_{k}-a_{k}\right)<\delta$, then $\sum_{k=1}^{n}\left|f\left(b_{k}\right)-f\left(a_{k}\right)\right|<\epsilon$.

Lemma 1.2.2. If $\bar{f}$ is differentiable at $t \in(a, b] \cap \mathbb{R}$, then $f$ is $\nabla$-differentiable at $t$ and $f^{\nabla}(t)=\bar{f}^{\prime}(t)$.

Theorem 1.2.7. Consider a function $f: \mathbb{T} \rightarrow \mathbb{R}$ and its extension $\bar{f}:[a, b] \rightarrow \mathbb{R}$. Then, $f$ is absolutely continuous on $\mathbb{T}$ if and only if $\bar{f}$ is absolutely continuous on $[a, b]$.

Theorem 1.2.8. A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is absolutely continuous on $\mathbb{T}$ if and only if $f$ is $\nabla$-differentiable $\nabla$ almost everywhere on $\mathbb{T}^{\circ}$, $f^{\nabla} \in L_{\nabla}^{1}\left(\mathbb{T}^{\circ}\right)$ and

$$
\begin{equation*}
\int_{(t, b] \cap \mathbb{T}} f^{\nabla}(s) \nabla s=f(b)-f(t), \quad \forall t \in \mathbb{T} \tag{1.3}
\end{equation*}
$$

Proposition 1.2.3. Let $E$ be a Banach space and $u:[a, b] \rightarrow E$ an absolutely continuous function. Then the measure of the set $\left\{t \in[a, b]: u(t)=0\right.$ and $\left.u^{\prime}(t) \neq 0\right\}$ is zero.

Proposition 1.2.4. Let $g \in L_{\nabla}^{1}\left(\mathbb{T}^{\circ}\right)$ and $G: \mathbb{T} \rightarrow \mathbb{R}$ the function defined by

$$
\begin{equation*}
G(t):=\int_{[b, t) \cap \mathbb{T}} g(s) \nabla s \tag{1.4}
\end{equation*}
$$

Then, $G^{\nabla}(t)=g(t) \nabla$ almost everywhere on $\mathbb{T}^{\circ}$.
Proposition 1.2.5. Let $u: \mathbb{T} \rightarrow \mathbb{R}$ be an absolutely continuous function. Then the $\nabla$-measure of the set $\left\{t \in \mathbb{T}^{\circ} \backslash \mathcal{L}_{\mathbb{T}^{\circ}}: u(t)=0 \quad\right.$ and $\left.\quad u^{\nabla}(t) \neq 0\right\}$ is zero.

Definition 1.2.8. The function $p$ is $\nu$-regressive if

$$
1-\nu(t) p(t) \neq 0 \quad \text { for all } t \in \mathbb{T}_{\kappa}
$$

Define the $\nu$-regressive class of functions on $T_{\kappa}$ to be

$$
\mathcal{R}_{\nu}=\{p: \mathbb{T} \rightarrow \mathbb{R} \quad \text { is } \quad \text { Id-continuous and } \quad \nu \text {-regressive }\} .
$$

Definition 1.2.9 (See [23]). For $\epsilon>0$, the (nabla) exponential function $\hat{e}_{\epsilon}\left(\cdot, t_{0}\right)$ : $\mathbb{T} \rightarrow \mathbb{R}$ is defined as the unique solution to the initial value problem

$$
x^{\nabla}(t)=\epsilon x(t), \quad x\left(t_{0}\right)=1
$$

More explicitly, the exponential function $\hat{e}_{\epsilon}\left(\cdot, t_{0}\right): \mathbb{T} \rightarrow \mathbb{R}$ is given by the formula

$$
\hat{e}_{\epsilon}\left(t, t_{0}\right)=\exp \left(\int_{t_{0}}^{t} \hat{\xi}_{\epsilon}(\nu(s)) \nabla s\right)
$$

where for $h \geq 0$ we define $\hat{\xi}_{\epsilon}(h)$ as

$$
\hat{\xi}_{\epsilon}(h)= \begin{cases}\epsilon & \text { if } h=0 \\ -\frac{\log (1-h \epsilon)}{h} & \text { otherwise }\end{cases}
$$

where $\log$ is the principal logarithm function.
Theorem 1.2.9 (See [23]). Let $p \in \mathcal{R}_{\nu}$ and $s, t, r \in \mathbb{T}$. Then
(1) $\hat{e}_{0}(t, s) \equiv 1$ and $\hat{e}_{p}(t, t) \equiv 1$;
(2) $\hat{e}_{p}(\rho(t), s)=(1-\nu(t) p(t)) \hat{e}_{p}(t, s)$;
(3) $\hat{e}_{\ominus p}(t, s)=\frac{1}{\hat{e}_{p}(t, s)}$;
(4) $\hat{e}_{p}(t, s)=\frac{1}{\hat{e}_{p}(s, t)}=\hat{e}_{\ominus p}(s, t)$;
(5) $\hat{e}_{p}(t, s) \hat{e}_{p}(s, r)=\hat{e}_{p}(t, r)$;
(6) $\left(\frac{1}{\hat{e}_{p}(t, s)}\right)^{\nabla}=\frac{-p(t)}{\hat{e}_{p}^{p}(t, s)}$.

Definition 1.2.10. A function $f: \mathbb{T}_{\kappa} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is called a $\nabla$-Carathéodory function if the three following conditions hold:
(i) the map $t \rightarrow f(t, x)$ is $\nabla$-measurable for every $x \in \mathbb{R}^{n}$;
(ii) the map $x \rightarrow f(t, x)$ is continuous $\nabla$ a.e. $t \in \mathbb{T}_{\kappa}$;
(iii) for every $R>0$, there exists a function $h_{R} \in L_{\nabla}^{1}\left(\mathbb{T}_{\kappa},[0, \infty)\right)$ such that $\|f(t, x)\| \leq$ $h_{R}(t) \quad \nabla$ a.e. $t \in \mathbb{T}_{\kappa}$ and for every $x \in \mathbb{R}^{n}$ such that $\|x\| \leq R$.

We recall the notion of Sobolev's space for functions defined on a bounded time scale $\mathbb{T}$.

Definition 1.2.11. We say that a function $u: \mathbb{T} \rightarrow \mathbb{R}$ belongs to $W_{\nabla}^{1,1}(\mathbb{T})$ if and only if $u \in L_{\nabla}^{1}\left(\mathbb{T}^{\circ}\right)$ and there exists a function $g: \mathbb{T}_{\kappa} \rightarrow \mathbb{R}$ such that $g \in L_{\nabla}^{1}\left(\mathbb{T}^{\circ}\right)$ and

$$
\begin{equation*}
\int_{\mathbb{T}^{\circ}} u(s) \phi^{\nabla}(s) \nabla s=-\int_{\mathbb{T}^{\circ}} g(s) \phi(\sigma(s)) \nabla s \quad \text { for every } \phi \in C_{0, l d}^{1}(\mathbb{T}) \tag{1.5}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{0, l d}^{1}(\mathbb{T}):=\left\{f: \mathbb{T} \rightarrow \mathbb{R} ; f \in C_{l d}^{1}(\mathbb{T}), f(a)=0=f(b)\right\} \tag{1.6}
\end{equation*}
$$

We say that a function $f: \mathbb{T} \rightarrow \mathbb{R}^{n}$ is in the set $W_{\nabla}^{1,1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$ if each of its components $f_{i}$ are in $W_{\nabla}^{1,1}(\mathbb{T})$.

### 1.3 Preliminaries on a local fractional derivative

We consider fractional derivatives in the conformable sense 43].
Definition 1.3.1 (Conformable fractional derivative [43]). Let $\alpha \in(0,1)$ and $f$ : $[0, \infty) \rightarrow \mathbb{R}$. The conformable fractional derivative of $f$ of order $\alpha$ is defined by $T_{\alpha}(f)(t):=\lim _{\epsilon \rightarrow 0} \frac{f\left(t+\epsilon t^{1-\alpha}\right)-f(t)}{\epsilon}$ for all $t>0$. Often, we write $f^{(\alpha)}$ instead of $T_{\alpha}(f)$ to denote the conformable fractional derivative of $f$ of order $\alpha$. In addition, if the conformable fractional derivative of $f$ of order $\alpha$ exists, then we simply say that $f$ is $\alpha$-differentiable. If $f$ is $\alpha$-differentiable in some $t \in(0, a), a>0$, and $\lim _{t \rightarrow 0^{+}} f^{(\alpha)}(t)$ exists, then we define $f^{(\alpha)}(0):=\lim _{t \rightarrow 0^{+}} f^{(\alpha)}(t)$.

Theorem 1.3.1 (See [43]). Let $\alpha \in(0,1]$ and assume $f, g$ to be $\alpha$-differentiable. Then,

1. $T_{\alpha}(a f+b g)=a T_{\alpha}(f)+b T_{\alpha}(g)$ for all $a, b \in \mathbb{R}$;
2. $T_{\alpha}(f g)=f T_{\alpha}(g)+g T_{\alpha}(f)$;
3. $T_{\alpha}(f / g)=\left(g T_{\alpha}(f)-f T_{\alpha}(g)\right) / g^{2}$.

If, in addition, $f$ is differentiable at a point $t>0$, then $T_{\alpha}(f)(t)=t^{1-\alpha} \frac{d f}{d t}(t)$.
Remark 1.3.1. From Theorem 1.3.1 it follows that if $f \in C^{1}$, then one has

$$
\lim _{\alpha \rightarrow 1} T_{\alpha}(f)(t)=f^{\prime}(t)
$$

and

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0} T_{\alpha}(f)(t)=t f^{\prime}(t) \tag{1.7}
\end{equation*}
$$

So $T_{\alpha}(f)$ is "conformable" in the sense it coincides with $f^{\prime}$ in the case $\alpha \rightarrow 1$ and satisfies similar properties to the integer-order calculus. Note that the property $\lim _{\alpha \rightarrow 0} T_{\alpha}(f) \neq f$ is not uncommon in fractional calculus, both for local and nonlocal operators: see, e.g., the local fractional derivative of [40, 41], for which property (1.7) also holds [7]; and the classical nonlocal Marchaud fractional derivative, which
is zero when $\alpha \rightarrow 0$ [52]. Note, however, that we only have $T_{\alpha}(f)(t)=t^{1-\alpha} f^{\prime}(t)$ in case $f$ is differentiable. If one considers a function that is not differentiable at a point $t$, then the conformable derivative is not $t^{1-\alpha} f^{\prime}(t)$. For applications we refer the reader to [28].

Example 1.3.1. Let $\alpha \in(0,1]$. Functions $f(t)=t^{p}, p \in \mathbb{R}, g(t) \equiv \lambda, \lambda \in \mathbb{R}$, $h(t)=e^{c t}, c \in \mathbb{R}$, and $\beta(t)=e^{\frac{1}{\alpha} t^{\alpha}}$, are $\alpha$-differentiable with conformable fractional derivatives of order $\alpha$ given by

1. $T_{\alpha}(f)(t)=p t^{p-\alpha}$;
2. $T_{\alpha}(g)(t)=0$;
3. $T_{\alpha}(h)(t)=c t^{1-\alpha} e^{c t}$;
4. $T_{\alpha}(\beta)(t)=e^{\frac{1}{\alpha} t^{\alpha}}$.

Remark 1.3.2. Differentiability implies $\alpha$-differentiability but the contrary is not true: a nondifferentiable function can be $\alpha$-differentiable. For a discussion of this issue see 43].

Definition 1.3.2 (Conformable fractional integral [43]). Let $\alpha \in(0,1)$ and $f$ : $[a, \infty) \rightarrow \mathbb{R}$. The conformable fractional integral of $f$ of order $\alpha$ from a to $t$, denoted by $I_{\alpha}^{a}(f)(t)$, is defined by

$$
I_{\alpha}^{a}(f)(t):=\int_{a}^{t} \frac{f(\tau)}{\tau^{1-\alpha}} d \tau
$$

where the above integral is the usual improper Riemann integral.
Theorem 1.3.2 (See [43]). If $f$ is a continuous function in the domain of $I_{\alpha}^{a}$, then $T_{\alpha}\left(I_{\alpha}^{a}(f)\right)(t)=f(t)$ for all $t \geq a$.

Notation 1.3.1. Let $0<a<b$. We denote by ${ }_{\alpha} \mathfrak{J}_{a}^{b}[f]$ the value of the integral $\int_{a}^{b} \frac{f(t)}{t^{1-\alpha}} d t$, that is, $\alpha \mathfrak{J}_{a}^{b}[f]:=I_{\alpha}^{a}(f)(b)$.

Proposition 1.3.1. Assume $f \in L^{1}([a, b], \mathbb{R}), 0<a<b$. Then $\left|{ }_{\alpha} \mathfrak{J}_{a}^{b}[f]\right| \leq{ }_{\alpha} \mathfrak{J}_{a}^{b}[|f|]$.

Proof. Let $f \in L^{1}([a, b], \mathbb{R})$. Then,

$$
\left|\alpha \widetilde{\mathfrak{V}}_{a}^{b}[f]\right|=\left|\int_{a}^{b} \frac{f(t)}{t^{1-\alpha}} d t\right| \leq \int_{a}^{b}\left|\frac{f(t)}{t^{1-\alpha}}\right| d t=\int_{a}^{b} \frac{|f(t)|}{t^{1-\alpha}} d t
$$

Therefore, $\left|{ }_{\alpha} \mathfrak{J}_{a}^{b}[f]\right| \leq{ }_{\alpha} \mathfrak{J}_{a}^{b}[|f|]$ and the proposition is proved.

Notation 1.3.2. We denote by $C^{(\alpha)}([a, b], \mathbb{R}), 0<a<b, \alpha>0$, the set of all real-valued functions $f:[a, b] \rightarrow \mathbb{R}$ that are $\alpha$-differentiable and for which the $\alpha$ derivative is continuous. We often abbreviate $C^{(\alpha)}([a, b], \mathbb{R})$ by $C^{(\alpha)}([a, b])$.

The next lemma is a consequence of the conformable mean value theorem proved in [43] by noting the discussion under Definition 2.1 in [1]. Note that $r(b)-r(a)=$ $I_{\alpha}^{a}\left(r^{(\alpha)}\right)(b)$ follows from Lemma 2.8 in [1].

Lemma 1.3.1. Let $r \in C^{(\alpha)}([a, b]), 0<a<b$, such that $r^{(\alpha)}(t)<0$ on $\{t \in[a, b]: r(t)>0\}$. If $r(a) \leq 0$, then $r(t) \leq 0$ for every $t \in[a, b]$.

Proof. Suppose the contrary. If there exists $t \in[a, b]$ such that $r(t)>0$, then there exists $t_{\circ} \in[a, b]$ such that $r\left(t_{\circ}\right)=\max _{a \leq t \leq b}(r(t))>0$ because $r \in C^{(\alpha)}([a, b])$ and $r(t)>0$. There are two cases. (i) If $t_{\circ}>a$, then there exists an interval $\left[t_{1}, t_{\mathrm{o}}\right]$ included in $\left[a, t_{0}\right]$ such that $r(t)>0$ for all $t \in\left[t_{1}, t_{0}\right]$. It follows from the assumption $r^{(\alpha)}(t)<0$ for all $t \in\left[t_{1}, t_{\circ}\right]$ and Lemma 2.8 of [1] that $I_{\alpha}^{t_{1}}\left(r^{(\alpha)}\right)\left(t_{\circ}\right)=r\left(t_{\circ}\right)-r\left(t_{1}\right)<$ 0 , which contradicts the fact that $r\left(t_{\circ}\right)$ is a maximum. (ii) If $t_{\circ}=a$, then $r\left(t_{0}\right)>0$ is impossible from hypothesis.

Theorem 1.3.3. If $g \in L^{1}([a, b])$, then function $x:[a, b] \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
x(t):=e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\left(e^{\frac{1}{\alpha}} x_{0}+{ }_{\alpha} \mathfrak{J}_{a}^{t}\left[\frac{g(s)}{e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}}\right]\right) \tag{1.8}
\end{equation*}
$$

is solution to problem

$$
\left\{\begin{array}{l}
x^{(\alpha)}(t)+\frac{1}{a^{\alpha}} x(t)=g(t), \quad t \in[a, b], \quad a>0 \\
x(a)=x_{0}
\end{array}\right.
$$

Proof. Let $x:[a, b] \rightarrow \mathbb{R}$ be the function defined by 1.8 . We know from Theorems 1.3.1 and 1.3.2 that

$$
\begin{aligned}
x^{(\alpha)}(t) & =t^{1-\alpha}\left(-\frac{1}{\alpha}\left(\frac{1}{a}\right)^{\alpha} \alpha t^{\alpha-1}\right) e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\left(e^{\frac{1}{\alpha}} x_{0}+{ }_{\alpha} \mathfrak{J}_{a}^{t}\left[\frac{g(s)}{e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}}\right]\right)+e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\left(\frac{g(t)}{e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}}\right) \\
& =-\left(\frac{1}{a}\right)^{\alpha} e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\left(e^{\frac{1}{\alpha}} x_{0}+{ }_{\alpha} \mathfrak{J}_{a}^{t}\left[\frac{g(s)}{\left.\left.e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}\right]\right)+g(t)}\right.\right. \\
& =-\left(\frac{1}{a}\right)^{\alpha} x(t)+g(t) .
\end{aligned}
$$

We just obtained that $x^{(\alpha)}(t)+\left(\frac{1}{a}\right)^{\alpha} x(t)=g(t)$. On the other hand,

$$
x(a)=e^{-\frac{1}{\alpha}\left(\frac{a}{a}\right)^{\alpha}}\left(e^{\frac{1}{\alpha}} x_{0}+{ }_{\alpha} \tilde{\mathfrak{J}}_{a}^{a}\left[\frac{g(s)}{e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}}\right]\right)=e^{-\frac{1}{\alpha}}\left(e^{\frac{1}{\alpha}} x_{0}+0\right)=x_{0}
$$

and the proof is complete.

Theorem 1.3.3 is enough for our purposes. It should be mentioned, however, that it can be generalized by benefiting from Lemma 2.8 in [1] with its higher-order version [1, Proposition 2.9].

Theorem 1.3.4. If $g \in L^{1}([a, b])$ and $p(t)$ is continuous on $[a, b]$, then the function $x:[a, b] \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
x(t)=\frac{1}{\mu(t)}\left(x(a) \mu(a)+I_{\alpha}^{a}(\mu g)(t)\right) \tag{1.9}
\end{equation*}
$$

is a solution to the linear conformable equation

$$
\begin{equation*}
x^{(\alpha)}(t)+p(t) x(t)=g(t), \quad x(a)=x_{0}, \quad a>0 . \tag{1.10}
\end{equation*}
$$

Proof. Consider the integrating factor function $\mu(t)=e^{I_{\alpha}^{a}(p)(t)}$. Then, by means of item (3) of Example 1.3.1 and the Chain Rule [1, Theorem 2.11], one can see that $\mu^{(\alpha)}(t)=p(t) \mu(t)$. Then, multiply 1.10) by function $\mu(t)$. By means of the product rule (item (2) of Theorem 1.3.1), 1.10) turns to

$$
\begin{equation*}
(x(t) \mu(t))^{(\alpha)}=\mu(t) g(t) \tag{1.11}
\end{equation*}
$$

Apply $I_{\alpha}^{a}$ to (1.11) and use Lemma 2.8 in [1] to conclude that (1.9) holds.

Theorem 1.3.3 follows as a corollary from Theorem 1.3 .4 by putting $\mu(t)=e^{\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}$ and $p(t)=e^{\frac{1}{\alpha}}$.

Proposition 1.3.2. If $x:(0, \infty) \rightarrow \mathbb{R}$ is $\alpha$-differentiable at $t \in[a, b]$, then $|x(t)|^{(\alpha)}=$ $\frac{x(t) x^{\alpha}(t)}{|x(t)|}$.

Proof. From Definition 1.3.1 we have

$$
\begin{aligned}
|x(t)|^{(\alpha)} & =\lim _{\epsilon \rightarrow 0} \frac{\left|x\left(t+\epsilon t^{1-\alpha}\right)\right|-|x(t)|}{\epsilon} \\
& =\lim _{\epsilon \rightarrow 0} \frac{x\left(t+\epsilon t^{1-\alpha}\right)^{2}-x(t)^{2}}{\epsilon\left(\left|x\left(t+\epsilon t^{1-\alpha}\right)\right|+|x(t)|\right)} \\
& =\lim _{\epsilon \rightarrow 0}\left[\frac{x\left(t+\epsilon t^{1-\alpha}\right)^{2}-x(t)^{2}}{\epsilon} \cdot \frac{1}{\left|x\left(t+\epsilon t^{1-\alpha}\right)\right|+|x(t)|}\right] \\
& =\left[x(t)^{2}\right]^{(\alpha)} \frac{1}{2|x(t)|} \\
& =2 x(t) x^{(\alpha)}(t) \frac{1}{2|x(t)|},
\end{aligned}
$$

which proves the intended relation.

## Chapter 2

## Existence of solution to a nonlinear first-order dynamic equation on time scales

In this chapter we prove existence of solution to the following systems:

$$
\left\{\begin{array}{l}
x^{\nabla}(t)=f(t, x(t)), \quad t \in \mathbb{T}_{k},  \tag{2.1}\\
x(b)=x(a)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
x^{\nabla}(t)=f\left(t, x(\rho(t)), \quad \nabla \text { a.e. } t \in \mathbb{T}_{k},\right.  \tag{2.2}\\
x \in(B C)
\end{array}\right.
$$

Here $\mathbb{T}$ is an arbitrary bounded time scale, where we denote $a:=\min \mathbb{T}, b:=\max \mathbb{T}$, $\mathbb{T}^{\circ}=\mathbb{T} \backslash\{a\}$, and in (2.2) $f: \mathbb{T}^{\circ} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a $\nabla$-Carathéodory (resp. in (2.1) is a continuous) function and $(B C)$ denotes one of the following boundary conditions:

$$
\begin{equation*}
x(b)=x_{0} \tag{2.3}
\end{equation*}
$$

or

$$
\begin{equation*}
x(b)=x(a) . \tag{2.4}
\end{equation*}
$$

The original results of this chapter are published in [12].

### 2.1 Main Result

### 2.1.1 Existence of solution to the system (2.1).

In this section we prove existence of solution to problem (2.1). A solution of this problem is a function $x \in C_{l d}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$ satisfying (2.1). Let us recall that $\mathbb{T}$ is bounded with $a=\min \mathbb{T}$ and $b=\max \mathbb{T}$.

Proposition 2.1.1. If $g \in C_{l d}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$, then the function $x: \mathbb{T} \rightarrow \mathbb{R}^{n}$ defined by

$$
x(t)=\hat{e}_{1}(t, b)\left[\frac{\hat{e}_{1}(a, b)}{\hat{e}_{1}(a, b)-1} \int_{(a, b] \cap \mathbb{T}} \frac{g(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s-\int_{(t, b] \cap \mathbb{T}} \frac{g(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s\right]
$$

is solution to the problem

$$
\begin{gather*}
x^{\nabla}(t)-x(t)=g(t), \quad t \in \mathbb{T}_{\kappa},  \tag{2.5}\\
x(a)=x(b) .
\end{gather*}
$$

Proof. We check (2.5) for each pair $\left(x_{i}, g_{i}\right), i \in\{1,2, \ldots, n\}$, by direct calculation. To simplify notation, we omit the indices $i$ and we write

$$
k=\frac{\hat{e}_{1}(a, b)}{\hat{e}_{1}(a, b)-1} \int_{(a, b] \cap \mathbb{T}} \frac{g(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s
$$

From Theorem 1.2.2, we have that

$$
\begin{aligned}
& x^{\nabla}(t)-x(t) \\
& =\hat{e}_{1}(t, b) k-\hat{e}_{1}(t, b) \int_{(a, b] \cap \mathbb{T}} \frac{g(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s \\
& +\hat{e}_{1}(\rho(t), b) \frac{g(t)}{\hat{e}_{1}(\rho(t), b)}-\hat{e}_{1}(t, b) k+\hat{e}_{1}(t, b) \int_{(a, b] \cap \mathbb{T}} \frac{g(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s \\
& =g(t)
\end{aligned}
$$

for all $t \in \mathbb{T}_{\kappa}$. It is easy to verify that $x(a)=x(b)$.

Lemma 2.1.1. Let $r \in C_{l d}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$ be a function such that $r^{\nabla}(t)<0$ for all $t \in\{t \in$ $\left.\mathbb{T}_{\kappa} ; r(t)>0\right\}$. If $r(b) \geq r(a)$, then $r(t) \leq 0$ for all $t \in \mathbb{T}$.

Proof. Suppose that there exists a $t \in \mathbb{T}$ such that $r(t)>0$. Then there exists a $t_{0} \in \mathbb{T}$ such that $r\left(t_{0}\right)=\max _{t \in \mathbb{T}}(r(t)>0)$. If $\rho\left(t_{0}\right)<t_{0}$, then

$$
r^{\nabla}\left(t_{0}\right)=\frac{r\left(\rho\left(t_{0}\right)\right)-r\left(t_{0}\right)}{\rho\left(t_{0}\right)-t_{0}} \geq 0
$$

which contradicts the hypothesis. If $t_{0}>a$ and $t_{0}=\rho\left(t_{0}\right)$, then there exists an interval $\left[t_{1}, t_{0}\right]$ such that $r(t)>0$ for all $t \in\left[t_{1}, t_{0}\right]$. Thus

$$
\int_{t_{1}}^{t_{0}} r^{\nabla}(s) \nabla s=r\left(t_{0}\right)-r\left(t_{1}\right)<0
$$

which contradicts the maximality of $r\left(t_{0}\right)$. Finally, if $t_{0}=a$, then by hypothesis $r(b) \geq r(a)$ gives $r(a)=r(b)$. Taking $t_{0}=b$, one can check that $r(b) \leq 0$ by using previous steps of the proof. The lemma is proved.

We introduce the notion of tube solution for problem (2.1) as follows.
Definition 2.1.1. Let $(v, M) \in C_{l d}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right) \times C_{l d}^{1}(\mathbb{T},[0,+\infty[)$. We say that $(v, M)$ is a tube solution of (2.1) if

1. $\left\langle x-v(t), f(t, x(t))-v^{\nabla}(t)\right\rangle+M(t)\|x-v(t)\| \leq M(t) M^{\nabla}(t)$ for every $t \in \mathbb{T}_{\kappa}$ and for every $x \in \mathbb{R}^{n}$ such that $\|x-v(t)\|=M(t) ;$
2. $v^{\nabla}(t)=f(t, v(t))$ and $\|x-v(t)\|-M^{\nabla}(t)<0$ for every $t \in \mathbb{T}_{\kappa}$ such that $M(t)=0 ;$
3. $\|v(a)-v(b)\| \leq M(a)-M(b)$.

Let $\mathbf{T}(v, M):=\left\{x \in C_{l d}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right):\|x(t)-v(t)\| \leq M(t)\right.$ for every $\left.t \in \mathbb{T}\right\}$. We consider the following problem:

$$
\begin{gather*}
x^{\nabla}(t)-x(t)=f(t, \hat{x}(t))-\hat{x}(t), \quad t \in \mathbb{T}_{\kappa},  \tag{2.6}\\
x(a)=x(b),
\end{gather*}
$$

where

$$
\hat{x}(t)= \begin{cases}\frac{M(t)}{\|x(t)-v(t)\|}(x(t)-v(t))+v(t) & \text { if }\|x(t)-v(t)\|>M(t) \\ x(t) & \text { otherwise }\end{cases}
$$

Let us define the operator $\mathbf{T}_{\hat{p}}: C\left(\mathbb{T}, \mathbb{R}^{n}\right) \rightarrow C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ by

$$
\begin{aligned}
& \mathbf{T}_{\hat{p}}(x)(t)=\hat{e}_{1}(t, b)\left[\frac{\hat{e}_{1}(a, b)}{\hat{e}_{1}(a, b)-1} \int_{(a, b] \cap \mathbb{T}} \frac{f(s, \hat{x}(s))-\hat{x}(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s\right. \\
& \left.-\int_{(t, b] \cap \mathbb{T}} \frac{f(s, \hat{x}(s))-\hat{x}(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s\right] .
\end{aligned}
$$

Proposition 2.1.2. If $(v, M) \in C_{l d}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right) \times C_{l d}^{1}(\mathbb{T},[0,+\infty[)$ is a tube solution of (2.1), then $\mathbf{T}_{\hat{p}}: C\left(\mathbb{T}, \mathbb{R}^{n}\right) \rightarrow C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ is compact.

Proof. We first prove the continuity of the operator $\mathbf{T}_{\hat{p}}$. Let $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of $C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ converging to $x \in C\left(\mathbb{T}, \mathbb{R}^{n}\right)$. By proposition 1.2.1,

$$
\begin{aligned}
& \left\|\mathbf{T}_{\hat{p}}\left(x_{n}\right)(t)-\mathbf{T}_{\hat{p}}(x)(t)\right\| \\
& \quad \leq(1+c)\left\|\hat{e}_{1}(t, b)\right\|\left\|\int_{(a, b] \cap \mathbb{T}} \frac{f\left(s, \hat{x}_{n}(s)\right)-f(s, \hat{x}(s))-\left(\hat{x}_{n}(s)-\hat{x}(s)\right)}{\hat{e}_{1}(\rho(s), b)} \nabla s\right\| \\
& \quad \leq \frac{k(1+c)}{M}\left(\int_{(a, b] \cap \mathbb{T}}\left\|f\left(s, \hat{x}_{n}(s)\right)-f(s, \hat{x}(s))\right\|+\left\|\hat{x}_{n}(s)-\hat{x}(s)\right\| \nabla s\right),
\end{aligned}
$$

where $k:=\max _{t \in \mathbf{T}}\left|\hat{e}_{1}(t, b)\right|, M:=\min _{t \in \mathbf{T}}\left(\hat{e}_{1}(t, b)\right)$, and $c:=\left\|\frac{\hat{e}_{1}(a, b)}{\hat{e}_{1}(a, b)-1}\right\|$. Since there is a constant $R>0$ such that $\|\hat{x}\|_{C\left(\mathbb{T}, \mathbb{R}^{n}\right)}<R$, there exists an index $N$ such that $\left\|\hat{x}_{n}\right\|_{C\left(\mathbb{T}, \mathbb{R}^{n}\right)}<R$ for all $n>N$. Thus $f$ is uniformly continuous on $\mathbb{T}_{\kappa} \times B_{R}(0)$. Therefore, for $\epsilon>0$ given, there is a $\delta>0$ such that for all $x, y \in \mathbb{R}^{n}$, where

$$
\|x-y\|<\delta<\frac{\epsilon M}{2 k(1+c)(b-a)}
$$

one has

$$
\|f(s, y)-f(s, x)\|<\frac{\epsilon M}{2 k(1+c)(b-a)}
$$

By assumption, for all $s \in \mathbb{T}_{\kappa}$ it is possible to find an index $\hat{N}>N$ such that $\left\|\hat{x}_{n}-\hat{x}\right\|_{C\left(\mathbb{T}, \mathbb{R}^{n}\right)}<\delta$ for $n>\hat{N}$. In this case,

$$
\left\|\mathbf{T}_{\hat{p}}\left(x_{n}\right)(t)-\mathbf{T}_{\hat{p}}(x)(t)\right\| \leq \frac{2 k(1+c)}{M} \int_{[a, b) \cap \mathbb{T}} \frac{\epsilon M}{2 k(1+c)(b-a)} \nabla s \leq \epsilon .
$$

This proves the continuity of $\mathbf{T}_{\hat{p}}$. We now show that the set $\mathbf{T}_{\hat{p}}\left(C\left(\mathbb{T}, \mathbb{R}^{n}\right)\right)$ is relatively compact. Consider a sequence $\left\{y_{n}\right\}_{n \in \mathbb{N}}$ of $\mathbf{T}_{\hat{p}}\left(C\left(\mathbb{T}, \mathbb{R}^{n}\right)\right)$ for all $n \in \mathbb{N}$. It exists $x_{n} \in C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ such that $y_{n}=\mathbf{T}_{\hat{p}}\left(x_{n}\right)$. From Proposition 1.2.1 one has

$$
\left\|\mathbf{T}_{\hat{p}}\left(x_{n}\right)(t)\right\| \leq \frac{k(1+c)}{M}\left(\int_{[a, b) \cap \mathbb{T}}\left\|f\left(s, \hat{x}_{n}(s)\right)\right\| \nabla s+\int_{[a, b) \cap \mathbb{T}}\left\|\hat{x}_{n}(s)\right\| \nabla s\right) .
$$

By definition, there is an $R>0$ such that $\left\|\hat{x}_{n}(s)\right\| \leq R$ for all $s \in \mathbb{T}$ and all $n \in \mathbb{N}$. Function $f$ is compact on $\mathbb{T}_{\kappa} \times B_{R}(0)$ and we deduce the existence of a constant $A>0$ such that $\| f\left(s, \hat{x}_{n}(s) \| \leq A\right.$ for all $s \in \mathbb{T}_{\kappa}$ and all $n \in \mathbb{N}$. The sequence $\left\{y_{n}\right\}_{n} \in \mathbb{N}$ is uniformly bounded. Note also that

$$
\begin{aligned}
& \left\|\mathbf{T}_{\hat{p}}\left(x_{n}\right)\left(t_{2}\right)-\mathbf{T}_{\hat{p}}\left(x_{n}\right)\left(t_{1}\right)\right\| \leq B\left\|\hat{e}_{1}\left(t_{2}, b\right)-\hat{e}_{1}\left(t_{1}, b\right)\right\| \\
+ & k\left\|\int_{(a, b] \cap \mathbb{T}} \frac{f\left(s, \hat{x}_{n}(s)\right)-\hat{x}_{n}(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s\right\|<B\left\|\hat{e}_{1}\left(t_{2}, b\right)-\hat{e}_{1}\left(t_{1}, b\right)\right\|+\frac{k(A+R)}{M}\left|t_{2}-t_{1}\right|
\end{aligned}
$$

for $t_{1}, t_{2} \in \mathbb{T}$, where $B$ is a constant that can be chosen such that it is higher than

$$
\sup _{n \in \mathbb{N}}\left\|\frac{\hat{e}_{1}(a, b)}{\hat{e}_{1}(a, b)-1} \int_{(a, b] \cap \mathbb{T}} \frac{f\left(s, \hat{x}_{n}(s)\right)-\hat{x}_{n}(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s+\int_{(t, b] \cap \mathbb{T}} \frac{f\left(s, \hat{x}_{n}(s)\right)-\hat{x}_{n}(s)}{\hat{e}_{1}(\rho(s), b)} \nabla s\right\| .
$$

This proves that the sequence $\left\{y_{n}\right\}_{n \in \mathbb{N}}$ is equicontinuous. It follows from the ArzelàAscoli theorem, adapted to our context, that $\mathbf{T}_{\hat{p}}\left(C\left(\mathbb{T}, \mathbb{R}^{n}\right)\right)$ is relatively compact. Hence $\mathbf{T}_{\hat{p}}$ is compact.

Theorem 2.1.1. If $(v, M) \in C_{l d}^{1}\left(\mathbb{T},\left[0,+\infty[) \times C_{l d}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)\right.\right.$ is a tube solution of (2.1), then problem (2.1) has a solution $x \in C_{l d}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right) \cap \mathbf{T}(v, M)$.

Proof. By Proposition 2.1.2, $\mathbf{T}_{\hat{p}}$ is compact. It has a fixed point by Schauder's fixed point theorem. Proposition 2.1.1 implies that this fixed point is a solution to problem (2.6). Then it suffices to show that for every solution $x$ of (2.6) one has $x \in \mathbf{T}(v, M)$. Consider the set $A=\left\{t \in \mathbb{T}_{\kappa}:\|x(t)-v(t)\|>M(t)\right\}$. If $t \in A$ is left dense, then by virtue of Example 1.2.1 we have

$$
(\|x(t)-v(t)\|-M(t))^{\nabla}=\frac{\left\langle x(t)-v(t), x^{\nabla}(t)-v^{\nabla}(t)\right\rangle}{\|x(t)-v(t)\|}-M^{\nabla}(t)
$$

If $t \in A$ is left scattered, then

$$
\begin{aligned}
(\| x(t)- & v(t) \|-M(t))^{\nabla}=\|x(t)-v(t)\|^{\nabla}-M^{\nabla}(t) \\
& =\frac{\|x(t)-v(t)\|^{2}-\|x(t)-v(t)\|\|x(\rho(t))-v(\rho(t))\|}{\nu(t)\|x(t)-v(t)\|}-M^{\nabla}(t) \\
& \leq \frac{\langle x(t)-v(t), x(t)-v(t)-x(\rho(t))+v(\rho(t))\rangle}{\nu(t)\|x(t)-v(t)\|}-M^{\nabla}(t) \\
& =\frac{\left\langle x(t)-v(t),[f(t, \hat{x}(t))-\hat{x}(t)+x(t)]-v^{\nabla}(t)\right\rangle}{\|x(t)-v(t)\|}-M^{\nabla}(t) .
\end{aligned}
$$

We will show that if $t \in A$, then $(\|x(t)-v(t)\|-M(t))^{\nabla}<0$. If $t \in A$ and $M(t)>0$, then

$$
\begin{aligned}
(\| x(t)- & v(t) \|-M(t))^{\nabla}=\|x(t)-v(t)\|^{\nabla}-M^{\nabla}(t) \\
& =\frac{\|x(t)-v(t)\|^{2}-\|x(t)-v(t)\|\|x(\rho(t))-v(\rho(t))\|}{\nu(t)\|x(t)-v(t)\|}-M^{\nabla}(t) \\
& \leq \frac{\langle x(t)-v(t), x(t)-v(t)-x(\rho(t))+v(\rho(t))\rangle}{\nu(t)\|x(t)-v(t)\|}-M^{\nabla}(t) \\
& =\frac{\left\langle x(t)-v(t), x^{\nabla}(t)-v^{\nabla}(t)\right\rangle}{\|x(t)-v(t)\|}-M^{\nabla}(t) \\
& =\frac{\left\langle x(t)-v(t), f(t, \hat{x}(t))-v^{\nabla}(t)\right\rangle}{\|x(t)-v(t)\|}+\frac{\langle x(t)-v(t),-\hat{x}(t)+x(t)\rangle}{\|x(t)-v(t)\|}-M^{\nabla}(t) \\
& =\frac{\left\langle\hat{x}^{\nabla}(t)-v(t), f(t, \hat{x}(t))-v^{\nabla}(t)\right\rangle}{M(t)}-M(t)+\|x(t)-v(t)\|-M^{\nabla}(t) \\
& \leq \frac{M(t) M^{\nabla}(t)-M(t)\|x(t)-v(t)\|}{M(t)}-M(t)+\|x(t)-v(t)\|-M^{\nabla}(t) \\
& =-M(t)<0 .
\end{aligned}
$$

In addition, if $M(t)=0$, then

$$
\begin{gathered}
(\|x(t)-v(t)\|-M(t))^{\nabla}=\frac{\left\langle x(t)-v(t), f(t, \hat{x}(t))+[x(t)-\hat{x}(t)]-v^{\nabla}(t)\right\rangle}{\|x(t)-v(t)\|}-M^{\nabla}(t) \\
\leq \frac{\left\langle x(t)-v(t), f(t, v(t))-v^{\nabla}(t)\right\rangle}{\|x(t)-v(t)\|}+\|x(t)-v(t)\|-M^{\nabla}(t)<0 .
\end{gathered}
$$

If we set $r(t):=\|x(t)-v(t)\|-M(t)$, then $r^{\nabla}(t)<0$ for every $t \in\left\{t \in \mathbb{T}_{\kappa}, r(t)>0\right\}$. Moreover, since $(v, M)$ is a tube solution of (2.1), one has

$$
r(a)-r(b) \leq\|v(a)-v(b)\|-(M(a)-M(b)) \leq 0
$$

and thus the hypotheses of Lemma 2.1.1 are satisfied, which proves the theorem.
Example 2.1.1. Consider the following boundary value problem on time scales:

$$
\begin{gather*}
x^{\nabla}(t)=a_{1}\|x(t)\|^{2} x(t)-a_{2} x(t)+a_{3} \varphi(t), \quad t \in \mathbb{T}_{\kappa},  \tag{2.7}\\
x(a)=x(b)
\end{gather*}
$$

where $a_{1}, a_{2}, a_{3} \geq 0$ are nonnegative real constants chosen such that $a_{2} \geq a_{1}+a_{3}+1$ and $\varphi: \mathbb{T}_{\kappa} \rightarrow \mathbb{R}^{n}$ is a continuous function satisfying $\|\varphi(t)\|=1$ for every $t \in \mathbb{T}_{\kappa}$. It
is easy to check that $(v, M) \equiv(0,1)$ is a tube solution. By Theorem 2.1.1, problem (2.7) has a solution $x$ such that $\|x(t)\| \leq 1$ for every $t \in \mathbb{T}$.

In the following section we prove existence of solution to problem (2.2).

### 2.1.2 Existence of solution to the system (2.2)

We introduce the notion of tube solution for system (2.2).
Definition 2.1.2. Let $(v, M) \in W_{\nabla}^{1,1}\left(\mathbb{T}, \mathbb{R}^{n}\right) \times W_{\nabla}^{1,1}(\mathbb{T},[0, \infty))$. We say that $(v, M)$ is a tube solution of (2.2) if
(i) $\left\langle x-v(\rho(t)), f(t, x)-v^{\nabla}(t)\right\rangle \leq M(t) M^{\nabla}(t) \nabla$ a.e. $t \in \mathbb{T}^{\circ}$ and for all $x \in \mathbb{R}^{n}$ such that $\|x-v(\rho(t))\|=M(\rho(t)) ;$
(ii) $v^{\nabla}(t)=f(t, v(\rho(t))) \nabla$ a.e. $t \in \mathbb{T}^{\circ}$ such that $M(\rho(t))=0$;
(iii) $M(t)=0$ for all $t \in \mathbb{T}^{\circ}$ such that $M(\rho(t))=0$;
(iv) if $(B C)$ denotes (2.3), then $\left\|x_{0}-v(a)\right\| \leq M(b)$; if $(B C)$ denotes (2.4), then $\|v(b)-v(a)\| \leq M(b)-M(a)$.

We denote

$$
\begin{equation*}
\mathrm{T}(v, M)=\left\{x \in W_{\nabla}^{1,1}\left(\mathbb{T}, \mathbb{R}^{n}\right):\|x(t)-v(t)\| \leq M(t), \forall t \in \mathbb{T}\right\} \tag{2.8}
\end{equation*}
$$

If $\mathbb{T}$ is a real interval $[a, b]$, then our definition of tube solution is equivalent to the notion of tube solution introduced in [46]. We consider the following problem:

$$
\left\{\begin{array}{l}
x^{\nabla}(t)+x(\rho(t))=f(t, \bar{x}(\rho(t)))+\bar{x}(\rho(t)), \nabla \text { a.e. } t \in \mathbb{T}_{\kappa},  \tag{2.9}\\
x \in(B C),
\end{array}\right.
$$

where

$$
\bar{x}(s)=\left\{\begin{array}{lc}
\frac{M(s)}{\|x-v(s)\|}(x-v(s))+v(s) & \text { if }  \tag{2.10}\\
x(s) & \|x-v(s)\|>M(s) \\
\text { otherwise } .
\end{array}\right.
$$

Lemma 2.1.2. Assume $r \in W_{\nabla}^{1,1}(\mathbb{T})$ such that $r^{\nabla}(t)>0 \nabla$ a.e. $t \in\{t \in \mathbb{T}$ : $r(\rho(t))>0\}$. If one of the following conditions holds,
(i) $r(b) \leq 0$;
(ii) $r(b) \leq r(a)$;
then $r(t) \leq 0$ for every $t \in \mathbb{T}$.
Proof. Suppose the conclusion is false. Then, there exists $t_{0} \in \mathbb{T}$ such that $r\left(t_{0}\right)=$ $\max _{t \in \mathbb{T}}\{r(t)\}>0$, since r is continuous on $\mathbb{T}$. If $t_{0}<\sigma\left(t_{0}\right)$, then $r^{\nabla}\left(\sigma\left(t_{0}\right)\right)$ exists, since $\mu_{\nabla}\left(\sigma\left(t_{0}\right)\right)=\sigma\left(t_{0}\right)-t_{0}>0$ and because $r \in W_{\nabla}^{1,1}(\mathbb{T})$. Thus

$$
\begin{equation*}
r^{\nabla}\left(\sigma\left(t_{0}\right)\right)=\frac{r\left(\sigma\left(t_{0}\right)\right)-r\left(\rho\left(\sigma\left(t_{0}\right)\right)\right)}{\sigma\left(t_{0}\right)-\rho\left(\sigma\left(t_{0}\right)\right)}=\frac{r\left(\sigma\left(t_{0}\right)\right)-r\left(t_{0}\right)}{\sigma\left(t_{0}\right)-t_{0}} \leq 0, \tag{2.11}
\end{equation*}
$$

which is a contradiction since $r\left(\rho\left(\sigma\left(t_{0}\right)\right)\right)=r\left(t_{0}\right)>0$. If $t_{0}=\sigma\left(t_{0}\right)<b$, then there exists an interval $\left[\sigma\left(t_{0}\right), t_{1}\right]$ such that $r(\rho(t))>0$ for every $t \in\left[\sigma\left(t_{0}\right), t_{1}\right]_{\mathbb{T}}$. Therefore, $0>r\left(t_{1}\right)-r\left(\sigma\left(t_{0}\right)\right)=\int_{\left[\sigma\left(t_{0}\right), t_{1}\right]_{\mathrm{T}}} r^{\nabla}(s) \nabla s>0$ by hypothesis and by Theorem 1.2.8. Hence, we get a contradiction. The case $t_{0}=b$ is impossible if hypothesis (i) holds and if $r(b) \leq r(a)$, then we must have $r(a)=r(b)$. If we take $t_{0}=a$, by using previous steps of this proof, one can check that $r(a) \leq 0$ and, then, the lemma is proved.

Lemma 2.1.3. Let $r \in W_{\nabla}^{1,1}(\mathbb{T})$ be a function such that $r^{\nabla}(t)<0 \nabla$ a.e. $t \in\{t \in$ $\left.\mathbb{T}_{\kappa}: r(t)>0\right\}$ if $r(b) \geq r(a)$. Then $r(t) \leq 0$ for all $t \in \mathbb{T}$.

Proof. Suppose the conclusion is false. Then, there exists $t_{0} \in \mathbb{T}$ such that $r\left(t_{0}\right)=$ $\max _{t \in \mathbb{T}}\{r(t)\}>0$, since r is continuous on $\mathbb{T}$. If $t_{0}<b$ and $\rho\left(t_{0}\right)<t_{0}$, then $r^{\nabla}\left(\sigma\left(t_{0}\right)\right)$ exists, since $\mu_{\nabla}\left(t_{0}\right)=t_{0}-\rho\left(t_{0}\right)>0$ and because $r \in W_{\nabla}^{1,1}(\mathbb{T})$. Then

$$
\begin{equation*}
r^{\nabla}\left(t_{0}\right)=\frac{r\left(t_{0}\right)-r\left(\rho\left(t_{0}\right)\right)}{t_{0}-\rho\left(t_{0}\right)} \geq 0 \tag{2.12}
\end{equation*}
$$

which contradicts the hypothesis of the lemma, $t_{0}>0$ and $t_{0}=\rho\left(t_{0}\right)$. There exists an interval $\left[t_{1}, t_{0}\right)$ such that $r(t)>0$ for all $t \in\left[t_{1}, t_{0}\right)_{\mathbb{T}}$. Then

$$
\begin{equation*}
0>\int_{\left[t_{1}, t_{0}\right)_{\mathbb{T}}} r^{\nabla}(s) \nabla s=r\left(t_{0}\right)-r\left(t_{1}\right) \tag{2.13}
\end{equation*}
$$

by Theorem 1.2.8, which contradicts the fact that $r\left(t_{0}\right)$ is a maximum. If $t_{0}=a$, then by hypothesis, we must have $r(a)=r(b)$. Thus, we can take $t_{0}=b$, and by using the previous steps of this proof, one can check that $r(b) \leq 0$.

Proposition 2.1.3. If $g \in L_{\nabla}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$, then the function $x: \mathbb{T} \rightarrow \mathbb{R}^{n}$ defined by

$$
\begin{equation*}
x(t)=\frac{1}{\hat{e}_{1}(t, b)}\left[\frac{1}{1-\hat{e}_{1}(a, b)} \int_{(a, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right] \tag{2.14}
\end{equation*}
$$

is a solution of the problem

$$
\left\{\begin{array}{l}
x^{\nabla}(t)+x(\rho(t))=g(t), \quad \nabla \text { a.e. } t \in \mathbb{T}_{k}  \tag{2.15}\\
x(a)=x(b)
\end{array}\right.
$$

Proof. Assume that

$$
K=\frac{1}{1-\hat{e}_{1}(a, b)} \int_{(a, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s
$$

and

$$
x(t)=\frac{1}{\hat{e}_{1}(t, b)}\left(K-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right) .
$$

Then

$$
\begin{aligned}
& x^{\nabla}(t)+x(\rho(t)) \\
& =\left(\frac{1}{\hat{e}_{1}(t, b)}\right)^{\nabla}\left(K-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right)+\frac{1}{\hat{e}_{1}(\rho(t), b)}\left(g(t) \hat{e}_{1}(t, b)\right) \\
& \quad+\frac{1}{\hat{e}_{1}(\rho(t), b)}\left(K-\int_{(\rho(t), b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right) \\
& = \\
& \frac{-1}{\hat{e}_{1}(\rho(t), b)}\left(K-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right)+\frac{g(t)}{1-\nu(t)}+\frac{1}{(1-\nu(t)) \hat{e}_{1}(t, b)}\left(-\nu(t) g(t) \hat{e}_{1}(t, b)\right) \\
& \quad+\frac{1}{\hat{e}_{1}(\rho(t), b)}\left(K-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right) \\
& =g(t) .
\end{aligned}
$$

Now, for the second condition, we have

$$
\begin{aligned}
& x(a)=\frac{1}{\hat{e}_{1}(a, b)}\left[\frac{1}{1-\hat{e}_{1}(a, b)} \int_{(a, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s-\int_{(a, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right] \\
& =\frac{1}{\hat{e}_{1}(a, b)}\left(\frac{1}{1-\hat{e}_{1}(a, b)}-1\right) \int_{(a, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s \\
& =\frac{1}{1-\hat{e}_{1}(a, b)} \int_{(a, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s \\
& =x(b)
\end{aligned}
$$

Proposition 2.1.4. If $g \in L_{\nabla}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$, then the function $x: \mathbb{T} \rightarrow \mathbb{R}^{n}$ defined by

$$
\begin{equation*}
x(t)=\frac{1}{\hat{e}_{1}(t, b)}\left[x_{0}-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right] \tag{2.16}
\end{equation*}
$$

is a solution of the problem

$$
\left\{\begin{array}{l}
x^{\nabla}(t)+x(\rho(t))=g(t) \quad \nabla \text { a.e. } t \in \mathbb{T}_{k}  \tag{2.17}\\
x(b)=x_{0}
\end{array}\right.
$$

Proof. Let $x(t)=\frac{1}{\hat{e}_{1}(t, b)}\left[x_{0}-\int_{(t, b]_{T}} g(s) \hat{e}_{1}(s, b) \nabla s\right]$. We calculate $x^{\nabla}(t)$. Then we
obtain

$$
\begin{aligned}
& x^{\nabla}(t)+x(\rho(t)) \\
& =\left(\frac{1}{\hat{e}_{1}(t, b)}\right)^{\nabla}\left(x_{0}-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right) \\
& +\frac{1}{\hat{e}_{1}(\rho(t), b)}\left(\hat{e}_{1}(t, b) g(t)\right)+\frac{1}{\hat{e}_{1}(\rho(t), b)}\left(x_{0}-\int_{(\rho(t), b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right) \\
& =\frac{-1}{\hat{e}(\rho(t), b)}\left(x_{0}-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right) \\
& +\frac{1}{\hat{e}_{1}(\rho(t), b)} \hat{e}_{1}(t, b) g(t)+\frac{1}{\hat{e}_{1}(\rho(t), b)}\left(x_{0}-\int_{(\rho(t), t]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right) \\
& =\frac{-1}{\hat{e}(\rho(t), b)}\left(x_{0}-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right) \\
& +\frac{1}{(1-\nu(t)) \hat{e}(t, b)} g(t) \hat{e}_{1}(t, b)+\frac{1}{\hat{e}(\rho(t), b)}\left(x_{0}-\int_{(\rho(t), t)_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s-\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right) \\
& =\frac{1}{(1-\nu(t)) \hat{e}(t, b)} g(t) \hat{e}_{1}(t, b)+\frac{1}{(1-\nu(t)) \hat{e}(t, b)}\left(-\nu(t) g(t) \hat{e}_{1}(t, b)\right) \\
& =g(t) .
\end{aligned}
$$

For the second condition, we have

$$
x(b)=\hat{e}_{1}(b, b)\left(x_{0}-\int_{(b, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right)=x_{0} .
$$

Let us define the operator $\mathrm{T}_{1}: C\left(\mathbb{T}, \mathbb{R}^{n}\right) \rightarrow C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ by

$$
\begin{equation*}
\mathrm{T}_{1}(x)(t)=\hat{e}_{1}(t, b)\left[x_{0}-\int_{(t, b] \cap \mathbb{T}} \hat{e}_{1}(s, b)(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s))) \nabla s\right] . \tag{2.18}
\end{equation*}
$$

Proposition 2.1.5. If $(v, M) \in W_{\nabla}^{1,1}\left(\mathbb{T}, \mathbb{R}^{n}\right) \times W_{\nabla}^{1,1}(\mathbb{T},[0, \infty))$ is a tube solution of (2.2), (2.3), then $\mathrm{T}_{1}: C\left(\mathbb{T}, \mathbb{R}^{n}\right) \rightarrow C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ is compact.

Proof. We first observe that from Definitions 1.2 .10 and 2.1 .2 there exists a function $h \in L_{\nabla}^{1}\left(\mathbb{T}_{\kappa},[0, \infty)\right)$ such that $\|f(t, \bar{x}(\rho(t)))+\bar{x}(\rho(t))\| \leq h(t) \nabla$ a.e. $t \in \mathbb{T}_{\kappa}$ for all $x \in C\left(\mathbb{T}, \mathbb{R}^{n}\right)$. Let $\left(x_{n}\right)_{n \in \mathbb{N}} \subset C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ be a sequence of $C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ converging to
$x \in C\left(\mathbb{T}, \mathbb{R}^{n}\right)$. By Proposition 1.2.1,

$$
\begin{aligned}
& \left\|\mathrm{T}_{1}\left(x_{n}(t)\right)-\mathrm{T}_{1}(x(t))\right\| \\
& =\| \hat{e}_{1}(t, b)\left[x_{0}-\int_{(t, b] \cap \mathbb{T}} \hat{e}_{1}(s, b)\left(f\left(s, \bar{x}_{n}(\rho(s))\right)+\bar{x}_{n}(\rho(s))\right) \nabla s\right] \\
& -\hat{e}_{1}(t, b)\left[x_{0}-\int_{(t, b] \cap \mathbb{T}} \hat{e}_{1}(s, b)(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s))) \nabla s\right] \| \\
& =\left\|\hat{e}_{1}(t, b) \int_{(t, b] \cap \mathbb{T}} \hat{e}_{1}(s, b)\left[\left(f\left(s, \bar{x}_{n}(\rho(s))\right)+\bar{x}_{n}(\rho(s))\right)-(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s)))\right] \nabla s\right\| \\
& \leq K\left[\int_{(t, b] \cap \mathbb{T}} \|\left(f\left(s, \bar{x}_{n}(\rho(s))\right)+\bar{x}_{n}(\rho(s))-(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s)) \| \nabla s],\right.\right.
\end{aligned}
$$

where $K:=\max _{t, t_{1} \in \mathbb{T}}\left|\hat{e}_{1}^{2}\left(t_{1}, t\right)\right|$. Then, we must show that the sequence $\left(g_{n}\right)_{n \in \mathbb{N}}$ defined by

$$
\begin{equation*}
g_{n}(s)=\left[f\left(s, \bar{x}_{n}(\rho(s))\right)+\bar{x}_{n}(\rho(s))\right] \tag{2.19}
\end{equation*}
$$

converges to the function $g$ in $L_{\nabla}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$ where

$$
\begin{equation*}
g(s)=f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s)) . \tag{2.20}
\end{equation*}
$$

We can easily check that $\bar{x}_{n}(t) \rightarrow \bar{x}(t)$ for every $t \in \mathbb{T}$ and, then, by item (iii) in Definition 1.2.10, $g_{n}(s) \rightarrow g(s), \nabla$ a.e., $s \in \mathbb{T}$. Using also the fact that $\left\|g_{n}(s)\right\| \leq$ $h(s), \nabla$ a.e., $s \in \mathbb{T}$, we deduce that $g_{n} \rightarrow g$ in $L_{\nabla}^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$. This proves the continuity of $\mathrm{T}_{1}$.

For the second part of the proof, we have to show that the set $\mathrm{T}_{1}\left(C\left(\mathbb{T}, \mathbb{R}^{n}\right)\right)$ is relatively compact. Let $y=\mathrm{T}_{1}(x) \in \mathrm{T}_{1}\left(\mathbb{T}, \mathbb{R}^{n}\right)$. Therefore,

$$
\begin{align*}
\left\|\mathrm{T}_{1}(x)(t)\right\| & \leq K\left(\left\|x_{0}\right\|+\left\|\int_{(t, b] \cap \mathbb{T}} \hat{e}_{1}(s, b)(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s))) \nabla s\right\|\right)  \tag{2.21}\\
& \leq K\left(\left\|x_{0}\right\|+\|h\|_{L_{\nabla}^{1}(\mathbb{T})}\right)
\end{align*}
$$

So, $\mathrm{T}_{1}\left(C\left(\mathbb{T}, \mathbb{R}^{n}\right)\right)$ is uniformly bounded. This set is also equicontinuous since for
every $t_{1}, t_{2} \in \mathbb{T}$,

$$
\begin{aligned}
& \left\|\mathrm{T}(x)\left(t_{2}\right)-\mathrm{T}(x)\left(t_{1}\right)\right\| \\
& =\| \hat{e}_{1}\left(t_{2}, b\right)\left[x_{0}-\int_{\left(t_{2}, b\right] \cap \mathbb{T}} \hat{e}_{1}(s, b)(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s))) \nabla s\right] \\
& -\hat{e}_{1}\left(t_{1}, b\right)\left[x_{0}-\int_{\left(t_{1}, b\right] \cap \mathbb{T}} \hat{e}_{1}(s, b)(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s))) \nabla s\right] \| \\
& \leq\left\|\left[\hat{e}_{1}\left(t_{2}, b\right)-\hat{e}_{1}\left(t_{1}, b\right)\right] x_{0}\right\|+\| \hat{e}_{1}\left(t_{2}, b\right) \int_{\left(t_{2}, b\right] \cap \mathbb{T}} \hat{e}_{1}(s, b)(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s))) \nabla s \\
& -\hat{e}_{1}\left(t_{1}, b\right) \int_{\left(t_{1}, b\right] \cap \mathbb{T}} \hat{e}_{1}(s, b)(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s))) \nabla s \| \\
& \leq\left\|x_{0}\right\|\left\|\hat{e}_{1}\left(t_{2}, t_{1}\right)\right\|+M\left\|\int_{\left(t_{1}, t_{2}\right)}(f(s, \bar{x}(\rho(s)))+\bar{x}(\rho(s))) \nabla s\right\| \\
& \leq\left\|x_{0}\right\|\left\|\hat{e}_{1}\left(t_{2}, t_{1}\right)\right\|+M \int_{\left(t_{2}, t_{1}\right)} h(s) \nabla s
\end{aligned}
$$

where $M=\max _{t \in \mathbb{T}}\left\{\hat{e}_{1}(t, b)\right\}$. By an analogous version of the Arzelà-Ascoli Theorem adapted to our context, $\mathrm{T}_{1}\left(C\left(\mathbb{T}, \mathbb{R}^{n}\right)\right)$ is relatively compact. Hence, $\mathrm{T}_{1}$ is compact.

We now define the operator $\mathrm{T}_{2}: C\left(\mathbb{T}, \mathbb{R}^{n}\right) \rightarrow C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ by

$$
\mathrm{T}_{2}(x)(t)=\frac{1}{\hat{e}_{1}(t, b)}\left[\frac{1}{\hat{e}_{1}(a, b)-1} \int_{(a, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s+\int_{(t, b]_{\mathbb{T}}} g(s) \hat{e}_{1}(s, b) \nabla s\right] .
$$

Proposition 2.1.6. If $(v, M) \in W_{\nabla}^{1,1}\left(\mathbb{T}, \mathbb{R}^{n}\right) \times W_{\nabla}^{1,1}(\mathbb{T},[0, \infty))$ is a tube solution of (2.2), (2.4), then $\mathrm{T}_{2}: C\left(\mathbb{T}, \mathbb{R}^{n}\right) \rightarrow C\left(\mathbb{T}, \mathbb{R}^{n}\right)$ is compact.

Theorem 2.1.2. If $(v, M) \in W_{\nabla}^{1,1}\left(\mathbb{T}, \mathbb{R}^{n}\right) \times W_{\nabla}^{1,1}(\mathbb{T},[0, \infty))$ is a tube solution of (2.2), then problem (2.2) has a solution $x \in W_{\nabla}^{1,1}\left(\mathbb{T}, \mathbb{R}^{n}\right) \cap \mathbf{T}(v, M)$.

Proof. By Proposition 2.1.5 (resp. Proposition 2.1.6) $\mathrm{T}_{1}$ (resp. $\mathrm{T}_{2}$ ) is compact. It has a fixed point by the Schauder fixed-point theorem. Proposition 2.1.3 (resp., Proposition 2.1.4 implies that this fixed point is a solution for the system (2.9). Then, it suffices to show that for every solution $x$ of (2.2), $x \in \mathbf{T}(v, M)$. Consider the set $A=\left\{t \in \mathbb{T}_{\kappa}:\|x(\rho(t))-v(\rho(t))\|>M(\rho(t))\right\}$. By Example 1.2.1 $\nabla$ a.e. on
the set $\tilde{A}=\{t \in A: t=\rho(t)\}$, we have

$$
\begin{aligned}
(\|x(t)-v(t)\|-M(t))^{\nabla} & =\frac{\left\langle x(t)-v(t), x^{\nabla}(t)-v^{\nabla}(t)\right\rangle}{\|x(t)-v(t)\|}-M^{\nabla}(t) \\
& =\frac{\left\langle x(\rho(t))-v(\rho(t)), x^{\nabla}(t)-v^{\nabla}(t)\right\rangle}{\|x(t)-v(t)\|}-M^{\nabla}(t)
\end{aligned}
$$

If $t \in A$ is left scattered, then $\mu_{\nabla}\{t\}>0$ and

$$
\begin{aligned}
& (\|x(t)-v(t)\|-M(t))^{\nabla} \\
& =\frac{\|x(t)-v(t)\|-\|x(\rho(t))-v(\rho(t))\|}{\nu(t)}-M^{\nabla}(t) \\
& =\frac{\|x(t)-v(t)\|\|x(\rho(t))-v(\rho(t))\|-\|x(\rho(t))-v(\rho(t))\|^{2}}{\nu(t)\|x(\rho(t))-v(\rho(t))\|}-M^{\nabla}(t) \\
& =\frac{\langle x(\rho(t))-v(\rho(t)), x(t)-v(t)\rangle-\langle x(\rho(t))-v(\rho(t)), x(\rho(t))-v(\rho(t))\rangle}{\nu(t) x(\rho(t))-v(\rho(t))}-M^{\nabla}(t) \\
& =\frac{\langle x(\rho(t))-v(\rho(t)),(x(t)-x(\rho(t)))-(v(t)-v(\rho(t)))\rangle}{\nu(t) \| x(\rho(t))-v(\rho(t) \|}-M^{\nabla}(t) \\
& =\frac{\left\langle x(\rho(t))-v(\rho(t)), x^{\nabla}(t)-v^{\nabla}(t)\right\rangle}{(x(\rho(t))-v(\rho(t)))}-M^{\nabla}(t) .
\end{aligned}
$$

Therefore, since $(v, M)$ is a tube solution of 2.2 , we have $\nabla$ a.e. $t \in\{t \in A$ : $M(\rho(t))>0\}$ that

$$
\begin{aligned}
& (\|x(t)-v(t)\|-M(t))^{\nabla} \\
& \leq \frac{\left\langle x(\rho(t))-v(\rho(t)), f(t, \bar{x}(\rho(t)))+\bar{x}(\rho(t))-x(\rho(t))-v^{\nabla}(t)\right\rangle}{\| x(\rho(t))-v(\rho(t) \|}-M^{\nabla}(t) \\
& =\frac{\left\langle\bar{x}(\rho(t))-v(\rho(t)), f(t, \bar{x}(\rho(t)))-v^{\nabla}(t)\right\rangle}{M(\rho(t))}+\left(M(\rho(t))-\| x(\rho(t))-v(\rho(t) \|)-M^{\nabla}(t)\right. \\
& <\frac{M(\rho(t)) M^{\nabla}(t)}{M(\rho(t))}-M^{\nabla}(t)=0 .
\end{aligned}
$$

On the other hand, we have $\nabla$ a.e. on $\{t \in A: M(\rho(t))=0\}$ that

$$
\begin{aligned}
& (\|x(t)-v(t)\|-M(t))^{\nabla} \\
& =\frac{\left\langle x(\rho(t))-v(\rho(t)), f(t, \bar{x}(\rho(t)))-\bar{x}(\rho(t))-x(\rho(t))-v^{\nabla}(t)\right\rangle}{\|x(\rho(t))-v(\rho(t))\|}-M^{\nabla}(t) \\
& =\frac{\left\langle x(\rho(t))-v(\rho(t)), f(t, \bar{x}(\rho(t)))-v^{\nabla}(t)\right\rangle}{\| x(\rho(t))-v(\rho(t) \|}+\frac{\langle x(\rho(t))-v(\rho(t)), \bar{x}(\rho(t))-x(\rho(t))\rangle}{\| x(\rho(t))-v(\rho(t) \|}-M^{\nabla}(t) \\
& <\frac{\left\langle x(\rho(t))-v(\rho(t)), f(t, v(\rho(t)))-v^{\nabla}(t)\right\rangle}{\| x(\rho(t))-v(\rho(t) \|}-M^{\nabla}(t) \\
& =-\| x(\rho(t))-v\left(\rho(t) \|-M^{\nabla}(t)\right. \\
& <-M^{\nabla}(t)=0 .
\end{aligned}
$$

This last equality follows from item (iii) of Definition 2.1.2 and Proposition 1.2.3. If we set $r(t)=\|x(t)-v(t)\|-M(t)$, then $r^{\nabla}(t)<0 \nabla$ a.e. $t \in\left\{t \in \mathbb{T}_{\kappa}, r(\rho(t))>0\right\}$. Moreover, since $(v, M)$ is a tube solution of (2.2) and $x$ satisfies (2.3) (resp. $x$ satisfies (2.4) ), then $r(b) \leq 0$ (resp. $r(b)-r(a) \leq x(b)-v(a)-M(a)-M(b) \leq 0$. Lemma 2.1.2(resp.lemma 2.1.3) implies that $A=\emptyset$. Therefore, $x \in \mathbf{T}(v, M)$ and, hence, the theorem is proved.

## Chapter 3

## Existence of solution to a local fractional differential equation

We prove existence of solution to a local fractional nonlinear differential equation with initial condition:

$$
\left\{\begin{array}{l}
x^{(\alpha)}(t)=f(t, x(t)), \quad t \in[a, b], \quad a>0  \tag{3.1}\\
x(a)=x_{0}
\end{array}\right.
$$

where $f:[a, b] \times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function, $x^{(\alpha)}(t)$ denotes the conformable fractional derivative of $x$ at $t$ of order $\alpha, \alpha \in(0,1)$. For that we introduce the notion of tube solution. The original results of this chapter are published in [14].

### 3.1 Main Result

We begin by introducing the notion of tube solution to problem (3.1).
Definition 3.1.1. Let $(v, M) \in C^{(\alpha)}([a, b], \mathbb{R}) \times C^{(\alpha)}([a, b],[0, \infty))$. We say that $(v, M)$ is a tube solution to problem (3.1) if
(i) $(y-v(t))\left(f(t, y)-v^{(\alpha)}\right) \leq M(t) M^{(\alpha)}(t)$ for every $t \in[a, b]$ and every $y \in \mathbb{R}$ such that $|y-v(t)|=M(t) ;$
(ii) $v^{(\alpha)}(t)=f(t, v(t))$ and $M^{(\alpha)}(t)=0$ for all $t \in[a, b]$ such that $M(t)=0$;
(iii) $\left|x_{0}-v(a)\right| \leq M(a)$.

Notation 3.1.1. We introduce the following notation:

$$
\mathbf{T}(v, M):=\left\{x \in C^{(\alpha)}([a, b], \mathbb{R}):|x(t)-v(t)| \leq M(t), t \in[a, b]\right\}
$$

Consider the following problem:

$$
\left\{\begin{array}{l}
x^{(\alpha)}(t)+\frac{1}{a^{\alpha}} x(t)=f(t, \widetilde{x}(t))+\frac{1}{a^{\alpha}} \widetilde{x}(t), \quad t \in[a, b], \quad a>0,  \tag{3.2}\\
x(a)=x_{0}
\end{array}\right.
$$

where

$$
\widetilde{x}(t):= \begin{cases}\frac{M(t)}{|x(t)-v(t)|}(x(t)-v(t))+v(t) & \text { if }|x(t)-v(t)|>M(t)  \tag{3.3}\\ x(t) & \text { otherwise }\end{cases}
$$

Let us define the operator $\mathbf{N}: C([a, b]) \rightarrow C([a, b])$ by

$$
\mathbf{N}(x)(t):=e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\left(e^{\frac{1}{\alpha}} x_{0}+{ }_{\alpha} \tilde{\mathfrak{J}}_{a}^{t}\left[\frac{f(s, \widetilde{x}(s))+\frac{1}{a^{\alpha}} \widetilde{x}(s)}{e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}}\right]\right) .
$$

In the proof of Proposition 3.1.1, we use the concept of compact function. Compact operators occur in many problems of classical analysis. Note that operator $N$ is nonlinear because $f$ is nonlinear. In the nonlinear case, the first comprehensive research on compact operators was due to Schauder [36, p. 137]. In this context, the Arzelà-Ascoli theorem asserts that a subset is relatively compact if and only if it is bounded and equicontinuous [36, p. 607].

Proposition 3.1.1. If $(v, M) \in C^{(\alpha)}([a, b], \mathbb{R}) \times C^{(\alpha)}([a, b],[0, \infty))$ is a tube solution to (3.1), then $\mathbf{N}: C([a, b]) \rightarrow C([a, b])$ is compact.

Proof. Let $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of $C([a, b], \mathbb{R})$ converging to $x \in C([a, b], \mathbb{R})$. By

Proposition 1.3.1,

$$
\begin{aligned}
\mid \mathbf{N}\left(x_{n}(t)\right)- & \mathbf{N}(x(t))|=| e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\left(e^{\frac{1}{\alpha}} x_{0}+{ }_{\alpha} \widetilde{J}_{a}^{t}\left[\frac{f\left(s, \widetilde{x}_{n}(s)\right)+\frac{1}{a^{\alpha}} \widetilde{x}_{n}(s)}{e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}}\right]\right) \\
& \left.\quad-e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\left(e^{\frac{1}{\alpha}} x_{0}+{ }_{\alpha} \widetilde{\mathfrak{J}}_{a}^{t}\left[\frac{f(s, \widetilde{x}(s))+\frac{1}{a^{\alpha}} \widetilde{x}(s)}{e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}}\right]\right) \right\rvert\, \\
\leq & \frac{K}{C}{ }^{\alpha} \widetilde{\mathfrak{J}}_{a}^{t}\left[\left|\left(f\left(s, \widetilde{x}_{n}(s)\right)+\frac{1}{a^{\alpha}} \widetilde{x}_{n}(s)\right)-\left(f(s, \widetilde{x}(s))+\frac{1}{a^{\alpha}} \widetilde{x}(s)\right)\right|\right] \\
\leq & \frac{K}{C}\left(\alpha \widetilde{\mathfrak{J}}_{a}^{t}\left[\left|f\left(s, \widetilde{x}_{n}(s)\right)-f(s, \widetilde{x}(s))\right|\right]+\frac{1}{a^{\alpha}} \alpha^{\alpha} \widetilde{\mathfrak{J}}_{a}^{t}\left[\left|\widetilde{x}_{n}(s)-\widetilde{x}(s)\right|\right]\right),
\end{aligned}
$$

where $K:=\max _{a \leq s \leq b}\left\{e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}\right\}$ and $C:=\min _{a \leq s \leq b}\left\{e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}\right\}$. We need to show that the sequence $\left\{g_{n}\right\}_{n \in \mathbb{N}}$ defined by $g_{n}(s):=f\left(s, \widetilde{x}_{n}(s)\right)+\frac{1}{a^{\alpha}} \widetilde{x}_{n}(s)$ converges in $C([a, b])$ to function $g(s)=f(s, \widetilde{x}(s))+\frac{1}{a^{\alpha}} \widetilde{x}(s)$. Since there is a constant $R>0$ such that $\|\widetilde{x}\|_{C([a, b], \mathbb{R})}<R$, there exists an index $N$ such that $\left\|\widetilde{x}_{n}\right\|_{C([a, b], \mathbb{R})} \leq R$ for all $n>N$. Thus, $f$ is uniformly continuous on $[a, b] \times B_{R}(0)$. Therefore, for $\epsilon>0$ given, there is a $\delta>0$ such that

$$
|y-x|<\delta<\frac{C \epsilon \alpha a^{\alpha}}{2 K\left(b^{\alpha}-a^{\alpha}\right)}
$$

for all $x, y \in \mathbb{R}$;

$$
|f(s, y)-f(s, x)|<\frac{C \epsilon \alpha}{2 K\left(b^{\alpha}-a^{\alpha}\right)}
$$

for all $s \in[a, b]$. By assumption, one can find an index $\hat{N}>N$ such that $\| \widetilde{x}_{n}-$ $\widetilde{x} \|_{C([a, b], \mathbb{R})}<\delta$ for $n>\hat{N}$. In this case,

$$
\begin{aligned}
\left|\mathbf{N}\left(x_{n}\right)(t)-\mathbf{N}(x)(t)\right| & <\frac{K}{C}\left({ }_{\alpha} \widetilde{\mathfrak{J}}_{a}^{b}\left[\frac{C \epsilon \alpha}{2 k\left(b^{\alpha}-a^{\alpha}\right)}\right]+\frac{1}{a^{\alpha}} \alpha \widetilde{\mathfrak{J}}_{a}^{b}\left[\frac{C \epsilon \alpha a^{\alpha}}{2 k\left(b^{\alpha}-a^{\alpha}\right)}\right]\right) \\
& =\frac{2 K C \epsilon \alpha}{2 k C\left(b^{\alpha}-a^{\alpha}\right)} \alpha \widetilde{\mathfrak{J}}_{a}^{b}[1] \\
& =\frac{\epsilon \alpha}{b^{\alpha}-a^{\alpha}} \frac{b^{\alpha}-a^{\alpha}}{\alpha} \\
& =\epsilon
\end{aligned}
$$

This proves the continuity of $\mathbf{N}$. We now show that the set $\mathbf{N}(C([a, b]))$ is relatively compact. Consider a sequence $\left\{y_{n}\right\}_{n \in \mathbb{N}}$ of $\mathbf{N}(C([a, b]))$ for all $n \in \mathbb{N}$. It exists
$x_{n} \in C([a, b])$ such that $y_{n}=\mathbf{N}\left(x_{n}\right)$. Observe that from Proposition 1.3.1 we have

$$
\begin{aligned}
\left|\mathbf{N}\left(x_{n}\right)(t)\right| & =\left|e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\left(e^{\frac{1}{\alpha}} x_{0}+{ }_{\alpha} \mathfrak{J}_{a}^{t}\left[\frac{f\left(s, \widetilde{x}_{n}(s)\right)+\frac{1}{a^{\alpha}} \widetilde{x}_{n}(s)}{e^{-\frac{1}{\alpha}\left(\frac{s}{a}\right)^{\alpha}}}\right]\right)\right| \\
& \leq K\left(e^{\frac{1}{\alpha}}\left|x_{0}\right|+\frac{1}{C} \widetilde{\mathfrak{J}}_{a}^{b}\left[\left|f\left(t, \widetilde{x}_{n}(s)\right)+\frac{1}{a^{\alpha}} \widetilde{x}_{n}(s)\right|\right]\right) \\
& \leq K\left(e^{\frac{1}{\alpha}}\left|x_{0}\right|+\frac{1}{C} \alpha \mathfrak{J}_{a}^{b}\left[\left|f\left(t, \widetilde{x}_{n}(s)\right)\right|\right]+\frac{1}{C a^{\alpha}} \alpha \widetilde{\mathfrak{J}}_{a}^{b}\left[\left|\widetilde{x}_{n}(s)\right|\right]\right) .
\end{aligned}
$$

By definition, there is an $R>0$ such that $\left|\widetilde{x}_{n}(s)\right| \leq R$ for all $s \in[a, b]$ and all $n \in \mathbb{N}$. The function $f$ is compact on $[a, b] \times B_{R}(0)$ and we can deduce the existence of a constant $A>0$ such that $\left|f\left(s, \widetilde{x}_{n}(s)\right)\right| \leq A$ for all $s \in[a, b]$. The sequence $\left\{y_{n}\right\}_{n \in \mathbb{N}}$ is uniformly bounded for all $n \in \mathbb{N}$. Observe also that for $t_{1}, t_{2} \in[a, b]$ we have

$$
\begin{aligned}
\mid \mathbf{N}\left(x_{n}\right)\left(t_{2}\right) & -\mathbf{N}\left(x_{n}\right)\left(t_{1}\right) \mid \\
& \leq B\left|e^{-\frac{1}{\alpha}\left(\frac{t_{1}}{a}\right)^{\alpha}}-e^{-\frac{1}{\alpha}\left(\frac{t_{2}}{a}\right)^{\alpha}}\right|+\frac{K(A+\dot{R})}{C}\left|\alpha \mathfrak{J}_{t_{1}}^{t_{2}}[1]\right| \\
& <B\left|e^{-\frac{1}{\alpha}\left(\frac{t_{1}}{a}\right)^{\alpha}}-e^{-\frac{1}{\alpha}\left(\frac{t_{2}}{a}\right)^{\alpha}}\right|+\frac{K(A+\dot{R})}{C} \frac{1}{\alpha}\left|t_{1}^{\alpha}-t_{2}^{\alpha}\right|,
\end{aligned}
$$

where $B:=e^{\alpha} x_{0}, \dot{R}:=\frac{R}{a^{\alpha}}, K:=\max _{a \leq t \leq b}\left\{e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\right\}$, and $C:=\min _{a \leq t \leq b}\left\{e^{-\frac{1}{\alpha}\left(\frac{t}{a}\right)^{\alpha}}\right\}$. This proves that the sequence $\left\{y_{n}\right\}_{n \in \mathbb{N}}$ is equicontinuous. By the Arzelà-Ascoli theorem, $\mathbf{N}(C([a, b]))$ is relatively compact and hence $\mathbf{N}$ is compact.

Theorem 3.1.1. If $(v, M) \in C^{(\alpha)}([a, b], \mathbb{R}) \times C^{(\alpha)}([a, b],[0, \infty))$ is a tube solution to (3.1), then problem (3.1) has a solution $x \in C^{(\alpha)}([a, b], \mathbb{R}) \cap \mathrm{T}(v, M)$.

Proof. By Proposition 3.1.1, the operator $\mathbf{N}$ is compact. It has a fixed point by the Schauder fixed point theorem (see p. 137 of [36]). Therefore, Theorem 1.3.3 implies that such fixed point is a solution to problem (3.2)-(3.3) and it suffices to show that for every solution $x$ to problem (3.2)-(3.3), $x \in \mathbf{T}(v, M)$. Consider the set $A:=\{t \in[a, b]:|x(t)-v(t)|>M(t)\}$. If $t \in A$, then by virtue of Proposition 1.3.2 we have

$$
(|x(t)-v(t)|-M(t))^{(\alpha)}=\frac{(x(t)-v(t))\left(x^{(\alpha)}(t)-v^{(\alpha)}(t)\right)}{|x(t)-v(t)|}-M^{(\alpha)}(t)
$$

Therefore, since $(v, M)$ is a tube solution to problem (3.1), we have on $\{t \in A$ : $M(t)>0\}$ that

$$
\begin{aligned}
(\mid x(t) & -v(t) \mid-M(t))^{(\alpha)} \\
& =\frac{(x(t)-v(t))\left(x^{(\alpha)}(t)-v^{(\alpha)}(t)\right)}{|x(t)-v(t)|}-M^{(\alpha)}(t) \\
& =\frac{(x(t)-v(t))\left(f(t, \widetilde{x}(t))+\left(\frac{1}{a^{\alpha}} \widetilde{x}(t)-\frac{1}{a^{\alpha}} x(t)\right)-v^{(\alpha)}(t)\right)}{|x(t)-v(t)|}-M^{(\alpha)}(t) \\
& =\frac{(\widetilde{x}(t)-v(t))\left(f(t, \widetilde{x}(t))-v^{(\alpha)}(t)\right)}{M(t)}+\frac{(\widetilde{x}(t)-v(t))(\widetilde{x}(t)-x(t))}{a^{\alpha} M(t)}-M^{(\alpha)}(t) \\
& =\frac{(\widetilde{x}(t)-v(t))\left(f(t, \widetilde{x}(t))-v^{(\alpha)}(t)\right)}{M(t)}+\left[\frac{M(t)}{|x(t)-v(t)|}-1\right] \frac{|x(t)-v(t)|^{2}}{a^{\alpha}|x(t)-v(t)|}-M^{(\alpha)}(t) \\
& =\frac{(\widetilde{x}(t)-v(t))\left(f(t, \widetilde{x}(t))-v^{(\alpha)}(t)\right)}{M(t)}+\left[\frac{M(t)}{a^{\alpha}}-\frac{|x(t)-v(t)|}{a^{\alpha}}\right]-M^{(\alpha)}(t) \\
& \leq \frac{M(t) M^{\alpha}(t)}{M(t)}+\frac{1}{a^{\alpha}}[M(t)-|x(t)-v(t)|]-M^{(\alpha)}(t) \\
& <0 .
\end{aligned}
$$

On the other hand, we have on $t \in\{\tau \in A: M(\tau)=0\}$ that

$$
\begin{aligned}
(|x(t)-v(t)|-M(t))^{(\alpha)} & =\frac{(x(t)-v(t))\left(f(t, \widetilde{x}(t))+\left(\frac{1}{a^{\alpha}} \widetilde{x}(t)-\frac{1}{a^{\alpha}} x(t)\right)-v^{(\alpha)}(t)\right)}{|x(t)-v(t)|}-M^{(\alpha)}(t) \\
& =\frac{(x(t)-v(t))\left(f(t, \widetilde{x}(t))-v^{(\alpha)}(t)\right)}{|x(t)-v(t)|}-\frac{1}{a^{\alpha}}|x(t)-v(t)|-M^{(\alpha)}(t) \\
& <-M^{(\alpha)}(t) \\
& =0
\end{aligned}
$$

The last equality follows from Definition 3.1.1. If we set $r(t):=|x(t)-v(t)|-M(t)$, then $r^{(\alpha)}<0$ on $A:=\{t \in[a, b]: r(t)>0\}$. Moreover, since $(v, M)$ is a tube solution to problem (3.1) and $x$ satisfies $\left|x_{0}-v(a)\right| \leq M(a)$, we know that $r(a) \leq 0$ and Lemma 1.3.1 implies that $A=\emptyset$. Therefore, $x \in \mathrm{~T}(v, M)$ and the theorem is proved.

### 3.2 An Example

Consider the conformable noninteger order system

$$
\left\{\begin{array}{l}
x^{\left(\frac{1}{2}\right)}(t)=a \frac{\sqrt{t}}{1+t} x^{3}(t)+b x(t) e^{c x(t)}, \quad t \in[1,2]  \tag{3.4}\\
x(1)=0
\end{array}\right.
$$

where $a, b \in(\infty, 0]$ and $c$ is a real constant. According to Definition 3.1.1, $(v, M) \equiv$ $(0,1)$ is a tube solution. It follows from our Theorem 3.1.1 that problem (3.4) has a solution $x$ such that $|x(t)| \leq 1$ for every $t \in[1,2]$.

## Chapter 4

## Complex-valued fractional derivatives on time scales

We introduce a notion of fractional (noninteger order) derivative on an arbitrary nonempty closed subset of the real numbers (on a time scale). Main properties of the new operator are proved and several illustrative examples given. The original results of this chapter are published in [13].

### 4.1 Main Result

Let $f: \mathbb{T} \rightarrow \mathbb{R}$ with $\mathbb{T}$ a given time scale. We introduce here a new definition of fractional (noninteger) delta derivative of order $\alpha \in(0,1]$ at a point $t \in \mathbb{T}^{\kappa}$.

Definition 4.1.1 (The delta fractional derivative of order $\alpha$ ). Assume $f: \mathbb{T} \rightarrow \mathbb{R}$ with $\mathbb{T}$ a time scale. Let $t \in \mathbb{T}^{\kappa}$ and $\alpha \in(0,1]$. We define $f^{\Delta^{\alpha}}(t)$ to be the number (provided it exists) with the property that given any $\epsilon>0$ there is a neighborhood $U$ of $t$ (i.e., $U=(t-\delta, t+\delta) \cap \mathbb{T}$ for some $\delta>0$ ) such that

$$
\begin{equation*}
\left|\left[f^{\alpha}(\sigma(t))-f^{\alpha}(s)\right]-f^{\Delta^{\alpha}}(t)\left[\sigma(t)^{\alpha}-s^{\alpha}\right]\right| \leq \epsilon\left|\sigma(t)^{\alpha}-s^{\alpha}\right| \tag{4.1}
\end{equation*}
$$

for all $s \in U$. We call $f^{\Delta^{\alpha}}(t)$ the delta derivative of order $\alpha$ of $f$ at $t$ or the delta fractional (noninteger order) derivative of $f$ at $t$. Moreover, we say that $f$ is delta
differentiable of order $\alpha$ on $\mathbb{T}^{\kappa}$ provided $f^{\Delta^{\alpha}}(t)$ exists for all $t \in \mathbb{T}^{\kappa}$. Function $f^{\Delta^{\alpha}}: \mathbb{T}^{\kappa} \rightarrow \mathbb{C}$ is then called the delta derivative of order $\alpha$ of $f$ on $\mathbb{T}^{\kappa}$.

Remark 4.1.1. In (4.1) we use $f^{\alpha}$ to denote the power $\alpha$ of $f$. It is clear that the new derivative coincides with the standard Hilger derivative in the integer order case $\alpha=1$. Differently from $\alpha=1$, in general $f^{\Delta^{\alpha}}(t)$ is a complex number.

Theorem 4.1.1. Assume $f: \mathbb{T} \rightarrow \mathbb{R}$ with $\mathbb{T}$ a time scale. Let $t \in \mathbb{T}^{\kappa}$ and $\alpha \in \mathbb{R}$. Then the following properties hold:

1. If $f$ is continuous at $t$ and $t$ is right-scattered, then $f$ is delta differentiable of order $\alpha$ at $t$ with

$$
\begin{equation*}
f^{\Delta^{\alpha}}(t)=\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}} \tag{4.2}
\end{equation*}
$$

2. If $t$ is right-dense, then $f$ is delta differentiable of order $\alpha$ at $t$ if and only if the limit

$$
\lim _{s \rightarrow t} \frac{f^{\alpha}(t)-f^{\alpha}(s)}{t^{\alpha}-s^{\alpha}}
$$

exists as a finite number. In this case

$$
\begin{equation*}
f^{\Delta^{\alpha}}(t)=\lim _{s \rightarrow t} \frac{f^{\alpha}(t)-f^{\alpha}(s)}{t^{\alpha}-s^{\alpha}} \tag{4.3}
\end{equation*}
$$

3. If $f$ is delta differentiable of order $\alpha$ at $t$, then

$$
f^{\alpha}(\sigma(t))=f^{\alpha}(t)+\left(\sigma(t)^{\alpha}-t^{\alpha}\right) f^{\Delta^{\alpha}}(t)
$$

Proof. 1. Assume $f$ is continuous at $t$ and $t$ is right scattered. By continuity,

$$
\lim _{s \rightarrow t} \frac{f^{\alpha}(\sigma(t))-f^{\alpha}(s)}{\sigma^{\alpha}(t)-s^{\alpha}}=\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}} .
$$

Hence, given $\epsilon>0$, there is a neighborhood $U$ of $t$ such that

$$
\left|\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(s)}{\sigma^{\alpha}(t)-s^{\alpha}}-\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}}\right| \leq \epsilon
$$

for all $s \in U$. It follows that

$$
\left|f^{\alpha}(\sigma(t))-f^{\alpha}(s)-\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}}\left[\sigma^{\alpha}(t)-s^{\alpha}\right]\right| \leq \epsilon\left|\sigma^{\alpha}(t)-s^{\alpha}\right|
$$

for all $s \in U$. Hence, we get the desired result (4.2).
2. Assume $f$ is differentiable at $t$ and $t$ is right-dense. Let $\epsilon>0$ be given. Since $f$ is differentiable at $t$, there is a neighborhood $U$ of $t$ such that

$$
\left|\left[f^{\alpha}(\sigma(t))-f^{\alpha}(t)\right]-f^{\Delta^{\alpha}}(t)\left[\sigma^{\alpha}(t)-s^{\alpha}\right]\right| \leq \epsilon\left|\sigma^{\alpha}(t)-s^{\alpha}\right|
$$

for all $s \in U$. Since $\sigma(t)=t$, we have that

$$
\left|\left[f^{\alpha}(\sigma(t))-f^{\alpha}(t)\right]-f^{\Delta^{\alpha}}(t)\left[t^{\alpha}-s^{\alpha}\right]\right| \leq \epsilon\left|\sigma^{\alpha}(t)-s^{\alpha}\right|
$$

for all $s \in U$. It follows that $\left|\frac{f^{\alpha}(t)-f^{\alpha}(s)}{t^{\alpha}-s^{\alpha}}-f^{\Delta^{\alpha}}(t)\right| \leq \epsilon$ for all $s \in U, s \neq t$, and we get the desired equality (4.3). Assume $\lim _{s \rightarrow t} \frac{f^{\alpha}(t)-f^{\alpha}(s)}{t^{\alpha}-s^{\alpha}}$ exists and is equal to $X$ and $\sigma(t)=t$. Let $\epsilon>0$. Then there is a neighborhood $U$ of $t$ such that

$$
\left|\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(s)}{t^{\alpha}-s^{\alpha}}-X\right| \leq \epsilon
$$

for all $s \in U$. Because $\left|f^{\alpha}(\sigma(t))-f^{\alpha}(s)-X\left(t^{\alpha}-s^{\alpha}\right)\right| \leq \epsilon\left|t^{\alpha}-s^{\alpha}\right|$ for all $s \in U$,

$$
f^{\Delta^{\alpha}}(t)=X=\lim _{s \rightarrow t} \frac{f^{\alpha}(t)-f^{\alpha}(s)}{t^{\alpha}-s^{\alpha}}
$$

3. If $\sigma(t)=t$, then $\sigma^{\alpha}(t)-t^{\alpha}=0$ and

$$
f^{\alpha}(\sigma(t))=f^{\alpha}(t)=f^{\alpha}(t)+\left(\sigma^{\alpha}(t)-t^{\alpha}\right) f^{\Delta^{\alpha}}(t)
$$

On the other hand, if $\sigma(t)>t$, then by item 1

$$
\begin{aligned}
f^{\alpha}(\sigma(t)) & =f^{\alpha}(t)+\left(\sigma^{\alpha}(t)-t^{\alpha}\right) \frac{f^{\alpha}(\sigma(t))-f^{\alpha}(t)}{\sigma(t)^{\alpha}-t^{\alpha}} \\
& =f^{\alpha}(t)+\left(\sigma^{\alpha}(t)-t^{\alpha}\right) f^{\Delta^{\alpha}}(t)
\end{aligned}
$$

and the proof is complete.

Example 4.1.1. If $\mathbb{T}=\mathbb{R}$, then (4.3) yields that $f: \mathbb{R} \rightarrow \mathbb{R}$ is delta differentiable of order $\alpha$ at $t \in \mathbb{R}$ if and only if $f^{\Delta^{\alpha}}(t)=\lim _{s \rightarrow t} \frac{f^{\alpha}(t)-f^{\alpha}(s)}{t^{\alpha}-s^{\alpha}}$ exists, i.e., if and only if $f$ is fractional differentiable at $t$. In this case we get the derivative $f^{(\alpha)}$ of [39].

Example 4.1.2. If $\mathbb{T}=\mathbb{Z}$, then item 1 of Theorem 4.1.1 yields that $f: \mathbb{Z} \rightarrow \mathbb{R}$ is delta-differentiable of order $\alpha$ at $t \in \mathbb{Z}$ with

$$
f^{\Delta^{\alpha}}(t)=\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}}=\frac{f^{\alpha}(t+1)-f^{\alpha}(t)}{(t+1)^{\alpha}-t^{\alpha}} .
$$

Example 4.1.3. If $f: \mathbb{T} \rightarrow \mathbb{R}$ is defined by $f(t) \equiv \lambda \in \mathbb{R}$, then $f^{\Delta^{\alpha}}(t) \equiv 0$. Indeed, if $t$ is right-scattered, then by item 1 of Theorem 4.1.1 $f^{\Delta^{\alpha}}(t)=\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}}=$ $\frac{\lambda^{\alpha}-\lambda^{\alpha}}{\sigma^{\alpha}(t)-t^{\alpha}}=0$; if $t$ is right-dense, then by (4.3) we get $f^{\Delta^{\alpha}}(t)=\lim _{s \rightarrow t} \frac{\lambda^{\alpha}-\lambda^{\alpha}}{t^{\alpha}-s^{\alpha}}=0$.

Example 4.1.4. If $f: \mathbb{T} \rightarrow \mathbb{R}, t \mapsto t$, then $f^{\Delta^{\alpha}} \equiv 1$ because if $\sigma(t)>t$ (i.e., $t$ is right-scattered), then $f^{\Delta^{\alpha}}(t)=\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}}=\frac{\sigma^{\alpha}(t)-t^{\alpha}}{\sigma^{\alpha}(t)-t^{\alpha}}=1$; if $\sigma(t)=t$ (i.e., $t$ is right-dense), then $f^{\Delta^{\alpha}}=\lim _{s \rightarrow t} \frac{f^{\alpha}(t)-f^{\alpha}(s)}{t^{\alpha}-s^{\alpha}}=\frac{t^{\alpha}-s^{\alpha}}{t^{\alpha}-s^{\alpha}}=1$.

Example 4.1.5. Let $g: \mathbb{T} \rightarrow \mathbb{R}, t \mapsto \frac{1}{t}$. We have $g^{\Delta^{\alpha}}(t)=-\frac{1}{(t \sigma(t))^{\alpha}}$. Indeed, if $\sigma(t)=t$, then $g^{\Delta^{\alpha}}(t)=-\frac{1}{t^{2 \alpha}}$; if $\sigma(t)>t$, then

$$
g^{\Delta^{\alpha}}(t)=\frac{g^{\alpha}(\sigma(t))-g^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}}=\frac{\left(\frac{1}{\sigma(t)}\right)^{\alpha}-\left(\frac{1}{t}\right)^{\alpha}}{\sigma^{\alpha}(t)-t^{\alpha}}=\frac{\frac{t^{\alpha}-\sigma^{\alpha}(t)}{t^{\alpha} \sigma^{\alpha}(t)}}{t^{\alpha}-\sigma^{\alpha}(t)}=-\frac{1}{t^{\alpha} \sigma^{\alpha}(t)} .
$$

Example 4.1.6. Let $h: \mathbb{T} \rightarrow \mathbb{R}, t \mapsto t^{2}$. We have $h^{\Delta^{\alpha}}(t)=\sigma^{\alpha}(t)+t^{\alpha}$. Indeed, if $t$ is right-dense, then $h^{\Delta^{\alpha}}(t)=\lim _{s \rightarrow t} \frac{t^{2 \alpha}-s^{2 \alpha}}{t^{\alpha}-s^{\alpha}}=2 t^{\alpha}$; if $t$ is right-scattered, then

$$
h^{\Delta^{\alpha}}(t)=\frac{h^{\alpha}(\sigma(t))-h^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}}=\frac{\sigma^{2 \alpha}(t)-t^{2 \alpha}}{\sigma^{\alpha}(t)-t^{\alpha}}=\sigma^{\alpha}(t)+t^{\alpha} .
$$

Example 4.1.7. Consider the time scale $\mathbb{T}=h \mathbb{Z}, h>0$. Let $f$ be the function defined by $f: h \mathbb{Z} \rightarrow \mathbb{R}, t \mapsto(t-c)^{2}, c \in \mathbb{R}$. The fractional derivative of order $\alpha$ of $f$ at $t$ is

$$
\begin{aligned}
f^{\Delta^{\alpha}}(t) & =\frac{f^{\alpha}(\sigma(t))-f^{\alpha}(t)}{\sigma^{\alpha}(t)-t^{\alpha}}=\frac{\left((\sigma(t)-c)^{2}\right)^{\alpha}-\left((t-c)^{2}\right)^{\alpha}}{\sigma^{\alpha}(t)-t^{\alpha}} \\
& =\frac{(t+h-c)^{2 \alpha}-(t-c)^{2 \alpha}}{(t+h)^{\alpha}-t^{\alpha}} .
\end{aligned}
$$

Remark 4.1.2. Examples 4.1.5, 4.1.6 and 4.1.7 show that in general $f^{\Delta^{\alpha}}(t)$ is a complex number (for instance, choose $\alpha=\frac{1}{2}$ and $t<0$ ).

Theorem 4.1.2. Assume $f, g: \mathbb{T} \rightarrow \mathbb{R}$ are continuous and delta differentiable of order $\alpha$ at $t \in \mathbb{T}^{\kappa}$. Then the following proprieties hold:

1. For any constant $\lambda$, function $\lambda f: \mathbb{T} \rightarrow \mathbb{R}$ is delta differentiable of order $\alpha$ at $t$ with $(\lambda f)^{\Delta^{\alpha}}=\lambda^{\alpha} f^{\Delta^{\alpha}}$.
2. The product $f g: \mathbb{T} \rightarrow \mathbb{R}$ is delta differentiable of order $\alpha$ at $t$ with

$$
(f g)^{\Delta^{\alpha}}(t)=f^{\Delta^{\alpha}}(t) g^{\alpha}(t)+f^{\alpha}(\sigma(t)) g^{\Delta^{\alpha}}(t)=f^{\Delta^{\alpha}}(t) g^{\alpha}(\sigma(t))+f^{\alpha}(t) g^{\Delta^{\alpha}}(t)
$$

3. If $f(t) f(\sigma(t)) \neq 0$, then $\frac{1}{f}$ is delta differentiable of order $\alpha$ at $t$ with

$$
\left(\frac{1}{f}\right)^{\Delta^{\alpha}}(t)=\frac{-f^{\Delta^{\alpha}}(t)}{f^{\alpha}(\sigma(t)) f^{\alpha}(t)}
$$

4. If $g(t) g(\sigma(t)) \neq 0$, then $\frac{f}{g}$ is delta differentiable of order $\alpha$ at $t$ with

$$
\left(\frac{f}{g}\right)^{\Delta^{\alpha}}(t)=\frac{f^{\Delta^{\alpha}}(t) g^{\alpha}(t)-f^{\alpha}(t) g^{\Delta^{\alpha}}(t)}{g^{\alpha}(\sigma(t)) g^{\alpha}(t)}
$$

Proof. 1. Let $\epsilon \in(0,1)$. Define $\epsilon^{*}=\frac{\epsilon}{|\lambda|^{\alpha}} \in(0,1)$. Then there exists a neighborhood $U$ of $t$ such that $\left|f^{\alpha}(\sigma(t))-f^{\alpha}(s)-f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right| \leq \epsilon^{*}\left|\sigma^{\alpha}(t)-s^{\alpha}\right|$ for all $s \in U$. It follows that

$$
\begin{aligned}
\mid(\lambda f)^{\alpha} & (\sigma(t))-(\lambda f)^{\alpha}(s)-\lambda^{\alpha} f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right) \mid \\
& =|\lambda|^{\alpha}\left|f^{\alpha}(\sigma(t))-f^{\alpha}(s)-f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right| \\
& \leq \epsilon^{*}|\lambda|^{\alpha}\left|\sigma^{\alpha}(t)-s^{\alpha}\right| \leq \frac{\epsilon}{|\lambda|^{\alpha}}|\lambda|^{\alpha}\left|\sigma^{\alpha}(t)-s^{\alpha}\right|=\epsilon\left|\sigma^{\alpha}(t)-s^{\alpha}\right|
\end{aligned}
$$

for all $s \in U$. Thus $(\lambda f)^{\Delta^{\alpha}}(t)=\lambda^{\alpha} f^{\Delta^{\alpha}}(t)$ holds.
2. Let $\epsilon \in(0,1)$. Define $\epsilon^{*}=\epsilon\left[1+\left|f^{\alpha}(t)\right|+\left|g^{\alpha}(\sigma(t))\right|+\left|g^{\Delta^{\alpha}}(\sigma(t))\right|\right]^{-1}$. Then $\epsilon^{*} \in(0,1)$ and there exist neighborhoods $U_{1}, U_{2}$ and $U_{3}$ of $t$ such that

$$
\left|f^{\alpha}(\sigma(t))-f^{\alpha}(s)-f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right| \leq \epsilon^{*}\left|\sigma^{\alpha}(t)-s^{\alpha}\right|
$$

for all $s \in U_{1},\left|g^{\alpha}(\sigma(t))-g^{\alpha}(s)-g^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right| \leq \epsilon^{*}\left|\sigma^{\alpha}(t)-s^{\alpha}\right|$ for all $s \in U_{2}$ and such as $f$ is continuous. Then $|f(t)-f(s)| \leq \epsilon^{*}$ for all $s \in U_{3}$.

Define $U=U_{1} \cap U_{2} \cap U_{3}$ and let $s \in U$. It follows that

$$
\begin{aligned}
& \left|(f g)^{\alpha}(\sigma(t))-(f g)^{\alpha}(s)-\left[g^{\Delta^{\alpha}}(t) f^{\alpha}(t)+g^{\alpha}(\sigma(t)) f^{\Delta^{\alpha}}(t)\right]\left[\sigma^{\alpha}(t)-s^{\alpha}\right]\right| \\
& =\mid\left[f^{\alpha}(\sigma(t))-f^{\alpha}(s)-f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right]\left(g^{\alpha}(\sigma(t))\right)+g^{\alpha}(\sigma(t)) f^{\alpha}(s) \\
& +g^{\alpha}(\sigma(t)) f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)-f^{\alpha}(s) g^{\alpha}(s) \\
& -\left[g^{\Delta^{\alpha}}(t) f^{\alpha}(t)+g^{\alpha}(\sigma(t)) f^{\Delta^{\alpha}}(t)\right]\left[\sigma^{\alpha}(t)-s^{\alpha}\right] \mid \\
& =\mid\left[f^{\alpha}(\sigma(t))-f^{\alpha}(s)-f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right]\left(g^{\alpha}(\sigma(t))\right) \\
& +\left[g^{\alpha}(\sigma(t))-g^{\alpha}(s)-g^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right]\left(f^{\alpha}(t)\right) \\
& +\left[g^{\alpha}(\sigma(t))-g^{\alpha}(s)-g^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right]\left(f^{\alpha}(s)-f^{\alpha}(t)\right)+f^{\alpha}(s) g^{\alpha}(s) \\
& +g^{\Delta^{\alpha}}(t) f^{\alpha}(s)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)+g^{\alpha}(\sigma(t)) f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)-g^{\alpha}(s) f^{\alpha}(s) \\
& +g^{\Delta^{\alpha}}(t) f^{\alpha}(s)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)+g^{\alpha}(\sigma(t)) f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)-f^{\alpha}(s) g^{\alpha}(s) \\
& -\left[g^{\Delta^{\alpha}}(t) f^{\alpha}(t)+g^{\alpha}(\sigma(t)) f^{\Delta^{\alpha}}(t)\right]\left[\sigma^{\alpha}(t)-s^{\alpha}\right] \mid \\
& \leq\left|f^{\alpha}(\sigma(t))-f^{\alpha}(s)-f^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right|\left|\left(g^{\alpha}(\sigma(t))\right)\right| \\
& +\left|g^{\alpha}(\sigma(t))-g^{\alpha}(s)-g^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right|\left|\left(f^{\alpha}(t)\right)\right| \\
& +\left|g^{\alpha}(\sigma(t))-g^{\alpha}(s)-g^{\Delta^{\alpha}}(t)\left(\sigma^{\alpha}(t)-s^{\alpha}\right)\right|\left|f^{\alpha}(s)-f^{\alpha}(t)\right| \\
& +\left|g^{\Delta^{\alpha}}(t)\right|\left|f^{\alpha}(t)-f^{\alpha}(s)\right|\left|\sigma^{\alpha}(t)-s^{\alpha}\right| \\
& =\epsilon^{*}\left|\left(g^{\alpha}(\sigma(t))\right)\right|\left|\sigma^{\alpha}(t)-s^{\alpha}\right| \\
& +\epsilon^{*}\left|\left(f^{\alpha}(t)\right)\right|\left|\sigma^{\alpha}(t)-s^{\alpha}\right|+\epsilon^{*}\left|\sigma^{\alpha}(t)-s^{\alpha}\right| \epsilon^{*}+\epsilon^{*}\left|g^{\Delta^{\alpha}}(t)\right|\left|\sigma^{\alpha}(t)-s^{\alpha}\right| \\
& \leq \epsilon^{*}\left|\sigma^{\alpha}(t)-s^{\alpha}\right|\left(\epsilon^{*}+\left|\left(f^{\alpha}(t)\right)\right|+\left|g^{\Delta^{\alpha}}(t)\right|+\left|g^{\Delta^{\alpha}}(t)\right|\right) \\
& \leq \epsilon^{*}\left|\sigma^{\alpha}(t)-s^{\alpha}\right|\left(1+\left|\left(f^{\alpha}(t)\right)\right|+\left|g^{\Delta^{\alpha}}(t)\right|+\left|g^{\Delta^{\alpha}}(t)\right|\right)=\epsilon\left|\sigma^{\alpha}(t)-s^{\alpha}\right| .
\end{aligned}
$$

Thus $(f g)^{\Delta^{\alpha}}(t)=f^{\alpha}(t) g^{\Delta^{\alpha}}(t)+f^{\Delta^{\alpha}}(t) g^{\alpha}(\sigma(t))$ holds at $t$. The other product rule follows from this last equality by interchanging functions $f$ and $g$.
3. We use the delta derivative of a constant (Example 4.1.3. Since $\left(f \cdot \frac{1}{f}\right)^{\Delta^{\alpha}}(t)=$ 0 , it follows from item 2 that $\left(\frac{1}{f}\right)^{\Delta^{\alpha}}(t) f^{\alpha}(\sigma(t))+f^{\Delta^{\alpha}}(t) \frac{1}{f^{\alpha}(t)}=0$. Because we are assuming $f(t) f(\sigma(t)) \neq 0$, one has $\left(\frac{1}{f}\right)^{\Delta^{\alpha}}(t)=\frac{-f^{\Delta^{\alpha}}(t)}{f^{\alpha}(\sigma(t)) f^{\alpha}(t)}$.
4. For the quotient formula we use items 2 and 3 to compute

$$
\begin{aligned}
\left(\frac{f}{g}\right)^{\Delta^{\alpha}}(t) & =\left(f \cdot \frac{1}{g}\right)^{\Delta^{\alpha}}(t)=f^{\alpha}(t)\left(\frac{1}{g}\right)^{\Delta^{\alpha}}(t)+f^{\Delta^{\alpha}}(t) \frac{1}{g^{\alpha}(\sigma(t))} \\
& =-f^{\alpha}(t) \frac{g^{\Delta^{\alpha}}(t)}{g^{\alpha}(\sigma(t)) g^{\alpha}(t)}+f^{\Delta^{\alpha}}(t) \frac{1}{g^{\alpha}(\sigma(t))} \\
& =\frac{f^{\Delta^{\alpha}}(t) g^{\alpha}(t)-f^{\alpha}(t) g^{\Delta^{\alpha}}(t)}{g^{\alpha}(\sigma(t)) g^{\alpha}(t)}
\end{aligned}
$$

This concludes the proof.

Remark 4.1.3. The delta derivative of order $\alpha$ of the sum $f+g: \mathbb{T} \rightarrow \mathbb{R}$ does not satisfy the usual property, that is, in general $(f+g)^{\Delta^{\alpha}}(t) \neq(f)^{\Delta^{\alpha}}(t)+(g)^{\Delta^{\alpha}}(t)$. For instance, let $\mathbb{T}$ be an arbitrary time scale and $f, g$ be functions defined by $f: \mathbb{T} \rightarrow \mathbb{R}$, $t \mapsto t$, and $g: \mathbb{T} \rightarrow \mathbb{R}, t \mapsto 2 t$. One can easily find that $(f+g)^{\Delta^{\alpha}}(t)=\sqrt{3} \neq$ $f^{\Delta^{\alpha}}(t)+g^{\Delta^{\alpha}}(t)=1+\sqrt{2}$.

Proposition 4.1.1. Let $\alpha \in \mathbb{R}$ and $m \in \mathbb{N}, m>1$. For $g$ defined by $g(t)=t^{m}$ we have

$$
\begin{equation*}
g^{\Delta^{\alpha}}(t)=\sum_{k=0}^{m-1}\left(t^{\alpha}\right)^{m-k-1}\left(\sigma^{\alpha}\right)^{k}(t) \tag{4.4}
\end{equation*}
$$

Proof. We prove the formula by induction. If $m=2$, then $g(t)=t^{2}$ and from Example 4.1.6 we know that $g^{\Delta^{\alpha}}(t)=\sum_{k=0}^{1}\left(t^{\alpha}\right)^{1-k}\left(\sigma^{\alpha}\right)^{k}(t)=t^{\alpha}+\sigma^{\alpha}(t)$. Now assume

$$
g^{\Delta^{\alpha}}(t)=\sum_{k=0}^{m-1}\left(t^{\alpha}\right)^{m-k-1}\left(\sigma^{\alpha}\right)^{k}(t)
$$

holds for $g(t)=t^{m}$ and let $G(t)=t^{m+1}=t \cdot g(t)$. We use the product rule of Theorem 4.1.2 to obtain

$$
\begin{aligned}
G^{\Delta^{\alpha}}(t) & =g^{\alpha}(t)+\sigma^{\alpha}(t) g^{\Delta^{\alpha}}(t)=\left(t^{\alpha}\right)^{m}+\sigma^{\alpha}(t) \sum_{k=0}^{m-1}\left(t^{\alpha}\right)^{m-k-1}\left(\sigma^{\alpha}\right)^{k}(t) \\
& =\left(t^{\alpha}\right)^{m}+\sum_{k=0}^{m-1}\left(t^{\alpha}\right)^{m-k-1}\left(\sigma^{\alpha}\right)^{k+1}(t)=\left(t^{\alpha}\right)^{m}+\sum_{k=1}^{m-1}\left(t^{\alpha}\right)^{m-k}\left(\sigma^{\alpha}\right)^{k}(t) \\
& =\sum_{k=0}^{m}\left(t^{\alpha}\right)^{m-k}\left(\sigma^{\alpha}\right)^{k}(t) .
\end{aligned}
$$

Hence, by mathematical induction, (4.4) holds.
Example 4.1.8. Choose $m=3$ in Proposition 4.1.1. Then $\left(t^{3}\right)^{\Delta^{\alpha}}=t^{2 \alpha}+(t \sigma(t))^{\alpha}+$ $\sigma^{2 \alpha}(t)$.

The notion of fractional derivative here introduced can be easily extended to any arbitrary real order $\alpha$.

Definition 4.1.2. Let $\alpha>0$ and $N \in \mathbb{N}_{0}$ be such that $N<\alpha \leq N+1$. Then we define $f^{\Delta^{\alpha}}=\left(f^{\Delta^{N}}\right)^{\Delta^{\alpha-N}}$, where $f^{\Delta^{N}}$ is the usual Hilger derivative of order $N$.

## Chapter 5

## A Truly Conformable Calculus on Time Scales

We introduce the definition of conformable derivative on time scales and develop its calculus. Fundamental properties of the conformable derivative and integral on time scales are proved. Linear conformable differential equations with constant coefficients are investigated as well as hyperbolic and trigonometric functions. The original results of this chapter were publication [15]

### 5.1 Main results

We begin by introducing the notion of conformable differential operator of order $\alpha \in[0,1]$ on an arbitrary time scale $\mathbb{T}$.

Definition 5.1.1. Assume $f: \mathbb{T} \rightarrow \mathbb{R}$ and let $t \in \mathbb{T}^{\kappa}$. We define $f^{\Delta}(t)$ to be the number (provided it exists) with the property that given any $\epsilon>0$, there is a neighborhood $U$ of $t$ (i.e., $U=(t-\delta, t+\delta) \cap \mathbb{T}$ for some $\delta>0$ ) such that

$$
\left|[f(\sigma(t))-f(s)]-f^{\Delta}(t)[\sigma(t)-s]\right| \leq \epsilon|\sigma(t)-s|
$$

for all $s \in U$. We call $f^{\Delta}(t)$ the delta derivative of $f$ at $t$.

Definition 5.1.2 (Conformable delta differential operator of order $\alpha$ ). Let $\mathbb{T}$ be a time scale and let $\alpha \in[0,1]$. An operator $\Delta^{\alpha}$ is conformable if and only if $\Delta^{0}$ is the identity operator and $\Delta^{1}$ is the standard differential operator on $\mathbb{T}$. Precisely, operator $\Delta^{\alpha}$ is conformable if and only if for a differentiable function $f$ in the sense of Definition 5.1.1, one has $\Delta^{0} f=f$ and $\Delta^{1} f=f^{\Delta}$.

Proposition 5.1.1 gives an extension of [6] to time scales $\mathbb{T}$ : for $\mathbb{T}=\mathbb{R}$, 5.2) subject to (5.1) gives Definition 1.3 of [6].

Definition 5.1.3. A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is rd-continuous provided it is continuous at right-dense points in $\mathbb{T}$ and its left-sided limits exist (finite) at left-dense points in $\mathbb{T}$. A function $k:[0,1] \times \mathbb{T} \rightarrow[0, \infty)$ is rd-continuous if $k(\alpha, \cdot): \mathbb{T} \rightarrow[0, \infty)$ is rd-continuous for all $\alpha \in[0,1]$ and $k(\cdot, t):[0,1] \rightarrow[0, \infty)$ is continuous for all $t \in \mathbb{T}$.

Proposition 5.1.1 (A conformable derivative $\Delta^{\alpha}$ on time scales). Let $\mathbb{T}$ be a time scale, $\alpha \in[0,1]$, and $\kappa_{0}, \kappa_{1}:[0,1] \times \mathbb{T} \rightarrow[0, \infty)$ be rd-continuous functions such that

$$
\begin{gather*}
\lim _{\alpha \rightarrow 0^{+}} \kappa_{1}(\alpha, t)=1, \quad \lim _{\alpha \rightarrow 0^{+}} \kappa_{0}(\alpha, t)=0 \\
\lim _{\alpha \rightarrow 1^{-}} \kappa_{1}(\alpha, t)=0, \quad \lim _{\alpha \rightarrow 1^{-}} \kappa_{0}(\alpha, t)=1  \tag{5.1}\\
\kappa_{1}(\alpha, t) \neq 0, \quad \kappa_{0}(\alpha, t) \neq 0, \quad \alpha \in(0,1]
\end{gather*}
$$

for all $t \in \mathbb{T}$. Then, the differential operator $\Delta^{\alpha} f$, defined by

$$
\begin{equation*}
\Delta^{\alpha} f(t)=\kappa_{1}(\alpha, t) f(t)+\kappa_{0}(\alpha, t) f^{\Delta}(t) \tag{5.2}
\end{equation*}
$$

in the class of $\Delta$-differentiable functions $f$, is conformable in the sense of Definition 5.1.2.

Proof. The result is a trivial consequence of (5.1)-(5.2): $\Delta^{0} f=f$ and $\Delta^{1} f=$ $f^{\Delta}$.

Remark 5.1.1. Let $\alpha \in(0,1], \kappa_{1}(\alpha, t) \equiv 0$, and $\kappa_{0}(\alpha, t)=t^{1-\alpha}$. Then, formally, we recover (8) from (5.2). However, such choice of $\kappa_{0}$ and $\kappa_{1}$ is not allowed by (5.1) because (8) is not conformable in agreement with Definition 5.1.2.

Many examples of conformable derivatives on time scales are easily obtained from Proposition 5.1.1.

Example 5.1.1. One can take $\kappa_{1} \equiv(1-\alpha) \omega^{\alpha}$ and $\kappa_{0} \equiv \alpha \omega^{1-\alpha}$ for $\omega \in(0, \infty)$ or $\kappa_{1}(\alpha, t)=(1-\alpha)|t|^{\alpha}$ and $\kappa_{0}(\alpha, t)=\alpha|t|^{1-\alpha}$ on $\mathbb{T} \backslash\{0\}$ in Proposition 5.1.1. In this last case,

$$
\Delta^{\alpha} f(t)=(1-\alpha)|t|^{\alpha} f(t)+\alpha|t|^{1-\alpha} f^{\Delta}(t)
$$

Example 5.1.2. Similarly to Example 5.1.1,

$$
\Delta^{\alpha} f(t)=\cos \left(\frac{\alpha \pi}{2}\right)|t|^{\alpha} f(t)+\sin \left(\frac{\alpha \pi}{2}\right)|t|^{1-\alpha} f^{\Delta}(t)
$$

is a conformable derivative.

Lemma 5.1.1. Let $\alpha, \beta \in[0,1]$ and the functions $\kappa_{i}, i=0,1$ are $\Delta_{t^{-}}$differentiable and continuous compared to $\alpha$. Note that, in general, $\Delta^{\alpha} \Delta^{\beta} \neq \Delta^{\beta} \Delta^{\alpha}$.

Proof. Let $\Delta^{\alpha} f(t)=\kappa_{1}(\alpha, t) f(t)+\kappa_{0}(\alpha, t) f^{\Delta}(t)$ and $\Delta^{\beta} f(t)=\kappa_{1}(\beta, t) f(t)+\kappa_{0}(\beta, t) f^{\Delta}(t)$ we calculated $\Delta^{\beta} \Delta^{\alpha} f(t)$ we have

$$
\begin{aligned}
& \Delta^{\beta} \Delta^{\alpha} f(t) \\
= & \kappa_{1}(\beta, t)\left(\kappa_{1}(\alpha, t) f(t)+\kappa_{0}(\alpha, t) f^{\Delta}(t)\right)+\kappa_{0}(\beta, t)\left(\kappa_{1}(\alpha, t) f(t)+\kappa_{0}(\alpha, t) f^{\Delta}(t)\right)^{\Delta} \\
= & \kappa_{1}(\beta, t) \kappa_{1}(\alpha, t) f(t)+\kappa_{1}(\beta, t) \kappa_{0}(\alpha, t) f^{\Delta}(t)+\kappa_{0}(\beta, t)\left[\kappa_{1}^{\Delta}(\alpha, t) f^{\sigma}(t)+\kappa_{1}(\alpha, t) f^{\Delta}(t)\right. \\
+ & \left.\kappa_{0}^{\Delta}(\alpha, t) f^{\Delta^{\sigma}}(t)+\kappa_{0}(\alpha, t) f^{\Delta^{2}}(t)\right] \\
= & \kappa_{1}(\beta, t) \kappa_{1}(\alpha, t) f(t)+\kappa_{1}(\beta, t) \kappa_{0}(\alpha, t) f^{\Delta}(t)+\kappa_{0}(\beta, t) \kappa_{1}^{\Delta}(\alpha, t) f^{\sigma}(t)+\kappa_{0}(\beta, t) \kappa_{1}^{\Delta}(\alpha, t) f^{\Delta}(t) \\
+ & \kappa_{0}(\beta, t) \kappa_{0}^{\Delta}(\alpha, t) f^{\Delta^{\sigma}}(t)+\kappa_{0}(\beta, t) \kappa_{0}(\alpha, t) f^{\Delta^{2}}(t)
\end{aligned}
$$

We follow the same calculation we find
$\Delta^{\alpha} \Delta^{\beta} f(t)$
$=\kappa_{1}(\alpha, t) \kappa_{1}(\beta, t) f(t)+\kappa_{1}(\alpha, t) \kappa_{0}(\beta, t) f(t) f^{\Delta}(t)+\kappa_{0}(\alpha, t) \kappa_{1}^{\Delta}(\beta, t) f^{\sigma}(t)+\kappa_{0}(\alpha, t) \kappa_{1}(\beta, t) f^{\Delta}(t)$
$+\kappa_{0}(\alpha, t) \kappa_{0}^{\Delta}(\beta, t) f^{\Delta^{\sigma}}(t)+\kappa_{0}(\alpha, t) \kappa_{0}(\beta, t) f^{\Delta^{2}}(t)$
since $\kappa_{0}(\alpha, t) \kappa_{1}^{\Delta}(\beta, t) \neq \kappa_{0}(\beta, t) \kappa_{1}^{\Delta}(\alpha, t)$ and $\kappa_{0}(\beta, t) \kappa_{0}^{\Delta}(\alpha, t) \neq \kappa_{0}(\alpha, t) \kappa_{0}^{\Delta}(\beta, t)$
and hence
$\Delta^{\beta} \Delta^{\alpha} \neq \Delta^{\alpha} \Delta^{\beta}$

Example 5.1.3. : One can take $\kappa_{1} \equiv(1-\alpha) \omega^{\alpha}$ and $\kappa_{0} \equiv \alpha \omega^{1-\alpha}$ for $\omega \in(0, \infty)_{\mathbb{T}}$
Let $\alpha=\frac{1}{2}, \beta=1$ we have $\Delta \Delta^{\frac{1}{2}} f(t)=\frac{1}{2}\left[\frac{\sigma^{\frac{1}{2}}(t)-t^{\frac{1}{2}}}{\mu(t)}\left(f^{\sigma}(t)+f^{\Delta^{\sigma}}(t)\right)+t^{\frac{1}{2}}\left(f^{\Delta}(t)+f^{\Delta^{2}}(t)\right)\right]$ on the other hand $\Delta^{\frac{1}{2}} \Delta f(t)=\frac{1}{2} t^{\frac{1}{2}}\left(f^{\Delta}(t)+f^{\Delta^{2}}(t)\right)$
if $\sigma(t) \neq t$ then
$\Delta \Delta^{\frac{1}{2}} f(t) \neq \Delta^{\frac{1}{2}} \Delta f(t)$
Definition 5.1.4 (Conformable exponential function on time scales). Let $\alpha \in(0,1]$, $s, t \in \mathbb{T}$ with $s \leq t$ and let function $p: \mathbb{T} \rightarrow \mathbb{R}$ be rd-continuous. Let $\kappa_{0}, \kappa_{1}$ : $[0,1] \times \mathbb{T} \rightarrow[0, \infty)$ be rd-continuous and satisfy (5.1) with $1+\mu(t) \frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$ for all $t \in \mathbb{T}^{\kappa}$. Then, the conformable exponential function on the time scale $\mathbb{T}$ with respect to $\Delta^{\alpha}$ in (5.2) is defined to be

$$
\begin{equation*}
E_{p}(t, s)=e_{\frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)}}(t, s), \quad E_{0}(t, s)=e_{\frac{\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)}}(t, s), \tag{5.3}
\end{equation*}
$$

where $e_{q(t)}(t, s)$ denotes the exponential function on the time scale $\mathbb{T}$ - see definition (2.30) in [22].

Note that if $\mathbb{T}=\mathbb{R}$, then $E_{p}(t, s)=e^{\int_{s}^{t} \frac{p(\tau)-\kappa_{1}(\alpha, \tau)}{\kappa(\alpha, \tau)} d \tau}$ and $E_{0}(t, s)=e^{-\int_{s}^{t} \frac{\kappa_{1}(\alpha, \tau)}{\kappa(\alpha, \tau)} d \tau}$.

### 5.1.1 Fundamental properties of the conformable operators

Using (5.2) and (5.3), we begin by proving several basic but important results.
Theorem 5.1.1 (Basic properties of conformable derivatives). Let the conformable differential operator $\Delta^{\alpha}$ be given as in (5.2), where $\alpha \in[0,1]$. Let $\kappa_{0}, \kappa_{1}:[0,1] \times \mathbb{T} \rightarrow$ $[0, \infty)$ be rd-continuous and satisfy (5.1) with $1+\mu(t) \frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}} \neq 0$ for all $t \in \mathbb{T}^{\kappa}$. Assume functions $f$ and $g$ are differentiable, as needed. Then,
(i) $\Delta^{\alpha}(a f+b g)=a \Delta^{\alpha}(f)+b \Delta^{\alpha}(g)$ for all $a, b \in \mathbb{R}$;
(ii) $\Delta^{\alpha} c=c \kappa_{1}(\alpha, \cdot)$ for all constants $c \in \mathbb{R}$;
(iii) $\Delta^{\alpha}(f g)=f \Delta^{\alpha}(g)+g^{\sigma} \Delta^{\alpha}(f)-f g^{\sigma} \kappa_{1}(\alpha, \cdot)$;
(iv) $\Delta^{\alpha}\left(\frac{f}{g}\right)=\frac{g \Delta^{\alpha}(f)-f \Delta^{\alpha}(g)}{g g^{\sigma}}+\frac{f}{g} \kappa_{1}(\alpha, \cdot)$;
(v) $\Delta^{\alpha} E_{p}(t, s)=p(t) E_{p}(t, s)$ for all $\alpha \in(0,1]$;
(vi) $\Delta^{\alpha}\left(\int_{a}^{t} \frac{f(s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)} \Delta s\right)=f(t)$ for all $\alpha \in(0,1]$.

Proof. Relations (i) and (ii) are obvious. From (5.2), it also follows (iii)-(vi):
(iii)

$$
\begin{aligned}
\Delta^{\alpha}(f g) & =\kappa_{0}\left(f g^{\Delta}+f^{\Delta} g^{\sigma}\right)+\kappa_{1}(f g) \\
& =f \kappa_{0} g^{\Delta}+g^{\sigma} \kappa_{0} f^{\Delta}+\kappa_{1}(f g) \\
& =f\left(\kappa_{0} g^{\Delta}+\kappa_{1} g\right)+g^{\sigma}\left(\kappa_{0} f^{\Delta}+\kappa_{1} f\right)-g^{\sigma} \kappa_{1} f \\
& =f \Delta^{\alpha} g+g^{\sigma} \Delta^{\alpha} f-g^{\sigma} \kappa_{1} f
\end{aligned}
$$

(iv)

$$
\begin{aligned}
\Delta^{\alpha}\left(\frac{f}{g}\right) & =\kappa_{0}\left(\frac{f^{\Delta} g-f g^{\Delta}}{g g^{\sigma}}\right)+\kappa_{1}\left(\frac{f}{g}\right) \\
& =\frac{\kappa_{0}\left(f^{\Delta} g-f g^{\Delta}\right)}{g g^{\sigma}}+\kappa_{1}\left(\frac{f}{g}\right) \\
& =\frac{\left(\kappa_{0} f^{\Delta}+\kappa_{1} f\right) g-\kappa_{1} f g-\left(\kappa_{0} g^{\Delta}+\kappa_{1} g\right) f+f \kappa_{1} g}{g g^{\sigma}}+\kappa_{1}\left(\frac{f}{g}\right) \\
& =\frac{g \Delta^{\alpha} f-f \Delta^{\alpha} g}{g g^{\sigma}}+\kappa_{1}\left(\frac{f}{g}\right) ;
\end{aligned}
$$

(v) $\Delta^{\alpha} E_{p(t)}(t, s)$

$$
\begin{aligned}
& =\kappa_{1}(\alpha, t) e_{\frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)}}(t, s)+\kappa_{0}(\alpha, t)\left(e_{\frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)}}(t, s)\right)^{\Delta} \\
& =\kappa_{1}(\alpha, t)\left(e_{\frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)}}(t, s)\right)+\kappa_{0}(\alpha, t)\left(\frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} e_{\frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)}}(t, s)\right) \\
& =p(t) e_{\frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)}(t, s)} \\
& =p(t) E_{p}(t, s)
\end{aligned}
$$

(vi) $\Delta^{\alpha} \int_{a}^{t} \frac{f(s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)} \Delta s$

$$
\begin{aligned}
= & \kappa_{1}(\alpha, t) \int_{a}^{t} \frac{f(s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)} \Delta s \\
& \quad+\kappa_{0}(\alpha, t)\left(\frac{f(t) E_{0}(t, t)}{\kappa_{0}(\alpha, t)}+\int_{a}^{t} \frac{f(s)\left(-\frac{\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)}\right) E_{0}(t, s)}{\kappa_{0}(\alpha, s)} \Delta s\right) \\
= & \kappa_{1}(\alpha, t) \int_{a}^{t} \frac{f(s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)} \Delta s+f(t)-\kappa_{1}(\alpha, t) \int_{a}^{t} \frac{f(s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)} \Delta s \\
= & f(t) .
\end{aligned}
$$

The proof is complete.

Definition 5.1.5 (Conformable integrals of order $\alpha$ ). Let $\alpha \in(0,1]$ and let $\kappa_{0}, \kappa_{1}$ : $[0,1] \times \mathbb{T} \rightarrow[0, \infty)$ be rd-continuous and satisfy (5.1) with $1+\mu(t) \frac{\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$ for all $t \in \mathbb{T}^{\kappa}$ and $t_{0} \in \mathbb{T}$. In light of (5.3) and items (v) and (vi) of Theorem 5.1.1, we define the conformable antiderivative of order $\alpha$ by

$$
\int \Delta^{\alpha} f(t) \Delta^{\alpha} t=f(t)+c E_{0}\left(t, t_{0}\right), \quad c \in \mathbb{R}
$$

The conformable $\alpha$-integral of $f$ over $\mathbb{T}_{[a, t]}$ is defined by

$$
\begin{equation*}
\int_{a}^{t} f(s) E_{0}(t, s) \Delta^{\alpha} s:=\int_{a}^{t} \frac{f(s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)} \Delta s \tag{5.4}
\end{equation*}
$$

where on the right-hand side we have the standard $\Delta$-integral of time scales [22, [23].
Theorem 5.1.2 (Basic properties of the conformable $\alpha$-integral). Let the conformable differential operator on time scales $\Delta^{\alpha}$ be given as in (5.2); the integral be given as in (5.4); with $\alpha \in(0,1]$. Let functions $\kappa_{0}, \kappa_{1}$ be rd-continuous and satisfy (5.1) with $1+\mu(t) \frac{\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$ for all $t \in \mathbb{T}^{\kappa}$ and let $f$ and $g$ be $\Delta$-differentiable, as needed. Then,
(i) the derivative of the definite integral of $f$ is given by

$$
\Delta^{\alpha}\left(\int_{a}^{t} f(s) E_{0}(t, s) \Delta^{\alpha} s\right)=f(t)
$$

(ii) the definite integral of the derivative of $f$ is given by

$$
\int_{a}^{t} \Delta^{\alpha}[f(s)] E_{0}(t, s) \Delta^{\alpha} s=\left.f(s) E_{0}(t, s)\right|_{s=a} ^{s=t}=f(t)-f(a) E_{0}(t, a)
$$

(iii) an integration by parts formula is given by

$$
\begin{aligned}
\int_{a}^{b} f(t) \Delta^{\alpha}[g(t)] E_{0}(b, t) \Delta^{\alpha} t & =\left.f(t) g(t) E_{0}(b, t)\right|_{t=a} ^{t=b} \\
& -\int_{a}^{b} g(t)\left(\Delta^{\alpha}[f(t)]-\kappa_{1}(\alpha, t) f(t)\right) E_{0}(b, t) \Delta^{\alpha} t
\end{aligned}
$$

(iv) a version of the Leibniz rule for differentiation of an integral is given by

$$
\begin{aligned}
\Delta^{\alpha}\left[\int_{a}^{t} f(t, s) E_{0}(t, s) \Delta^{\alpha} s\right] & =f(t, t) \\
& +\int_{a}^{t}\left(\Delta_{t}^{\alpha}[f(t, s)]-\kappa_{1}(\alpha, t) f(t, s)\right) E_{0}(t, s) \Delta^{\alpha} s
\end{aligned}
$$

where the derivative inside the last integral is with respect to $t$, or

$$
\Delta^{\alpha}\left[\int_{a}^{t} f(t, s) \Delta^{\alpha} s\right]=f(t, t)+\int_{a}^{t} \Delta^{\alpha}[f(t, s)] \Delta^{\alpha} s
$$

if $E_{0}$ is absent.

Proof. The proof of (i) is clear. Note that (ii) is a special case of (iii). Now we prove (iii):

$$
\begin{array}{rl}
\int_{a}^{b} & f(t) \Delta^{\alpha}(g)(t) E_{0}(b, t) \Delta^{\alpha} t \\
& =\int_{a}^{b}\left[\Delta^{\alpha}(f g)(t)-g^{\sigma}(t) \Delta^{\alpha} f(t)+f(t) g^{\sigma}(t) \kappa_{1}(\alpha, t)\right] E_{0}(b, t) \Delta^{\alpha} t \\
& =\int_{a}^{b} \Delta^{\alpha}(f g)(t) E_{0}(b, t) \Delta^{\alpha} t-\int_{a}^{b} g^{\sigma}(t)\left[\Delta^{\alpha}(f)(t)-f(t) \kappa_{1}(\alpha, t)\right] E_{0}(b, t) \Delta^{\alpha} t \\
& =\left.f(t) g(t) E_{0}(b, t)\right|_{a} ^{b}-\int_{a}^{b} g^{\sigma}(t)\left[\Delta^{\alpha}(f)(t)-f(t) \kappa_{1}(\alpha, t)\right] E_{0}(b, t) \Delta^{\alpha} t
\end{array}
$$

For the first part of (iv), we have:

$$
\begin{aligned}
\Delta^{\alpha} & {\left[\int_{a}^{t} f(t, s) E_{0}(t, s) \Delta^{\alpha} s\right] } \\
= & \Delta^{\alpha} \int_{a}^{t} \frac{f(t, s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)} \Delta s \\
= & \kappa_{0}(\alpha, t)\left[\int_{a}^{t} f(t, s) E_{0}(t, s) \Delta^{\alpha} s\right]^{\Delta}+\kappa_{1}(\alpha, t) \int_{a}^{t} f(t, s) E_{0}(t, s) \Delta^{\alpha} s \\
= & \kappa_{0}(\alpha, t)\left[\frac{f(t, t)}{\kappa_{0}(\alpha, t)}+\int_{a}^{t}\left(\frac{f^{\Delta}(t, s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)}-f(t, s) \frac{\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \frac{E_{0}(t, s)}{\kappa_{0}(\alpha, s)}\right) \Delta s\right] \\
& \quad+\kappa_{1}(\alpha, t) \int_{a}^{t} \frac{f(t, s) E_{0}(t, s)}{\kappa_{0}(\alpha, t)} \Delta s \\
= & f(t, t)+\kappa_{0}(\alpha, t) \int_{a}^{t}\left[\frac{f^{\Delta}(t, s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)}-\frac{f(t, s) \kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \frac{E_{0}(t, s)}{\kappa_{0}(\alpha, s)}\right] \Delta s \\
& +\kappa_{1}(\alpha, t) \int_{a}^{t} \frac{f(t, s) E_{0}(t, s)}{\kappa_{0}(\alpha, s)} \Delta s \\
= & f(t, t)+\int_{a}^{t}\left[\Delta_{t}^{\alpha} f(t, s)-\kappa_{1}(\alpha, t) f(t, s)\right] E_{0}(t, s) \Delta^{\alpha} s
\end{aligned}
$$

For the second expression in (iv), in the case $E_{0}(t, s)$ is absent from the integral expression, one has

$$
\begin{aligned}
\Delta^{\alpha} & {\left[\int_{a}^{t} f(t, s) \Delta^{\alpha} s\right] } \\
& =\Delta^{\alpha}\left[\int_{a}^{t} \frac{f(t, s)}{\kappa_{0}(\alpha, s)} \Delta s\right] \\
& =\kappa_{0}(\alpha, t)\left(\int_{a}^{t} \frac{f(t, s)}{\kappa_{0}(\alpha, s)} \Delta s\right)^{\Delta}+\kappa_{1}(\alpha, t) \int_{a}^{t} \frac{f(t, s)}{\kappa_{0}(\alpha, s)} \Delta s \\
& =\kappa_{0}(\alpha, t) \frac{f(t, t)}{\kappa_{0}(\alpha, t)}+\kappa_{0}(\alpha, t) \int_{a}^{t}\left(\frac{f(t, s)}{\kappa_{0}(\alpha, s)}\right)^{\Delta} \Delta s+\kappa_{1}(\alpha, t) \int_{a}^{t} \frac{f(t, s)}{\kappa_{0}(\alpha, s)} \Delta s \\
& =f(t, t)+\int_{a}^{t} \Delta_{t}^{\alpha} f(t, s) \Delta^{\alpha} s .
\end{aligned}
$$

Note that we use $\Delta_{t}^{\alpha} f(t, s)$ to denote the derivative of $f$ with respect to $t$.

### 5.1.2 Conformable polynomials

Let functions $\kappa_{0}, \kappa_{1}:[0,1] \times \mathbb{T} \rightarrow[0, \infty)$ be rd-continuous such that the conditions in (5.1) are satisfied with $1+\mu(t) \frac{\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$ for all $t \in \mathbb{T}^{\kappa}$. We define, recursively,
the functions $h_{n}: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}, n \in \mathbb{N}_{0}$, by

$$
\begin{equation*}
h_{0}(t, s) \equiv 1, \quad h_{n}(t, s)=\int_{s}^{t} h_{n-1}(\tau, s) \Delta^{\alpha} \tau, \quad n \in \mathbb{N} \tag{5.5}
\end{equation*}
$$

for all $t, s \in \mathbb{T}$.
Remark 5.1.2. If $\alpha=1$ and $n \in \mathbb{N}_{0}$, then $h_{n}(t, s)=\frac{1}{n!}(t-s)^{n}$.

In the follow examples, we explore the new functions $h_{n}(t, s)$ given by (5.5).

Example 5.1.4. Let $\alpha \in(0,1], \mathbb{T}=\mathbb{Z}, \omega_{0}, \omega_{1} \in(0, \infty)$, and $\kappa_{1}$ satisfy 5.1). Take $\kappa_{0}(\alpha, t) \equiv \alpha \omega_{0}^{1-\alpha}$. Because $\Delta^{\alpha} \tau=\frac{1}{\kappa_{0}(\alpha, \tau)} \Delta \tau=\frac{1}{\alpha \omega_{0}^{1-\alpha}} \Delta \tau$, letting $h_{0}(t, s) \equiv 1$, we calculate $h_{1}$ via (5.5), getting

$$
h_{1}(t, s)=\int_{s}^{t} h_{0}(\tau, s) \Delta^{\alpha} \tau=\int_{s}^{t} \frac{\Delta \tau}{\alpha \omega_{0}^{1-\alpha}}=\frac{1}{\alpha \omega_{0}^{1-\alpha}} \int_{s}^{t} \Delta \tau=\frac{1}{\alpha \omega_{0}^{1-\alpha}}(t-s)
$$

and

$$
h_{2}(t, s)=\int_{s}^{t} \frac{\tau-s}{\alpha \omega_{0}^{1-\alpha}} \Delta^{\alpha} \tau=\frac{1}{\left(\alpha \omega_{0}^{1-\alpha}\right)^{2}}\left[\frac{(\tau-s)^{2}}{2}\right]_{s}^{t}=\frac{1}{\left(\alpha \omega_{0}^{1-\alpha}\right)^{2}} \frac{(t-s)^{2}}{2} .
$$

The factorial function $t^{\underline{k}}$ for $n \in \mathbb{N}_{0}$ is defined (see [42]) by

$$
t^{0}=1, \quad t^{k}=t(t-1)(t-2) \cdots(t-k+1), \quad k \in \mathbb{N}
$$

We claim that

$$
\begin{equation*}
h_{k}(t, s)=\frac{1}{\left(\alpha \omega_{0}^{1-\alpha}\right)^{k}} \frac{(t-s)^{\underline{k}}}{k!}=\frac{1}{\left(\alpha \omega_{0}^{1-\alpha}\right)^{k}}\binom{k-s}{k} \tag{5.6}
\end{equation*}
$$

for $t, s \in \mathbb{T}$, $t \geq s$, and $k \in \mathbb{N}$. Assume (5.6) holds for $k$ replaced by $m$. Then,

$$
h_{m+1}(t, s)=\int_{s}^{t} h_{m}(\tau, s) \Delta \tau=\frac{1}{\left(\alpha \omega_{0}^{1-\alpha}\right)^{m}} \int_{s}^{t} \frac{(\tau-s)^{m}}{m!} \Delta^{\alpha} \tau=\frac{(t-s)^{m+1}}{\left(\alpha \omega_{0}^{1-\alpha}\right)^{m+1}} .
$$

Example 5.1.5. Let $\mathbb{T}=h \mathbb{Z}, h>0, \kappa_{0}(\alpha, t)=\alpha \omega^{1-\alpha}, \alpha \in(0,1], t, s \in \mathbb{T}, t \geq s$, $k \in \mathbb{N}$. Again, starting with $h_{0}(t, s) \equiv 1$, we see that

$$
h_{1}(t, s)=\int_{s}^{t} h_{0}(\tau, s) \Delta^{\alpha} \tau=\int_{s}^{t} 1 \Delta^{\alpha} \tau=\int_{s}^{t} \frac{\Delta \tau}{\alpha \omega^{1-\alpha}}=\frac{1}{\alpha \omega^{1-\alpha}}(t-s)
$$

$$
\begin{aligned}
h_{2}(t, s) & =\int_{s}^{t} h_{1}(\tau, s) \Delta^{\alpha} \tau \\
& =\int_{s}^{t} \frac{1}{\alpha \omega^{1-\alpha}}(\tau-s) \Delta^{\alpha} \tau \\
& =\frac{1}{\alpha \omega^{1-\alpha}} \int_{s}^{t} \frac{\tau-s}{\alpha \omega^{1-\alpha} \Delta \tau} \\
& =\frac{1}{\left(\alpha \omega^{1-\alpha}\right)^{2}} \int_{s}^{t}(\tau-s) \Delta \tau \\
& =\frac{1}{\left(\alpha \omega^{1-\alpha}\right)^{2}} \frac{(t-s)(t-h-s)}{2} \\
h_{3}(t, s) & =\int_{s}^{t} h_{2}(\tau, s) \Delta^{\alpha} \tau \\
& =\frac{1}{\left(\alpha \omega^{1-\alpha}\right)^{2}} \int_{s}^{t} \frac{(\tau-s)(\tau-h-s)}{2 \alpha \omega^{1-\alpha}} \Delta \tau \\
& =\frac{1}{\left(\alpha \omega^{1-\alpha}\right)^{3}} \frac{(t-s)(t-h-s)(t-2 h-s)}{3!} .
\end{aligned}
$$

We claim that for $k \in \mathbb{N}_{0}$ we have

$$
\begin{equation*}
h_{k}(t, s)=\frac{1}{\left(\alpha \omega^{1-\alpha}\right)^{k}} \frac{\prod_{i=0}^{k-1}(t-i h-s)}{k!} . \tag{5.7}
\end{equation*}
$$

Assume (5.7) holds for $k$ replaced by $m$. Then,

$$
\begin{aligned}
h_{m+1}(t, s) & =\int_{s}^{t} \frac{1}{\left(\alpha \omega^{1-\alpha}\right)^{m}} \frac{\prod_{i=0}^{m-1}(\tau-i h-s)}{m!} \Delta^{\alpha} \tau \\
& =\frac{1}{\left(\alpha \omega^{1-\alpha}\right)^{m}} \int_{s}^{t} \frac{\prod_{i=0}^{m-1}(\tau-i h-s)}{m!} \frac{\Delta \tau}{\alpha \omega^{1-\alpha}} \\
& =\frac{1}{\left(\alpha \omega^{1-\alpha}\right)^{m+1}} \frac{\prod_{i=0}^{m}(\tau-i h-s)}{(m+1)!} .
\end{aligned}
$$

Example 5.1.6. Let $\mathbb{T}=q^{\overline{\mathbb{Z}}}, q>1, q \in \mathbb{Z}, t, s \in \mathbb{T}, t \geq s, k \in \mathbb{N}_{0}$, and $\kappa_{0}=\alpha \omega^{1-\alpha}$. From $h_{0}(t, s) \equiv 1$, it follows that

$$
h_{k}(t, s)=\int_{s}^{t} h_{k-1}(\tau, s) \Delta^{\alpha} \tau=\frac{1}{\left(\alpha \omega^{1-\alpha}\right)^{k}} \prod_{m=0}^{k-1}\left(\frac{t-q^{m} s}{\sum_{j=0}^{m} q^{j}}\right) .
$$

Proposition 5.1.2. Assume $h_{n}$ is a function satisfying (5.5). Then,

$$
\Delta^{\alpha} h_{n}(t, s)=h_{n-1}(t, s)+\kappa_{1}(\alpha, t) h_{n}(t, s)
$$

Proof. By Theorem 5.1.1 (ii) and Theorem 5.1.2 (iv), the following relationship holds:

$$
\begin{aligned}
\Delta_{t}^{\alpha} h_{n}(t, s) & =\Delta_{t}^{\alpha} \int_{s}^{t} h_{n-1}(\tau, s) \Delta^{\alpha} \tau \\
& =\kappa_{1}(\alpha, t) \int_{s}^{t} h_{n-1}(\tau, s) \Delta^{\alpha} \tau+\kappa_{0}(\alpha, t) \frac{h_{n-1}(t, s)}{\kappa_{0}(\alpha, t)} \\
& =h_{n-1}(t, s)+\kappa_{1}(\alpha, t) h_{n}(t, s) .
\end{aligned}
$$

The proof is complete.

### 5.1.3 Linear second-order conformable differential equations on time scales

Let $\mathbb{T}$ be an arbitrary time scale, $\alpha \in[0,1]$, and let $\kappa_{0}, \kappa_{1}:[0,1] \times \mathbb{T} \rightarrow[0, \infty)$ be rdcontinuous functions such that (5.1) holds Considering that the functions $\kappa_{i}(\alpha, t), i=$ 0,1 are $\Delta_{t^{-}}$differentiable and continuous compared to $\alpha$ with $1+\mu(t) \frac{\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$ for all $t \in \mathbb{T}^{\kappa}$. In addition, let $\Delta^{\alpha}$ be as in (5.2), and let $t_{0} \in \mathbb{T}$. In this section we are concerned with the following linear second-order conformable dynamic equation on time scales with constant coefficients:

$$
\begin{equation*}
\Delta^{\alpha} \Delta^{\alpha} y(t)+a \Delta^{\alpha} y(t)+b y(t)=f(t), \quad t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa^{2}} \tag{5.8}
\end{equation*}
$$

where we assume $a, b \in \mathbb{R}, f \in C_{r d}$. Introduce the operator $L_{2 \Delta^{\alpha}}: C_{r d}^{2} \rightarrow C_{r d}$ by

$$
\begin{equation*}
L_{2 \Delta^{\alpha}}(y)(t)=\Delta^{\alpha} \Delta^{\alpha} y(t)+a \Delta^{\alpha} y(t)+b y(t) \tag{5.9}
\end{equation*}
$$

for all $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa^{2}}$.
Lemma 5.1.2. The operator $L_{2 \Delta^{\alpha}}$ defined by (5.9) is a linear operator, i.e.,

$$
L_{2 \Delta^{\alpha}}\left(p y_{1}+q y_{2}\right)=p L_{2 \Delta^{\alpha}}\left(y_{1}\right)+q L_{2 \Delta^{\alpha}}\left(y_{2}\right)
$$

where $p, q \in \mathbb{R}$ and $y_{1}, y_{2} \in C_{r d}^{2}$. If $y_{1}$ and $y_{2}$ solve the homogeneous equation

$$
L_{2 \Delta^{\alpha}} y=0
$$

then so does $y=p y_{1}+q y_{2}, p, q \in \mathbb{R}$.

Proof. Using (i) of Theorem 5.1.1, we find that

$$
\begin{aligned}
& L_{2 \Delta^{\alpha}}\left(p y_{1}+q y_{2}\right)(t) \\
& \quad=\Delta^{\alpha} \Delta^{\alpha}\left(p y_{1}(t)+q y_{2}(t)\right)+a \Delta^{\alpha}\left(p y_{1}(t)+q y_{2}(t)\right)+b\left(p y_{1}(t)+q y_{2}(t)\right) \\
& \quad=p L_{2 \Delta^{\alpha}}\left(y_{1}\right)(t)+q L_{2 \Delta^{\alpha}}\left(y_{2}\right)(t)=0
\end{aligned}
$$

for all $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa^{2}}$ and all $p, q \in \mathbb{R}$.
Definition 5.1.6. Let $a, b \in \mathbb{R}$ and $f \in C_{r d}$. Equation (5.8) is called regressive if

$$
\kappa_{0}^{2}-\mu \kappa_{0}\left(a+2 \kappa_{1}\right)+\mu^{2}\left(b+a \kappa_{1}+\kappa_{1}^{2}\right) \neq 0
$$

for all $t \in \mathbb{T}^{\kappa}$.

Theorem 5.1.3 (uniqueness of solution). Let $t_{0} \in \mathbb{T}^{\kappa}$ the functions $\kappa_{i}(\alpha, t), i=0,1$ are $\Delta_{t^{-}}$differentiable and continuous compared to $\alpha$. Assume that the dynamic equation (5.8) is regressive.if the equation $L_{2 \Delta^{\alpha}} y(t)=0$ admitting a solutions $y_{1}, y_{2}$, with $y_{1}(t) \Delta^{\alpha} y_{2}(t)-\Delta^{\alpha} y_{1}(t) y_{2}(t) \neq 0$ for all $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa^{2}}$, Then the initial value problem

$$
\begin{equation*}
L_{2 \Delta^{\alpha}} y(t)=0, \quad y\left(t_{0}\right)=y_{0}, \quad \Delta^{\alpha} y\left(t_{0}\right)=y_{0}^{\alpha} \tag{5.10}
\end{equation*}
$$

where $y_{0}$ and $y_{0}^{\alpha}$ are given constants, has a unique solution defined on $\mathbb{T}_{\left[t_{0}, \infty\right)}$.
Proof. If $y_{1}, y_{2}$ are two solutions of $L_{2 \Delta^{\alpha}} y(t)=0$, then $y(t)=p y_{1}(t)+q y_{2}(t), p, q \in \mathbb{R}$, is a solution of $L_{2 \Delta^{\alpha}} y(t)=0$. Therefore, we want to see if we can pick $p$ and $q$ so that $y_{0}=y\left(t_{0}\right)=p y_{1}\left(t_{0}\right)+q y_{2}\left(t_{0}\right), y_{0}^{\alpha}=p \Delta^{\alpha} y_{1}\left(t_{0}\right)+q \Delta^{\alpha} y_{2}\left(t_{0}\right)$. Let

$$
\mathbf{M}=\left(\begin{array}{cc}
y_{1}\left(t_{0}\right) & y_{2}\left(t_{0}\right) \\
\Delta^{\alpha} y_{1}\left(t_{0}\right) & \Delta^{\alpha} y_{2}\left(t_{0}\right)
\end{array}\right), \quad \mathbf{X}=\binom{p}{q}, \quad \mathbf{B}=\binom{y_{0}}{y_{0}^{\alpha}}
$$

System $M \times X=B$ has a unique solution provided matrix $M$ is invertible.
Definition 5.1.7. For two $\Delta^{\alpha}$-differentiable functions on $\mathbb{T}_{\left[t_{0}, \infty\right)} y_{1}$ and $y_{2}$, we define the Wronskian $W=W\left(y_{1}, y_{2}\right)$ by

$$
W(t)=\operatorname{det}\left(\begin{array}{cc}
y_{1}(t) & y_{2}(t) \\
\Delta^{\alpha} y_{1}(t) & \Delta^{\alpha} y_{2}(t)
\end{array}\right), \quad t \in \mathbb{T}_{\left[t_{0, \infty}\right)} .
$$

We say that two solutions $y_{1}$ and $y_{2}$ of $L_{2 \Delta^{\alpha}} y=0$ form a fundamental set of solutions for $L_{2 \Delta^{\alpha}} y=0$ provided $W\left(y_{1}, y_{2}\right)(t) \neq 0$ for all $t \in \mathbb{T}_{\left[t_{0, \infty}\right)}^{\kappa^{2}}$.

Theorem 5.1.4. If the pair of functions $y_{1}$ and $y_{2}$ form a fundamental system of solutions for $L_{2 \Delta^{\alpha}} y=0, t \in \mathbb{T}_{\left[t_{0, \infty}\right)}^{\kappa^{2}}$, then

$$
\begin{equation*}
y(t)=p y_{1}(t)+q y_{2}(t), \quad p, q \in \mathbb{R} \tag{5.11}
\end{equation*}
$$

is a general solution of $L_{2 \Delta^{\alpha}} y=0, t \in \mathbb{T}_{\left[t_{0, \infty}\right)}^{\kappa^{2}}$. In particular, the solution of the initial value problem 5.10 is given by

$$
y(t)=\frac{\Delta^{\alpha} y_{2}\left(t_{0}\right) y_{0}-y_{2}\left(t_{0}\right) y_{0}^{\alpha}}{W\left(y_{1}, y_{2}\right)\left(t_{0}\right)} y_{1}(t)+\frac{y_{1}\left(t_{0}\right) y_{0}^{\alpha}-\Delta^{\alpha} y_{1}\left(t_{0}\right) y_{0}}{W\left(y_{1}, y_{2}\right)\left(t_{0}\right)} y_{2}(t) .
$$

Remark 5.1.3. By general solution we mean that every function of form (5.11) is a solution and every solution is of this form.

Proof. The proof is similar to the one of Theorem 3.7 of [22].

### 5.1.4 Hyperbolic and trigonometric functions

Now we consider the linear second-order homogeneous dynamic conformable equation with constant coefficients

$$
\begin{equation*}
\Delta^{\alpha} \Delta^{\alpha} y(t)+a \Delta^{\alpha} y(t)+b y(t)=0, \quad a, b \in \mathbb{R}, \quad t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa^{2}} \tag{5.12}
\end{equation*}
$$

We assume (5.12) to be regressive, i.e., $\kappa_{0}-\mu\left(a+2 \kappa_{1}\right)+\mu^{2}\left(b+a \kappa_{1}+\kappa_{1}^{2}\right) \neq 0$, $t \in \mathbb{T}^{\kappa}$. Let $\lambda \in \mathbb{C}$ be such that $1+\mu(t) \frac{\lambda-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0, t \in \mathbb{T}^{\kappa}$, and $y(t)=E_{\lambda}\left(t, t_{0}\right)$, $t \in \mathbb{T}_{\left[t_{0, \infty}\right)}^{\kappa}$, be a solution of (5.12). If $y(t)=E_{\lambda}\left(t, t_{0}\right)$, then

$$
\Delta^{\alpha} \Delta^{\alpha} y(t)+a \Delta^{\alpha} y(t)+b y(t)=\left(\lambda^{2}+a \lambda+b\right) E_{\lambda}\left(t, t_{0}\right)
$$

and, because $E_{\lambda}\left(t, t_{0}\right) \neq 0, y(t)=E_{\lambda}\left(t, t_{0}\right)$ is a solution of 5.12) if and only if $\lambda$ satisfies the characteristic equation of (5.12):

$$
\begin{equation*}
\lambda^{2}+a \lambda+b=0 \tag{5.13}
\end{equation*}
$$

The solutions $\lambda_{1}$ and $\lambda_{2}$ of (5.13) are given by

$$
\begin{equation*}
\lambda_{1}=\frac{-a-\sqrt{a^{2}-4 b}}{2} \quad \text { and } \quad \lambda_{2}=\frac{-a+\sqrt{a^{2}-4 b}}{2} \tag{5.14}
\end{equation*}
$$

and, since 5.12 is regressive, $1+\mu(t) \frac{\lambda_{1}-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$ and $1+\mu(t) \frac{\lambda_{2}-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$ for all $t \in \mathbb{T}^{\kappa}$.

Theorem 5.1.5. Suppose equation (5.12) is regressive and $a^{2}-4 b \neq 0$. Then, $E_{\lambda_{1}}\left(\cdot, t_{0}\right)$ and $E_{\lambda_{2}}\left(\cdot, t_{0}\right)$ form a fundamental system of (5.12), where $t_{0} \in \mathbb{T}$ and $\lambda_{1}$ and $\lambda_{2}$ are given as in (5.14), and the solution of the initial value problem

$$
\begin{equation*}
\Delta^{\alpha} \Delta^{\alpha} y(t)+a \Delta^{\alpha} y(t)+b y(t)=0, \quad y\left(t_{0}\right)=y_{0}, \quad \Delta^{\alpha} y_{t_{0}}=y_{0}^{\alpha}, \tag{5.15}
\end{equation*}
$$

is given by

$$
y_{0}(t)=\frac{E_{\lambda_{1}}\left(t, t_{0}\right)+E_{\lambda_{2}}\left(t, t_{0}\right)}{2}+\frac{a y_{0}+2 y_{0}^{\alpha}}{\sqrt{a^{2}-4 b}} \frac{E_{\lambda_{2}}\left(t, t_{0}\right)-E_{\lambda_{1}}\left(t, t_{0}\right)}{2},
$$

$t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa^{2}}$.
Proof. Since $\lambda_{1}$ and $\lambda_{2}$, given by (5.14), are solutions of the characteristic equation (5.13), we know that both $E_{\lambda_{1}}\left(\cdot, t_{0}\right)$ and $E_{\lambda_{2}}\left(\cdot, t_{0}\right)$ are solutions of (5.12). Moreover,

$$
\begin{aligned}
W\left(E_{\lambda_{1}}\left(t, t_{0}\right), E_{\lambda_{2}}\left(t, t_{0}\right)\right) & =\operatorname{det}\left(\begin{array}{cc}
E_{\lambda_{1}}\left(t, t_{0}\right) & E_{\lambda_{2}}\left(t, t_{0}\right) \\
\lambda_{1} E_{\lambda_{1}}\left(t, t_{0}\right) & \lambda_{2} E_{\lambda_{2}}\left(t, t_{0}\right)
\end{array}\right) \\
& =\lambda_{2} E_{\lambda_{1}}\left(t, t_{0}\right) E_{\lambda_{2}}\left(t, t_{0}\right)-\lambda_{1} E_{\lambda_{1}}\left(t, t_{0}\right) E_{\lambda_{2}}\left(t, t_{0}\right) \\
& =\left(\lambda_{2}-\lambda_{1}\right) E_{\lambda_{1}}\left(t, t_{0}\right) E_{\lambda_{2}}\left(t, t_{0}\right) \\
& =\sqrt{a^{2}-4 b} E_{\lambda_{1}}\left(t, t_{0}\right) E_{\lambda_{2}}\left(t, t_{0}\right),
\end{aligned}
$$

so that $W\left(E_{\lambda_{1}}\left(t, t_{0}\right) E_{\lambda_{2}}\left(t, t_{0}\right)\right) \neq 0$ for all $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa}$, unless $a^{2}-4 b=0$. Having obtained a fundamental system $y_{1}=E_{\lambda_{1}}\left(\cdot, t_{0}\right)$ and $y_{2}=E_{\lambda_{2}}\left(\cdot, t_{0}\right)$ of 5.12), now we obtain a solution of 5.15), namely $y(t)=c_{1} y_{1}(t)+c_{2} y_{2}(t)$. For that we solve the linear system of equations

$$
\left\{\begin{array}{l}
y_{0}=c_{1} y_{1}\left(t_{0}\right)+c_{2} y_{2}\left(t_{0}\right) \\
\Delta^{\alpha} y\left(t_{0}\right)=\lambda_{1} c_{1} y_{1}\left(t_{0}\right)+\lambda_{2} c_{2} y_{2}\left(t_{0}\right)
\end{array}\right.
$$

in the unknowns $c_{1}$ and $c_{2}$, obtaining $c_{1}=\frac{y_{0}}{2}-\frac{a y_{0}+2 y_{0}^{\alpha}}{2 \sqrt{a^{2}-4 b}}$ and $c_{2}=\frac{y_{0}}{2}+\frac{a y_{0}+2 y_{0}^{\alpha}}{2 \sqrt{a^{2}-4 b}}$.

Hyperbolic functions are associated with the case $a=0$ and $b<0$.
Definition 5.1.8 (Hyperbolic functions). Let $\mathbb{T}$ be a time scale and $t_{0} \in \mathbb{T}$. If $p \in C_{r d}$ and $\kappa_{0}^{2}-2 \mu \kappa_{0} \kappa_{1}+\mu^{2}\left(-p^{2}+\kappa_{1}^{2}\right) \neq 0$ for all $t \in \mathbb{T}^{\kappa}$, then we define the hyperbolic functions $\cosh _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)$ and $\sinh _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)$ on $\mathbb{T}_{\left[t_{0}, \infty\right)}$ by

$$
\cosh _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)=\frac{E_{p}\left(\cdot, t_{0}\right)+E_{-p}\left(\cdot, t_{0}\right)}{2} \text { and } \sinh _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)=\frac{E_{p}\left(\cdot, t_{0}\right)-E_{-p}\left(\cdot, t_{0}\right)}{2} .
$$

Remark 5.1.4. The condition $\kappa_{0}^{2}-2 \mu \kappa_{0} \kappa_{1}+\mu^{2}\left(-p^{2}+\kappa_{1}^{2}\right) \neq 0$ of Definition 5.1.8 is equivalent to $1+\mu(t) \frac{p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$ and $1-\mu(t) \frac{p(t)+\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$.

Lemma 5.1.3. Let $\kappa_{0}^{2}-2 \mu \kappa_{0} \kappa_{1}+\mu^{2}\left(-p^{2}+\kappa_{1}^{2}\right) \neq 0$ for all $t \in \mathbb{T}^{\kappa}$. Then,

$$
\begin{gathered}
\Delta^{\alpha} \cosh _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)=p \sinh _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right) \\
\Delta^{\alpha} \sinh _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)=p \cosh _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right) \\
\cosh _{p \Delta^{\alpha}}^{2}\left(\cdot, t_{0}\right)-\sinh _{p \Delta^{\alpha}}^{2}\left(\cdot, t_{0}\right)=E_{p}\left(\cdot, t_{0}\right) E_{-p}\left(\cdot, t_{0}\right)
\end{gathered}
$$

for all $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}$.
Proof. The first two formulas are trivially verified. The last relation follows from

$$
\begin{aligned}
\left(\cosh _{p \Delta^{\alpha}}^{2}-\sinh _{p \Delta^{\alpha}}^{2}\right)\left(\cdot, t_{0}\right)= & \left(\frac{E_{p}\left(\cdot, t_{0}\right)+E_{-p}\left(\cdot, t_{0}\right)}{2}\right)^{2}-\left(\frac{E_{p}\left(\cdot, t_{0}\right)-E_{-p}\left(\cdot, t_{0}\right)}{2}\right)^{2} \\
= & \frac{E_{p}^{2}\left(\cdot, t_{0}\right)+2 E_{p}\left(\cdot, t_{0}\right) E_{-p}\left(\cdot, t_{0}\right)+E_{-p}^{2}\left(\cdot, t_{0}\right)}{4} \\
& -\frac{E_{p}^{2}\left(\cdot, t_{0}\right)-2 E_{p}\left(\cdot, t_{0}\right) E_{-p}\left(\cdot, t_{0}\right)+E_{-p}^{2}\left(\cdot, t_{0}\right)}{4} \\
= & E_{p}\left(\cdot, t_{0}\right) E_{-p}\left(\cdot, t_{0}\right)
\end{aligned}
$$

for all $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}$.
Theorem 5.1.6. If $\gamma \in \mathbb{R} \backslash\{0\}, \kappa_{0}^{2}-2 \mu \kappa_{0} \kappa_{1}+\mu^{2}\left(-\gamma^{2}+\kappa_{1}^{2}\right) \neq 0$, and $t_{0} \in \mathbb{T}^{\kappa}$, then

$$
y(t)=c_{1} \cosh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)+c_{2} \sinh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)
$$

is a general solution of

$$
\begin{equation*}
\Delta^{\alpha} \Delta^{\alpha} y-\gamma^{2} y=0 \tag{5.16}
\end{equation*}
$$

on $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa^{2}}$, where $c_{1}$ and $c_{2}$ are arbitrary constants.

Proof. One can easily prove that $\cosh _{\gamma \Delta^{\alpha}}\left(\cdot, t_{0}\right)$ and $\sinh _{\gamma \Delta^{\alpha}}\left(\cdot, t_{0}\right)$ are solutions of (5.16). We prove that they form a fundamental set of solutions for (5.16):

$$
\begin{aligned}
W\left(\cosh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right), \sinh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)\right) & =\operatorname{det}\left(\begin{array}{cc}
\cosh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right) & \left.\sinh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)\right) \\
\left.\gamma \sinh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)\right) & \gamma \cosh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)
\end{array}\right) \\
& =\gamma \cosh _{\gamma \Delta^{\alpha}}^{2}\left(t, t_{0}\right)-\gamma \sinh _{\gamma \Delta^{\alpha}}^{2}\left(t, t_{0}\right) \\
& =\gamma\left(\cosh _{\gamma \Delta^{\alpha}}^{2}\left(t, t_{0}\right)-\sinh _{\gamma \Delta^{\alpha}}^{2}\left(t, t_{0}\right)\right) \\
& =\gamma E_{\gamma}\left(t, t_{0}\right) E_{-\gamma}\left(t, t_{0}\right)
\end{aligned}
$$

is different from zero for all $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa}$, unless $\gamma=0$.
Example 5.1.7. Let $\mathbb{T}$ be a time scale, $t_{0} \in \mathbb{T}^{\kappa}$. If $\kappa_{0}^{2}-2 \mu \kappa_{0} \kappa_{1}+\mu^{2}\left(-\gamma^{2}+\kappa_{1}^{2}\right) \neq 0$, with $\gamma \in \mathbb{R} \backslash\{0\}$, then the solution of the initial value problem

$$
\Delta^{\alpha} \Delta^{\alpha} y(t)-\gamma^{2} y(t)=0, \quad y\left(t_{0}\right)=y_{0}, \quad \Delta^{\alpha} y\left(t_{0}\right)=y_{0}^{\alpha}
$$

is given by

$$
y(t)=y_{0} \cosh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)+\frac{y_{0}^{\alpha}}{\gamma} \sinh _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)
$$

for all $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa^{2}}$.
Definition 5.1.9 (Trigonometric functions). Let $\mathbb{T}$ be a time scale, $p \in C_{r d}, t_{0} \in \mathbb{T}$, and $\kappa_{0}^{2}-2 \mu \kappa_{0} \kappa_{1}+\mu^{2}\left(p^{2}+\kappa_{1}^{2}\right) \neq 0$ for all $t \in \mathbb{T}^{\kappa}$. Then we define the trigonometric functions $\cos _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)$ and $\sin _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)$ by

$$
\cos _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)=\frac{E_{i p}\left(\cdot, t_{0}\right)+E_{-i p}\left(\cdot, t_{0}\right)}{2} \text { and } \sin _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)=\frac{E_{i p}\left(\cdot, t_{0}\right)-E_{-i p}\left(\cdot, t_{0}\right)}{2 i} .
$$

Remark 5.1.5. The condition $\kappa_{0}^{2}-2 \mu \kappa_{0} \kappa_{1}+\mu^{2}\left(p^{2}+\kappa_{1}^{2}\right) \neq 0$ of Definition 5.1.9 is equivalent to $1+\mu(t)\left(\frac{i p(t)-\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)}\right) \neq 0$ and $1-\mu(t) \frac{i p(t)+\kappa_{1}(\alpha, t)}{\kappa_{0}(\alpha, t)} \neq 0$.

Lemma 5.1.4. Let $p \in C_{r d}$. If $\kappa_{0}^{2}-2 \mu \kappa_{0} \kappa_{1}+\mu^{2}\left(p^{2}+\kappa_{1}^{2}\right) \neq 0$ for all $t \in \mathbb{T}^{\kappa}$, then

$$
\begin{gathered}
\Delta^{\alpha} \cos _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)=-p \sin _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right) \\
\Delta^{\alpha} \sin _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right)=p \cos _{p \Delta^{\alpha}}\left(\cdot, t_{0}\right) \\
\cos _{p \Delta^{\alpha}}^{2}\left(\cdot, t_{0}\right)+\sin _{p \Delta^{\alpha}}^{2}\left(\cdot, t_{0}\right)=E_{i p}\left(\cdot, t_{0}\right) E_{-i p}\left(\cdot, t_{0}\right) .
\end{gathered}
$$

Remark 5.1.6. If $\alpha=1$, then $E_{i p}\left(\cdot, t_{0}\right)=e_{i p}\left(\cdot, t_{0}\right)=\cos _{p}\left(\cdot, t_{0}\right)+i \sin _{p}\left(\cdot, t_{0}\right)$.
Proof. Similarly to Lemma 5.1.3, the first two formulas are easily verified. We have

$$
\begin{aligned}
\cos _{p \Delta^{\alpha}}^{2}(\cdot, & \left.t_{0}\right)+\sin _{p \Delta^{\alpha}}^{2}\left(\cdot, t_{0}\right) \\
= & \left(\frac{E_{i p}\left(\cdot, t_{0}\right)+E_{-i p}\left(\cdot, t_{0}\right)}{2}\right)^{2}+\left(\frac{E_{i p}\left(\cdot, t_{0}\right)-E_{-i p}\left(\cdot, t_{0}\right)}{2 i}\right)^{2} \\
= & \frac{E_{i p}^{2}\left(\cdot, t_{0}\right)+2 E_{i p}\left(\cdot, t_{0}\right) E_{-i p}\left(\cdot, t_{0}\right)+E_{-i p}^{2}\left(\cdot, t_{0}\right)}{4} \\
& \quad-\frac{E_{i p}^{2}\left(\cdot, t_{0}\right)-2 E_{i p}\left(\cdot, t_{0}\right) E_{-i p}\left(\cdot, t_{0}\right)+E_{-i p}^{2}\left(\cdot, t_{0}\right)}{4} \\
= & E_{i p}\left(\cdot, t_{0}\right) E_{-i p}\left(\cdot, t_{0}\right)
\end{aligned}
$$

and the last relation also holds.
Example 5.1.8. Let $\mathbb{T}=\mathbb{R}, \gamma \in \mathbb{R}$, and $t_{0} \in \mathbb{T}$. Then, the conformable trigonometric functions cosine and sine are given by

$$
\begin{aligned}
\cos _{\gamma \Delta \alpha}\left(t, t_{0}\right) & =\frac{E_{i \gamma}\left(t, t_{0}\right)+E_{-i \gamma}\left(t, t_{0}\right)}{2} \\
& =\frac{e^{\int_{t_{0}}^{t} \frac{i \gamma-\kappa_{1}\left(s, t_{0}\right)}{k_{0}\left(s, t_{0}\right)} d s}+e^{\int_{t_{0}}^{t} \frac{-i \gamma-\kappa_{1}\left(s, t_{0}\right)}{\kappa_{0}\left(s, t_{0}\right)} d s}}{2} \\
& =\frac{e^{i \int_{t_{0}}^{t} \frac{\gamma}{k_{0}\left(s, t_{0}\right)} d s} e^{-\int_{t_{0}}^{t} \frac{\kappa_{1}\left(s, t_{0}\right)}{k_{0}\left(s, t_{0}\right)} d s}+e^{-i \int_{t_{0}}^{t} \frac{\gamma}{\kappa_{0}\left(s, t_{0}\right)} d s} e^{-\int_{t_{0}}^{t} \frac{\kappa_{1}\left(s, t_{0}\right)}{k_{0}\left(s, t_{0}\right)} d s}}{2} \\
& =\frac{e^{-\int_{t_{0}}^{t} \frac{\kappa_{1}\left(s, t_{0}\right)}{k_{0}\left(s, t_{0}\right)} d s}\left(2 \cos \left(\int_{t_{0}}^{t} \frac{\gamma}{\kappa_{0}\left(s, t_{0}\right)} d s\right)\right)}{2} \\
& =e^{-\int_{t_{0} \frac{\kappa_{1}\left(s, t_{0}\right)}{k_{0}\left(s, t_{0}\right)} d s}^{\cos }\left(\int_{t_{0}}^{t} \frac{\gamma}{\kappa_{0}\left(s, t_{0}\right)} d s\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
\sin _{\gamma \Delta \alpha}\left(t, t_{0}\right) & =\frac{E_{i \gamma}\left(t, t_{0}\right)-E_{-i \gamma}\left(t, t_{0}\right)}{2 i} \\
& =\frac{e^{\int_{t_{0}}^{t} \frac{i \gamma-\kappa_{1}\left(s, t_{0}\right)}{\kappa_{0}\left(s, t_{0}\right)} d s}-e^{\int_{t_{0}}^{t} \frac{-i \gamma-\kappa_{1}\left(s, t_{0}\right)}{\kappa_{0}\left(s, t_{0}\right)} d s}}{2 i} \\
& =\frac{e^{i \int_{t_{0}}^{t} \frac{\gamma}{\kappa_{0}\left(s, t_{0}\right)} d s} e^{-\int_{t_{0}}^{t} \frac{\kappa_{1}\left(s, t_{0}\right)}{\kappa_{0}\left(s, t_{0}\right)} d s}-e^{-i \int_{t_{0}}^{t} \frac{\gamma}{\kappa_{0}\left(s, t_{0}\right)} d s} e^{-\int_{t_{0}}^{t} \frac{\kappa_{1}\left(s, t_{0}\right)}{\kappa_{0}\left(s, t_{0}\right)} d s}}{2 i} \\
& =e^{-\int_{t_{0}}^{t} \frac{\kappa_{1}\left(s, t_{0}\right)}{k_{0}\left(s, t_{0}\right)} d s} \sin \left(\int_{t_{0}}^{t} \frac{\gamma}{\kappa_{0}\left(s, t_{0}\right)} d s\right) .
\end{aligned}
$$

Theorem 5.1.7. Let $\mathbb{T}$ be a time scale and $t_{0} \in \mathbb{T}^{\kappa}$. If $\kappa_{0}^{2}-2 \mu \kappa_{0} \kappa_{1}+\mu^{2}\left(\gamma^{2}+\kappa_{1}^{2}\right) \neq 0$, $\gamma \in \mathbb{R} \backslash\{0\}$, then $y(t)=c_{1} \cos _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)+c_{2} \sin _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)$ is a general solution of

$$
\begin{equation*}
\Delta^{\alpha} \Delta^{\alpha} y+\gamma^{2} y=0, \quad t \in \mathbb{T}^{\kappa^{2}} \tag{5.17}
\end{equation*}
$$

Proof. One can easily show that $\cos _{\gamma \Delta^{\alpha}}\left(\cdot, t_{0}\right)$ and $\sin _{\gamma \Delta^{\alpha}}\left(\cdot, t_{0}\right)$ are solutions of (5.17). We prove that they form a fundamental set of solutions for (5.17): for $\gamma \neq 0$,

$$
\begin{gathered}
W\left(\cos _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right), \sin _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)\right)=\operatorname{det}\left(\begin{array}{cc}
\cos _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right) & \left.\sin _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)\right) \\
\left.-\gamma \sin _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)\right) & \gamma \cos _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)
\end{array}\right) \\
\quad=\gamma\left(\cos _{\gamma \Delta^{\alpha}}^{2}\left(t, t_{0}\right)+\sin _{\gamma \Delta^{\alpha}}^{2}\left(t, t_{0}\right)\right)^{2}=\gamma E_{i p}\left(t, t_{0}\right) E_{-i p}\left(t, t_{0}\right) \neq 0
\end{gathered}
$$

for all $t \in \mathbb{T}_{\left[t_{0}, \infty\right)}^{\kappa}$. We conclude that $y(t)=c_{1} \cos _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right)+c_{2} \sin _{\gamma \Delta^{\alpha}}\left(t, t_{0}\right), t \in$ $\mathbb{T}_{\left[t_{0}, \infty\right)}$, is a general solution of (5.17).
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## Abstract

Our PhD thesis consists with two part, the common denominator between them is the time scales. The first part devoted for the existence of solution. To get the result We introduce the notion of tube solution. The Part 1 of thesis to riders are separated at two points. In the first points we study a non-linear first order dynamic equation on arbitrary compact time scales. In the second points we study the existence of Solution to a local fractional differential equation. In the part 2 of thesis we are interested to introduce two new notions. The first notion is a Complex-valued fractional derivatives on time scales here we prove the properties of this derivative. Finally we introduce the concept of conformable derivative on time scales and we developed its calculs..
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## Résumé

Notre Thèse de doctorat se compose en deux parties, le dénominateur commun entre eux est l'échelles de temps. La premier partie est consacrée a l'existence de solutions. Pour obtenir le rsultat Nous introduisons la notion de tube solution. La part 1 de thèse se consiste de deux points. Dans le premier point nous étudions un problème d'équations dynamiques de premier ordre non-linaire sur un arbitraire compacts échelles de temps. Dans la deuxième point nous étudions un problème d'équations différentielles fractionnaire local. Dans la part 2 de thèse nous sommes intéressés a présenter deux nouvelles notions. La première notion est la dérivée fractionnaire complexe sur l'échelles de temps ici nous démontrons les propriétés de cette dérivation. Et enfin, nous introduisons le concept de dérivée fractionnaire conforme sur l'échelles de temps et développer leur calcul.
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