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Abstract

Cryptography as an art and science concerns mainly the protection of communicating
data e.g., digital image, audio and video files, from unauthorized interceptions as well as
fraudulent changes. It builds under the assumption that if the behavior is obvious, the
point of attack is achievable, so that the aim here is to conceal any noticeable information
about the original data. These security needs are established by means of a well-designed
cryptosystem, in which the evaluation of its quality is quantified by, to which extent it can
be employed in practice for data encryption and decryption transformations without the
key being broken. For decades of years, serious efforts have been devoted to investigate
and develop means from various branches of knowledge, and then employed them as tools
in the area of designing secure cryptosystems. Of particular interest, are those proposals
involve the use of dynamical systems. The very appealing observed point is that, the
attractive features of dynamical systems e.g., unpredictability, complex chaotic behavior
can be reached by simple mathematical models. This latter has been the leading point
to establish the bridge between the theory of dynamical systems and cryptography. From
the viewpoint of, exploiting and developing these complex models as a base in the design
of efficient cryptographic means.

This thesis involves the use of two different types of dynamical systems in discrete-time,
namely cellular automata-based dynamical systems and chaos-based dynamical systems,
and investigates the existing cryptographic methods related to them, to provide new and
efficient proposals for image content preservation. The key contributions throughout this
thesis are: firstly, a novel fast and efficient randomized encryption cipher based on quadtree
decomposition mechanism (QTD) in combination with special class of cellular automata,
namely one dimensional 4th order reversible memory cellular automata (RMCA) tailored to
digital image encryption; secondly, a new image encryption method based on chaos jointly
special class of cellular automata, namely two dimensional 4th order reversible memory
cellular automata (RMCA) with Moore neighborhood; thirdly, a new chaotic cipher al-
gorithm for efficient and secure image content preservation, specialized for both standard
and medical images. Each of these proposals is evaluated by means of the common and
typical assessment tools. The obtained results are interesting in terms of security degrees
and time-consuming, and point to the advocacy of the designed cipher algorithms.

Keywords:
Cryptography, Cellular automata-based dynamical systems, chaos-based dynamical sys-
tems, image content preservation.
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Résumé

La cryptographie en tant que science s’occupe principalement de la protection des données
échangées, stockés ou manipulées, dans leurs différents formes possibles tel que les images
numériques, les fichiers audio et vidéo et les messages électroniques, contre des intercep-
tions non autorisées ainsi que des modifications frauduleuses. La cryptographie fonctionne
sous l’hypothèse que si le comportement est évident, le point d’attaque devient réalisable,
de sorte que l’objectif est de cacher toute information notable sur les données d’origine.
Les besoins de sécurité sont généralement établis au moyen d’un crypto-système sécurisé.
Depuis des décennies, de sérieux efforts ont été déployés pour étudier et développer de nou-
velles approches de chiffrement et de cryptographie en général, à partir de divers domaines
et modèles mathématiques et physiques existants. Particulièrement, plusieurs possibilités
sont offertes on utilisant la théorie des systèmes dynamiques et chaotiques. Il est trés
intéressant d’observer que les caractéristiques attrayantes des systèmes dynamiques, tel
que l’imprévisibilité et le comportement chaotique complexe, peuvent être atteintes par de
simples modèles mathématiques. Le comportement chaotique complexe a été le point de
départ pour établir le pont entre la théorie des systèmes dynamiques et la cryptographie,
et a permis l’exploitation et le développement de ces modèles complexes comme une base
dans la conception de moyens cryptographiques efficaces.

Dans le cadre de cette thèse, on s’intéresse à l’utilisation en cryptographie de deux types
différents de systèmes dynamiques discrets, à savoir : les systèmes dynamiques à base
d’automates cellulaires et les systèmes dynamiques basés sur le chaos. On présente donc
premièrement les méthodes cryptographiques existantes qui leur sont associées pour fournir
finalement de nouvelles propositions efficaces permettant la protection du contenu des im-
ages numériques. Dans ce travail on propose premièrement un nouveau mode de chiffre-
ment aléatoire rapide et efficace, basé sur le mécanisme de décomposition Quadtree (QTD),
en combinaison avec la classe des automates cellulaires à mémoire réversible d’ordre
4 (RMCA), et adapté aux images numériques. Une deuxième approche combinant les
systèmes chaotiques et les (RMCA) et aussi proposée et validée expérimentalement. Fi-
nalement, on propose un algorithme de chiffrement basée sur les modèles chaotique dédiée
au chiffrement des images standards et médicales. Chacune des trois approches est évaluée
au moyen d’outils d’valuation communs et typiques. Les résultats obtenus sont satis-
faisants en termes de degrés de sécurité, de temps de consommation, et de robustesse des
algorithmes de chiffrement conçus.

Mots clés :
Cryptographie, systèmes dynamiques à base d’automates cellulaires, systèmes dynamiques
basés sur la théorie du chaos, protection du contenu d’image.
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Introduction and Thesis overview

Nowadays, with the remarkable advances in digital communication technologies, and the
rapid growth of computer power and storage, a challenging problem has been opened,
that is, how to protect confidential information related to individuals’ privacy from unau-
thorized staffs, especially in the scenario of open-networks. This situation demands an
urgent need to secure systems. To meet this requirement, a variety of means have been
exploited and developed, aiming to reach sensitive information content protection. Of a
special interest, cryptography as the art and science [109], is considered as the obvious
and the paramount method of data preservation [76, 138], it is also categorized as the
branch of both computer science and mathematics [3]. The process of encoding the plain-
text content, and rendering it unintelligible to all except the legitimate parties is called
encryption, the process of decoding and recovering the plaintext from its ciphertext ver-
sion is referred as decryption. The system that handles both encryption and decryption
procedures is called cryptosystem. The security degrees of a cryptosystem are quantified
from its extensive employment in practice without being broken [91]. Cryptanalysis is the
art of science deals with the study and analysis of cryptosystems, aiming to break their
security [111] [88] [59, 60]. Cryptography and cryptanalysis are both branches of cryptol-
ogy, dissimilar but complementary to each other.

Nevertheless, dynamical systems are governed by means of an evolution rule, and evolved
deterministically in time, so that, the current state of the system is transformed to a
new state. Dynamical systems are featured by their erratic and complex chaotic behav-
ior, the very appealing is that, these dynamical properties can be arisen based on simple
mathematical models. Moreover, it was remarked that these complex systems can be in-
vestigated as an origin for encryption and decryption transformations, in which the initial
state of a dynamical system is the key of the cryptosystem [91]. In other words, it is pos-
sible to exploit the theory of dynamical systems in the realm of cryptography. This thesis
deals with two different types of dynamical systems: cellular automata-based dynamical
systems and chaos-based dynamical systems.

Cellular automata (CA) as a special type of discrete dynamical systems, have been first

1
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arisen and investigated within the research of Von Neumann and Ulam. The simple frame-
work of CA has grasped considerable attention of growing number of researchers, leading to
their application in various scientific research areas, including information security [36] [37].
Interest from the scientific community has arisen and boosted for decades of years in con-
nection to CA-based cryptographic means. This occurred clearly in the establishment
of books, specialized conferences, special issues of several journals on CA, and a large
number of proposals in the scientific literature [36]. Due to their simplicity, modular and
cascable structure, CA have become an attractive concept for modeling complex systems
by means of simple underlying rules, and best suited in use for VLSI implementations [32].

Chaos theory is a type of nonlinear dynamical systems, that received considerable atten-
tion from the scientific community, especially after the contribution of Lorenz [85]. The
interesting dynamical properties of chaos have been investigated and developed in the way
of modeling complex behavior, based on simple mathematical models. This astounding
found is very beneficial when attempting to explain and predict about the behavior of
real systems such as physical processes, evolution of economical systems, communication
engineering applications . . . etc [101]. In other words, chaos theory can be viewed as an
appealing methodology built by simple mathematical techniques, aiming to understand
and model real and complex systems. Indeed, it is very interesting to incorporate chaos in
modern communication applications, including cryptography. The bridge between chaos
dynamical systems and cryptography consists of benefiting from the close connection be-
tween these different disciplines, so that, the main features of chaos are very related to
secure cryptosystem requirements, and hence investigating chaotic systems as tools of pro-
posals for information protection.

This thesis advocates the investigation of CA-based dynamical systems and chaos-based
dynamical systems, in the realm of cryptography, as tools in the design of new encryption
algorithms for image content preservation.

Motivations and Research Problem

Since there has been a remarkable growth in computational power, and with the unstop-
pable and daily usage of digital images over open networks, a serious issue for researchers
is opened to investigate better solutions for secure storing and transmitting the content
of these digital visual data. In particular those involving sensitive and confidential in-
formation related to military, patients’ digital medical images, or even personal inter-
est [33, 47, 57, 144], that should be only accessible by their authorized staffs. Therefore,
whenever a digital image is needed to be employed within any application, its content
preservation turns to be a critical concept. Due to the specific characteristics of digital
images like large data size, bulk data capacity, low entropy, strong pixel correlation and
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high redundancy, traditional encryption methods such as DES, IDEA, AES, are not ad-
equate to deal with visual data content requirements, since they are originally designed
for securing textual data [19,20,26,28,49,57,63,66,81,92,97,116,129,132,139]. Moreover,
these traditional means seem to not be efficient especially for practical use regarding the
non reasonable speed and power for performing image encryption. To this end, consid-
erable efforts have been devoted to investigate better solutions for image content protec-
tion in a variety of concerned aspects, as regards to security level, complexity, and time
performance, especially under the scenario of real-time communications. In particular,
investigating the theory of dynamical systems for image encryption is one of the main
actual research directions. This thesis is concerned by the employment of two different
types of dynamical systems, in the design and realization of efficient and secure crypto-
algorithms for image encryption, herein, cellular automata and chaotic dynamical systems.

In this research, cellular automata (CA) is the first exploited concept as a base in the
design of new image encryption algorithms, the appealing paradigm is motivated by its
quite simple underlying rules, that achieve complex features, and hence effectively lead to
model complex systems [24].

It is required for a good cipher to accomplish some basic cryptographic significance,
namely, confusion, diffusion and randomness, these desirable properties can be reached
with the specific features of chaotic systems like ergodicity, sensitivity to initial condi-
tions/ system parameters and random behavior [12, 14, 22, 56, 73, 77, 82, 102, 103, 106, 108,
124,143,150], so that, this type of dynamical systems seems to be a good candidate to be
investigated as a base to design new proposals for image encryption, especially in practical
use, as regards to their reasonable computational time, high security level and complex-
ity [52, 61, 105]. This interesting paradigm is selected as the second investigated concept
in this effort.

Contributions of this Thesis

This thesis deals with the incorporation and investigation of dynamical systems in the
realm of cryptography. The intent of this work is to design and validate novel image
encryption proposals, for the sake of providing performance enhancements in terms of
security level and execution-time compared to existing cryptographic methods in the sci-
entific literature.

Within this effort, three novel proposal approaches based on dynamical systems for image
content preservation are designed, realized and evaluated. The former contribution [118]
exploited CA-based dynamical systems as an origin in the design of the first cryptosystem.
The second contribution [119] involved the use of chaos jointly CA dynamical systems as
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tools in the design of the second cryptosystem, aiming really to benefit from the strong-
point of the two different dynamical paradigms. As the latter part, the third contribution
advocated the employment of chaos-based dynamical system as a base in the design of the
third cryptosystem. The robustness and effectiveness of the newly proposed cryptosys-
tems are evaluated by means of the commonly employed cryptographic attacks, regarding
key space attacks, key sensitivity attacks, statistical attacks, differential attacks besides
to other security and time consuming issues. A comparison in terms of security level and
time performance is provided in relation with existing methods in the scientific literature.
We have to bear in mind that all the proposed cipher algorithms are performed under
only one round. Indeed, the obtained results of all the proposed cryptosystems point to
the reached security enhancements and time consuming reduction compared to certain
existing methods. Moreover, a comprehensive and up-to-date review on different image
encryption approaches [120] is provided throughout this thesis, the study covered the anal-
ysis of each presented proposal, by introducing its advantages and limitations in terms of
security level and time performance.

Structure of this Thesis

This thesis is organized into five chapters.

Chapter 1 presents an introduction to cryptology, this includes the essential concepts
of cryptography, and the different cryptanalysis techniques. Then, the basic notions and
terminologies behind the theory of dynamical systems is presented, comprising: first the
preliminaries on the theory of cellular automata (CA) as a special type of dynamical sys-
tems, and the primary investigated paradigm as a tool in the design of cryptosystems; and
after the preliminaries on the theory of chaos as another type of dynamical systems, and
the second exploited concept as an origin in the design of cryptosystems. Furthermore,
the common and typical security assessment tools that are employed to evaluate the per-
formance of the designed cryptosystems in terms of security level and time-consuming are
covered.

Chapter 2 provides a comprehensive and up-to-date review on image encryption meth-
ods based on cellular automata, cellular automata jointly chaos, and chaos dynamical
systems. The review also paves a comparative study in terms of the commonly employed
cryptographic attacks to break the security of cryptosystems.

Chapter 3 consists mainly of three sections. First of all, the mathematical background
of CA is presented. Then, the chapter discusses the system design and realization of two
newly proposed cipher algorithms. The first contribution exploits the use of CA, whereas
the second contribution investigates the incorporation of chaos with CA, as tools in the
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design of the cryptosystems. After that, a comparative study in terms of qualitative and
quantitative assessments is introduced with respect to related existing methods. Indeed,
the obtained results point to the advocacy of the proposed contributions.

Chapter 4 comprises mainly of four sections. First of all, the mathematical background
of the work is presented. Then, the chapter discusses the system design and realization
of a novel proposed cipher algorithm. The contribution exploits the use of chaos-based
dynamical systems as an origin in the design of the cryptosystem, and suggests a new
confusion technique, namely nonlinear bit-level shuffling and circular-shifting. After that,
the effectiveness of the newly proposed confusion strategy is provided. As a latter part, a
comparative study in terms of qualitative and quantitative assessments is introduced with
respect to related existing methods. Indeed, the extensive analysis and tests are validated
the robustness of our method against the commonly known cryptographic attacks, and
point to the reached security enhancements and time-consuming reduction compared to
certain existing methods.

Chapter 5 introduces a conclusion of this thesis, and paves the way for future work.

It is very appealing to offer a complete and well-structured introduction and thesis overview,
aiming to present the navigating issue and the different topics that will be covered in this
thesis. The remainder chapters were chosen to be written independently, for the sake of
given the reader the opportunity to directly go for the chapter/s of interest, without loss
of information.



Chapter 1

Preliminary knowledge

Cryptography is the art and science, concerned by keeping the sensitive information secret
[109], it is acknowledged as the paramount technique of data preservation against passive
and active fraud [76]. Nevertheless, the erratic and the complex behavior of dynamical
systems, can be achieved from simple mathematical models, this important observation
has received considerable attention of member of researchers from various branches of
science over decades of years. For the sake of investigating such desirable features of
a dynamical system, is to connect it to similar concepts within a neighboring branch
of science, this neighboring branch of science is cryptography [16]. The bridge between
these dissimilar scientific disciplines, herein dynamical systems and cryptography, is to
exploit dynamical systems as basis to design new cryptographic means [16]. This thesis is
concerned with two different kinds of dynamical systems: at first, cellular automata (CA)
as a type of dynamical systems is employed as a tool to design secure cryptosystems,
a preliminary overview on the theory of CA is discussed in section 2.1.1; at the latter
part, chaos as another type of dynamical systems is investigated as an origin of new
cryptographic proposals, a preliminary overview of chaos theory is discussed in section
2.1.2. Section 1.3 gives some common and typical security assessment tools that are
employed to evaluate the effectiveness of the designed cryptosystem in terms of security
level and time performance, and ensure its resistance to cryptographic attacks. At the
end, section 1.4 gives a conclusion to this chapter.

1.1 Cryptology

The paramount of investigating principles for the sake of rendering valuable information
meaningless, is roughly along with the beginning of writing language [114]. Cryptology is
a science that deals with the study of cryptosystems [127], i.e., the transformation of the
information into a meaningless form, so that, it can be accessible/distinguishable by the

6
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communicating parties only. This science consists of two related disciplines:

1. The design of tools and framework which conduct to the task of information con-
cealing.

2. Assessment of the constructed cryptographic method.

These two steps are quite dissimilar but complementary to each other as branches of
cryptology, which are: cryptography and cryptanalysis.

1.1.1 Cryptography: foundation and essential concepts

Cryptography has an origin to the Greek krýpto “hidden” and the verb gráfo “to write”,
and it is about the conversion of data from its original form or plaintext to an unread-
able form or gibberish, i.e., ciphertext and back again at the other end [70, 126]. The
transformation of the plaintext into the ciphertext is referred as encryption, while the
reverse operation, i.e., the transformation of the ciphertext into the plaintext is referred
as decryption. The oldest employment of cryptography is traced along with the Egyptian
hieroglyphic, in which a comprehensive code i.e., hieroglyph is exchanged to another code
only readable by the legitimate parties, however, in such type of encryption, the used code
should be modified for every sender-recipient pair communication, and hence it is imprac-
tical. As time went on, the system of encryption was developed to a more comprehensive
one, and relied on a transformation procedure jointly with an external parameter, namely,
the key. So, from now on the communicating parties have no need to a prior knowledge
about the code conforming the ciphertext, but the transformation procedure and the key.
Due to the invention of the telegraph within 1844, and the radio in 1985, cryptography was
dramatically influenced and developed, aiming to meet the provisions of the new commu-
nications scope. The former encryption/decryption transformation is language character
based. Nevertheless, the advent of telegraph and radio and their employment as tools for
communication, necessitate the conversion of language letters into a new code which is
zero and one based, so that, this is the bit era, and henceforth the encryption/decryption
transformation deals with a set of 0 and 1. To this sense, the encryption and decryption
procedures are relied on mathematical techniques and a secret key. We extend our speech
to discuss more formally about the concept, by means of mathematical notations: The
encryption procedure is defined by the following function:

eke = P → C (1.1)

where eke ∈ E, is the encryption rule or function, ke ∈ Ke, the encryption key-space is
denoted by Ke, and is a finite set of all the possible secret keys. P={p0, p1, . . . , p|p|} is
a finite set of possible plaintexts (i.e., plaintext space), and C={c0, c1, . . . , c|c|} is a finite
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set of possible ciphertexts (i.e., ciphertext space). The decryption procedure is defined by
the following function:

dkd = C → P (1.2)

where dkd ∈ D, is the decryption rule or function, kd ∈ Kd, is the decryption key-space.
it should be noticed that dkd : C → P and eke : C → P are functions that satisfy
dkd(eke(p))=p,for each plaintext p ∈ P . In case of the decryption key herein kd can be
deduced from the encryption key herein ke and vice versa, or they are equal to each other,
the cryptographic method is referred as secret key (i.e., symmetric) cryptosystem, see
Figure 1.1. On the other hand, if the decryption key kd is different from the encryption
key ke,the cryptographic method is referred as public key (i.e., asymmetric) cryptosys-
tem, see Figure 1.2. Moreover, symmetric cryptosystems are classified on two categories:
stream cipher and block cipher, the former one operates on a plaintext at a unity of one
bit (or byte) at a time; whereas the latter part operates on the plaintext at a unity of
blocks of fixed number of bits. In this thesis all the considered cryptosystems belong
to the category of symmetric algorithms, in which ke=kd=k.Until now, the encryption
and decryption procedures are no more than some types of selected mathematical tech-
niques. Due to the works of Claude Shannon (1916-2001), especially, his most influential
cryptographic contribution, namely, “Communication Theory of Secrecy Systems” [112]
published in Bell system technical journal in 1949, that made a valuable impact on the
scientific study of cryptography, wherein Shannon presented two principles, that should
be satisfied in the design of secure cryptosystems, which are: confusion and diffusion. In
the former property, the cryptosystem’s input with respect to its corresponding output
should be statistically independent with a very difficult way, so that, to defeat any exploit
by the cryptanalyst; within the latter part one, any bit on the plaintext or the secret key
should conduct to a change of many bits on the ciphertext [87]. Such two concepts are
still largely employed in the design of modern cryptographic algorithms [74].

Figure 1.1: Encryption and decryption with the same key: symmetric cryptosystem
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Figure 1.2: Encryption and decryption with two different keys: asymmetric cryptosystem

In the late of 20th century, and with the boost in both computer and internet technology,
cryptography is radically revolutionized, a rich theory is emerged, guiding to the thorough
study of cryptography as a science [72]. Before the modern era, cryptography was lim-
ited by solely preserve the content of the valuable information from unauthorized parties.
Nevertheless, modern cryptography covers much more than the problem of confidentiality,
encompassing the study of cryptographic means, for the sake of ensuring the security of
both digital information, transactions, and distributed computations [72], and it concerns
the following additional objectives [74] [88] :

• Authentication: ensures that during a secure communication, the concerned par-
ties should identify each other, in other words, it should be ensured that any com-
municating entity is the validated/legitimate one.

• Integrity: ensures that during a secure communication, the unauthorized parties
have no ability to modify the information content by illegal means.

• Non-repudiation: a procedure to confirm that the information is sent by the
original entity, so that, the receiver parties can not ensure the opposite.

• Access control: a process of keeping the resources from any non permitted use i.e.,
it controls who has the right for resources access, with all the limitations, conditions,
and the permission level of access.

• Signature: a mean to prove the entity authorship.

• Authorization: the authorized parties can provide the permission to someone doing
something at his side.
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1.1.2 Cryptanalysis: types of attacks applied on a cryptosystem

A cryptanalysis is a technique that aims to recover the original form of information, having
solely the ciphertext form, and without any prior knowledge about the employed secret
key. Extensive efforts should be devoted by modern cryptography, in the way of the
design and realization of cryptographic methods with satisfactory level of security, for the
sake of image content preservation. In this sense, it is advocated the design of secure
means, in such away the conversion of the encryption and decryption procedures can not
be successfully achieved beyond the knowledge of the secret key, these essential requisites
refer to the core kerckhoffs’ Assumption [88]. Indeed, a secure cryptosystem is one in
which, it is effortless to obtain ci=ek(pi), whereas the recovery of the plaintext by means
of pi=e

−1
k (ci) is a difficult problem in term of computational complexity, of course with no

knowledge about the secret key, so by this way, it remains for the cryptanalyst to apply
the best attack for a well- designed cryptosystem from the viewpoint of security level,
herein, exhaustive search i.e., brute force attack, in which it is a trivial technique, based
on the attempt of all possible keys until the right one comes up, to recover the plaintext
from the ciphertext. Nevertheless, the practicability of such type of attacks is relied on
the size of the key-space, besides to the computational power of the attacker. To provide
a sufficient immunity against brute force attacks and elude the effect of computational
technology at a reasonable time, the key-space of a given cryptographic algorithm should
be larger than 2100 suggested rule 15 by the authors of [7]. On the other hand, the
evaluation of the cryptosystem should be considered from the practical aspects rather than
the theoretical ones. Once the communicating parties have established a communication
over an insecure channel, see Figure 1.3, the role of the third party i.e., cryptanalyst
is to work either on the deduction of the employed secret key, or the development of
certain methods to recover the plaintext from the ciphertext, out of the knowledge of the
secret key, by means of investigating any statistical dependency between the ciphertext
and the secret key, or the ciphertext and the plaintext. All the possible techniques of
cryptanalysis that can be performed to a given cryptosystem are compared to exhaustive
search in terms of data and complexity, so that, an attack can be considered as successful
if its complexity is significantly less than the one consumed by brute force attack. By the
following, the most common types of attacks, which are based on a variety of assumptions,
are discussed [74] [122]:

• Ciphertext-only attack: the cryptanalyst intercepts the produced ciphertext by
means of the cipher algorithm. It is the hardest type of cryptanalysis, in which
the attacker depends on just some form of redundancy that can be detected in the
ciphertext, and employed to retrieve some valuable information about the plaintext,
aiming to deduce the key, some parts of the key, or key-equivalent information.
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• Known-plaintext attack: the cryptanalyst processes some ciphertexts with their
matching plaintexts. The goal is to use these plaintext-ciphertext pairs to obtain
some information that may help in deducing the key or the key-equivalent informa-
tion.

• Chosen-plaintext attack: the cryptanalyst is able to choose any plaintext and
obtain its corresponding ciphertext, without any revealing of the key. The attacker
tries to deduce any statistical dependency between the plaintext-ciphertext pairs,
aiming to achieve any valuable information about the key.

• Chosen-ciphertext attack: the cryptanalyst is able to choose any ciphertext and
obtain its corresponding plaintext. It is the strongest attack model among all the
aforementioned ones. As previously, the attacker attempts deducing any correlations
between the plaintext-ciphertext pairs, aiming to achieve useful information about
the key.

Figure 1.3: Encryption and decryption scheme

Indeed, the consumed resources play a paramount role in the assessment of the success
of these four cryptographic attacks, according to which the amount and the type of data
is important [74]. Hence, a given cryptosystem should be evaluated in term of each of
these cryptographic attacks, to point to the achieved degree about its security.

1.2 Dynamical systems

A dynamical system is a mathematical model deals with the formalization of the temporal
evolution of a certain scientific concept process by starting with a certain initial state [78].
The notion of a dynamical system consists of a set of its possible states (state space), in
which the current state of the system is defined by means of the past states, and governed
by an evolution rule. The dynamics of the system is traced by its state space. if there is
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a unique subsequent state predicted by means of the past states of the system, then the
given dynamical system is deterministic, otherwise, if there is a probability distribution of
possible subsequent states, then the underlying dynamical system is stochastic or random
[5]. Indeed, the core component of a dynamical system, is its evolution rule, this latter
relies on its state, the time, and an additional information, namely, the control parameters,
which is a vector consisting of a set of d variables. Moreover, the evolution rule of a
deterministic dynamical system is a map [78]:

ϕ = Λ× T × U → U (1.3)

Where Λ ⊂ Rd denotes a set of control parameters’ values, T represents a set of times, and
U is the state space of the dynamical system (or phase space), according to a tradition
from classical mechanics [5]. The evolution of a dynamical system refers to the change
of its state over time. If the set of times is R, then the dynamical system is termed
continuous-time dynamical system or flow, whereas with T=Z the dynamical system is
termed discrete-time dynamical system or map [78]. According to the linearity of the
function ϕ, two types of dynamical systems are considered: those with ϕ is a linear
function; and those with ϕ is a nonlinear function. Systems of the former type are termed
linear dynamical systems, whereas those of the latter part are called nonlinear dynamical
systems. Indeed, linear dynamical systems can be systematically analyzed by means of
linear algebra techniques [44]. Nevertheless, nonlinear dynamical systems are featured by
certain dynamical properties, which are determined by means of the temporal evolution
of the underlying system. This thesis is dealt with deterministic discrete-time dynamical
systems only.

1.2.1 Preliminaries on Cellular automata

Cellular automata (CA, for short) are a particular type of discrete dynamical systems [4]
[65,79,80,125]. They are spatially and temporally discrete mathematical models, featured
by their complex emergent behavior, starting with simple configuration composed of sim-
ple units termed as cells in an n-dimensional space, and governed by simple functions
referred as dynamical transition rules.

Cellular automata were originally introduced by John Von Neumann as formal models,
appeared on his works on biologically motivated computation and self-replication [128].
At the beginning, Von Neumann tried to work with black and white cells, i.e., two states
solely, after and under the proposal of his colleague Stanislaw Ulam, he took a deci-
sion to investigate on a discrete two-dimensional system, composed of 29 different states,
henceforth, the system is featured by its complicated dynamics, competent to handle self-
reproduction. On the other hand, Von Neumanns CA mechanism considered as the first
discrete parallel computational model, and referred formally as a universal computer, in
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which the recursive functions can be computed, and the universal Turing machine can be
imitated [4].

Stephen Wolfram’s works in the 1980s conducted to a valuable impact on the study of
cellular automata based cryptographic means. In [133], Wolfram studied the first pro-
posal in the branch of secret key cryptographic methods, henceforth, many researchers
had investigated CA as a tool in the design of variant cryptographic techniques. In recent
years, CA based ciphers for image confidentiality has grasped the attention of several re-
searchers, lead to a large number of proposals in the scientific literature, see section 2.1 of
chapter 2). Wolfram’s studies investigated extensively one-dimensional cellular automata,
leading to make the groundwork for further research.

Cellular automata can be considered as a simple model of a spatially extended decen-
tralized system [25], composed of a number of simple units termed as cells [38, 86], each
cell is featured by its state within a finite number of states. The cell’s state at a step t+ 1
is a function of the state of a fixed number of cells referred as the neighborhood at the
preceding time step i.e., t. This function is the underlying rule, and the neighborhood of
a given cell is formed by the cell itself and its surrounding cells. Iterating CA is governed
by means of a rule, starting with an initial configuration, wherein the overall cells should
be assigned by initial states, such state values are changed synchronously over time to
produce a new configuration. In particular, one dimensional CA in a simplest case is rep-
resented as an array of cells, determined over binary state alphabet i.e., each cell’s state
is either 0 or 1. Such type of CA is referred as elementary CA (a term given by Wolfram).
For each cell termed as a central cell, a neighborhood of radius r is defined, in which it
is composed of m=2× r + 1 cells, including the cell selected to be updated (central cell),
this makes n=2m possible patterns of neighborhood, and 2n as the total number of rules.
So that, with r=1 they are 256 rules, with r=2 they are 232 rules . . . etc.

By the following an example with radius one rule is exhibited on Figure 1.4.

With r=1, the neighborhood is consisted of 3 cells, namely, the central cell its immediate
left neighbor, and its immediate right neighbor, hence, there exist 8 possible patterns. The
state of the cell selected to be updated over time is changed according to an underlying
rule. As an example, the rule definition introduced previously on Figure 1.4 says that: if
the three neighboring cells in the CA configuration at time t have the pattern 010, then the
central cell’s state should be 1 on the next time step. The standard conversion suggested
by Wolfram is usually the base to term a given rule, so that, the rule is named by means
of its binary representation derived from the definition of the rule, in the aforementioned
example, the definition of the rule consists of the bits 00011110, which refers to the binary
representation of number 30. To deal with a finite size of CAs, generally cyclic boundary
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conditions is adopted, according to which CA is considered as a circle grid.

Figure 1.4: 1D cellular automata mechanism with Rule 30

Two dimensional cellular automata have been extensively investigated in various branches
of knowledge, but in fact, such computational model has an origin to Von Neumann’s self
reproducing automaton, in which a two dimensional grid was used. Such class of CA is
featured by its two typical neighborhood options, namely, Von Neumann neighborhood,
comprising the horizontal and vertical adjacent cells, and Moore neighborhood, consisting
of all the eight immediately neighboring cells, see Figure 1.5 [4] [2].

(a) (b)

Figure 1.5: Typical neighborhood options: (a) Von Neumann type; (b) Moore Type

On the other hand, such concept has been also widely employed as a tool to design image
encryption schemes, regarding to the obvious similarities between this concept and the
matrix representation of images [43]. If the same transition rule is performed to update
each cell’s state, then the CA is said to be uniform, otherwise it is termed as non-uniform
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CA [95]. Cellular automata is said to be linear CAs, if the employed transition rule is a
linear function, otherwise it is referred as non-linear CAs [4]. The reversibility of cellular
automata is a crucial feature to force the backward evolution, a CA is said to be reversible,
if there is a reversible rule that always gives the possibility to recover the initial state of
CA [39]. In the above example, each cell at time t + 1 depends solely on the states of
its neighbors at the preceding time t, however, if such dependence is expanded to cover
states of neighbors at the preceding times t − 1, t − 2, . . . , etc, then the CA is said to
be memory cellular automata (MCA). In this dissertation, both 1D 4 order reversible
memory cellular automata, and 2D 4 order reversible memory cellular automata with
Moore neighborhood are employed as tools in the design of efficient and secure cipher
algorithms for image confidentiality, the mathematical background within these concepts
is introduced in section 3.1 of chapter 3.

1.2.2 Preliminaries on Chaos theory

Chaos theory is a branch of nonlinear dynamical systems [75], that has been found in the
second half of 20th century [85], subsequent to the examination of a variety of dynamical
systems, in which although the prior knowledge of their evolution rules, and initial condi-
tions, their future appeared to be random and erratic [101]. The chaotic behavior has been
also observed in various applications within different branches of knowledge, comprising
engineering, biology, economics, etc. Nowadays, a series of interesting applications are
revealed, among which chaotic cryptography, that is an area of permanent interest [76],
especially after the advocacy of members of researchers, and their declaration about the
existence of remarkable relationship between chaos and cryptography [7, 8].

1.2.2.1 Chaos and cryptography

As it was stated previously within section 1.2, Shannon within his most influential contri-
bution to cryptography [112], introduced two paramount principles that must be achieved
by any well-designed cryptosystem. Those principles are confusion and diffusion. The
confusion principle of a secure cipher algorithm ensures that the ciphertext is statistically
independent from the plaintext and the secret key, so that, any possible clue or leakage of
information associated to either the plaintext or the secret key is concealed. Nevertheless,
the diffusion principle aims to render a minor alteration at a bit unity on the plaintext or
the secret key, conduct to significant changes on the ciphertext.

Along with Shannon’s cryptographic contribution, a relationship between chaos and cryp-
tography is established, in the sense that confusion and diffusion principles have their
matching counterparts in the area of chaotic dynamical systems [76] .The diffusion prin-
ciple within a chaotic system guarantees that any negligible alteration on its initial con-
ditions, control parameters, or both, conduct to the product of a completely different
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trajectory (or orbit), i.e., those generated chaotic orbits rely with a difficult way on the
initial conditions and control parameters of the corresponding chaotic system. On the
other hand, the confusion principle within a chaotic system ensures that by exploiting
the produced set of chaotic orbits, it is not achievable to recover the correct values of the
employed initial conditions and control parameters. So that, the mixing property and the
ergodic feature of chaotic systems point to the independency to initial conditions with
respect to control parameters. As a conclusion, dynamical systems are well-suited to be
investigated as a base in the design of cryptosystems, if they exhibit chaotic behavior. In
other words, if they point to the achievable confusion and diffusion principles in connection
with the initial conditions and control parameters, see Figure 1.6.

Figure 1.6: Relationship between chaos and cryptography

1.2.2.2 Fridrich typical chaos-based image cipher

In his paramount contribution to cryptography, Fridrich traced the core structure in the
area of chaos-based cipher algorithms for image content preservation [54,55]. The typical
structure, see Figure 1.7, has been largely cited since 1997, and henceforth, advocated in
a variety of proposals appeared in the scientific literature, see section 2.2 of chapter 2.

Fridrich typical paradigm comprises two iterative modules: confusion module and dif-
fusion module. In the confusion module, each plain image’s pixel is relocated with no
occurred modification on its value, i.e., permutation at a pixel level, such shuffling is ruled
by means of any appropriate 2D chaotic system, namely, Standard map, Cat map, and
generalized Baker map, aiming to conceal the correlations among neighboring pixels under
n ≥ 1 permutation rounds. The confusion key is composed of the parameters of the em-
ployed chaotic dynamical system. The diffusion module is governed by a sequential mode
of pixel-diffusing, and controlled by using a chaotic key-stream, for the sake of changing
the statistical features of the plain image, in such a way a minor alteration on the plain
image or secret key conducts to significant changes appeared over the entire corresponding
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cipher image. The diffusion key consists of the parameters of the employed chaotic system.
The overall confusion and diffusion modules are performed under m number of rounds,
until reaching a sufficient level of security.

Figure 1.7: Typical chaos-based image cipher

The security of Fridrich chaos-based image cipher is studied in detail in [83]. Accord-
ing to which, the authors clarifies certain flaws related to the cryptosystem, and later
some solutions were discussed to enhance the overall security of the cryptosystem, besides
to the suggestion of some remarks to the appropriate choice of chaotic system, diffusion
function, and the needed number of rounds. Moreover, the authors of [115] cryptanalyzed
the Fridrich’s cipher under chosen plaintext attack, by exploiting its algebraic flaws. The
proposed attack aims to reveal the employed secret permutation instead of the underlying
secret key, and it can be generalized to other ciphers that adopt the same structure as the
Fridrich one.

1.3 Common and typical security aspects assessment tools

1.3.1 Statistical analysis

1.3.1.1 Uniformity analysis

The histogram is a commonly employed metric as a qualitative check of data distribu-
tion [57], for the sake of evaluating the robustness of the cryptosystem against statistical
attacks. For a well-designed cryptosystem, such metric should conceal any noticeable in-
formation about either the plain image or the relationship between this latter and the
cipher image. An image histogram is a graphical representation, that exhibits the distri-
bution of pixel values, by plotting the amount number of pixels within every grayscale
level value. The graphical representation of the cipher image histogram is important, but
not sufficient to guarantee the uniformity of the cipher pixels distribution. To this end,
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the Chi-square test is carried out to point to the uniformity feature of the given cipher
image histogram. Such statistical test is calculated by the following formula [17,47]:

X2
exp =

Nv∑
i=1

(oi − ei)2

ei
(1.4)

Where Nv denotes the total number of levels (in case of grayscale image, Nv=256),oi
are the occurrence frequencies of each gray level (0-255), and ei represents the expected
occurrence frequency of the uniform distribution, and it is calculated as: ei=M×N×P/256
(M is the number of rows, N number of columns and P is the number of plane, for grayscale
image P=1).Experimentally, the Chi-square value for a well-designed cryptosystem should
be less than the theoretical value, i.e.,X2

exp < X2
th (256, α)=293 , where α=0.05 , represents

the level of significance, and Nv=256.

1.3.1.2 Entropy analysis

Information entropy is a key metric for expressing the unpredictability and randomness of
information, it is introduced by Shannon in 1948 [113]. As regards to the image informa-
tion, the distribution of its grayscale values is computed, so that, the closer entropy to its
theoretical value, reflects the more uniform the distribution of image grayscale values is.
Let m denotes the information source, so the formula for measuring information entropy
is:

H(m) = −
L∑

n=1

P (mi)log2P (mi) (1.5)

1.3.1.3 Local entropy analysis

Shannon entropy [113] is a quantitative statistical test for randomness, it is referred by the
authors of [138] as global Shannon entropy, in which it was pointed out its ineffectiveness
to measure the true randomness of a given image. As a matter of fact, a new qualitative
metric of randomness is proposed, namely, local Shannon entropy, this latter is based on
the employment of global Shannon entropy over a series of local blocks within a given
image. As regards to the methodology depicted in [138], the given cipher image is subdi-
vided into 30 non-overlapping blocks of pixels, each of which has 1936 cipher pixels, the
local Shannon entropy is the sample mean value of the global Shannon entropies of these
30 considered blocks of pixels, as a last step the obtained value follows hypothesis tests
for the sake of making a qualitative measure on the subjected cipher image i.e., either to
reject or accept it as a random image.
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1.3.1.4 Correlation analysis

An image with its meaningful visual content, is featured by its high correlation and re-
dundancy among neighboring pixels, either in horizontal, vertical and diagonal directions.
A well-designed cryptosystem should conceal such relations between adjacent pixels, and
exhibit a good performance of balanced 0-1 and zero correlation [43]. To assess the im-
munity of a given cryptosystem to such kind of attacks, first N pairs of neighboring pixels
are randomly selected from the plain image and its corresponding cipher version in each
direction. Then, the correlations of adjacent pixels within a given image are quantified by
computing the correlation coefficient rxy of each pair by means of the following formulas:

rxy =
cov(x, y)√

D(x)×
√
D(y)

(1.6)

cov(x, y) =
1

N
×

N∑
i=1

(xi − E(x))(yi − E(y)) (1.7)

E(x) =
1

N
×

N∑
i=1

xi (1.8)

D(x) =
1

N
×

N∑
i=1

(xi − E(x))2 (1.9)

Where xi and yi stand for the gray-level values of the ith pair of the chosen neighboring
pixels within the image, and N is the whole number of samples.

1.3.1.5 Nist statistical test for cipher images

The output of a well-designed cryptosystem should possess a sufficient immunity against
any possible statistical attack within cryptographic applications. In general, statistical
tests are widely employed for the sake of evaluating the randomness of Pseudo Random
Number Generators (PRNGs) [100], however such tests can also adopted for the produced
cipher texts [142]. In this context, National Institute of Standards and Technology (NIST)
statistical tests suite [110] is employed, aiming to assess the randomness of the output
cipher image.

1.3.2 Sensitivity test

1.3.2.1 Robustness against differential attacks

For the sake of secret key recovery, an attacker might attempt to distinguish any noticeable
information between the plain image and its cipher version, by observing the influence of
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a one pixel change on the whole cryptosystem output. A well designed cryptosystem is
one in which a tiny alteration on its plain image conducts to a major transformation on its
cipher image, and hence, such type of attacks is rendered void. To realize the experiment,
the subsequent procedure should be adopted:

1. The plain image herein P1 is encrypted to have a cipher image C1.

2. The plain image herein P2 is obtained by applying a minor change on a one randomly
selected pixel, the altered plain image P2 is encrypted under the employment of the
same secret key to produce the corresponding cipher image C2.

The influence is quantitatively measured by means of the two commonly used metrics
[135,136,140]:

• Number of pixel change rate (NPCR): it computes the number of pixel differences
between two cipher images herein C1 and C2, by means of the following formulas:

NPCR = (
1

N ×M

N∑
i=1

M∑
j=1

D(i, j))× 100 (1.10)

Where N and M denote the image’s width and height respectively, and D(i, j) is defined
as:

D(i, j) =

{
0, ifC1(i, j) = C2(i, j)

1, ifC1(i, j) 6= C2(i, j)
(1.11)

• Unified average changing intensity (UACI): it computes the average intensity of
differences between two cipher images herein C1 and C2, by means of the following
formula:

UACI = (
1

N ×M

N∑
i=1

M∑
j=1

|C1[i, j]− C2[i, j]|
255

)× 100 (1.12)
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1.3.2.2 Plain image sensitivity

For the sake of revealing the degree of sensitivity of the proposed cipher’s input (i.e., plain
image), and how much of dissimilarities can be achieved by its output, after a minor change
on its input, the following procedure is handled: two plain images P1 and P2 , which differ
by one randomly selected bit (the Least Significant Bit (LSB)), are enciphered to attain
two cipher images C1 and C2, respectively. The hamming distance (HD) (in bits) between
these two cipher images is computed by means of the following formula [47]:

Ps =

∑lb
i=1C1 ⊕ C2

lb
× 100 (1.13)

Where lb is the length in bits of the plain/cipher images. The closer the hamming distance
is to 50% (probability of bit changes), the more the designed cryptosystem achieves the
avalanche effect, and hence, the plaintext sensitivity attacks are rendered void.

1.3.2.3 Key sensitivity

Another crucial property required by a well-designed cryptosystem, is its sensitivity to
secret key, which conducts to produce completely different ciphertexts, under a minor
change on the secret key (at a bit-unity). In other words, an attacker with a partly correct
guess of the key, is unable to reveal parts from the plaintext [57]. In practice, the following
scenario is adopted for key sensitivity assessment:

1. The plaintext herein P is encrypted by the secret key K1 to produce the ciphertext
C1.

2. The secret key herein K2 is altered with a minor change at a bit-unity, and then the
encryption of the plaintext P is performed using the modified key K2 to obtain the
ciphertext C2.

The influence is quantitatively measured by means of the hamming distance metric (see
equation 1.13), and the percentage of difference between each pair of ciphertexts C1 and
C2 using the following formula:

Diff = (
1

N ×M

N∑
i=1

M∑
j=1

sg(C1(i, j)− C2(i, j)))× 100 (1.14)

Where M is the number of image’s rows, and N is the number of image’s columns, and
sg(x) is defined as follows:

sg(x) =

{
0, ifx = 0

1, ifx 6= 0
(1.15)
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1.3.3 Key space analysis

A well designed cryptosystem is one in which the best attack is an exhaustive search (i.e.,
brute force attacks) [74]. Owing to the remarkable growth in computational power, the
key space has to be no smaller than 2128 [51, 104].

1.3.4 Performance analysis

1.3.4.1 Computational speed analysis

Time consuming is also a crucial factor to be considered, with respect to the security level,
in the design of a secure cryptosystem. Therefore, a good combination between compu-
tational performance and satisfactory level of security is more than essential, especially
for real-time applications scenario. The performance of a given cryptosystem is deter-
mined by the running speed assessment, such latter is computed by means of the average
encryption/decryption times.

1.3.4.2 Computational complexity analysis

Another way to evaluate the performance of a cryptosystem in terms of theoretical aspects,
is to calculate its computational complexity. This latter is quantified by means of the
arithmetic operations constituted each cryptosystem’s procedure, and it is denoted in
term of big-O notation [141].

1.4 Conclusion

This thesis deals with the incorporation of dynamical systems in the area of cryptography,
in the sense of investigating the desirable properties of dynamical systems, and their simple
mathematical representation in the design of secure and efficient cryptographic algorithms
that are best suited for image content preservation. The chapter is mainly comprised three
sections. Section 1.1 is subdivided into two subsections: first of all, cryptology as a science
that studies both the art of designing and breaking cryptosystems is introduced, then, a
brief history of cryptography along with its foundation, in addition to its essential concepts
are covered in subsection 1.1.1, as a latter part, the cryptanalysis as a branch of cryptology,
interested by breaking the security of cryptosystems based on some commonly used types
of attacks is discussed in subsection 1.1.2. Section 1.2 aims to give the basic notions and
terminologies behind dynamical systems, in which cellular automata (CA) as a type of
dynamical systems, and the primary investigated tool within this thesis in the design of
cryptosystems, its preliminary overview is discussed within subsection 2.1.1, as the last
part, chaos as another type of dynamical systems, and the second investigated tool within
this thesis in the design of cryptosystems, its preliminary overview is presented within
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subsection 2.1.2.Section 1.3 introduces some common and typical security assessment tools
that are employed to evaluate the effectiveness of the designed cryptosystem in terms of
security level and time performance, and ensure its resistance to cryptographic attacks.



Chapter 2

A review on different image
encryption methods

For decades of years, researchers investigate and develop innovative methods for image
content protection. This chapter puts a focus on those methods involve the use of cellular
automata-based dynamical systems and chaos-based dynamical systems, and it is struc-
tured as follows: a review on some relevant existing methods based on cellular automata
(CA), cellular automata jointly chaos is presented in section 2.1. Section 2.2 concerns
existing methods employ chaos based dynamical systems. A comparative study in term of
the commonly used cryptographic attacks to break the security of a cryptosystem is given
in section 2.3. At the end, section 2.4 concludes this chapter.

2.1 Cellular automata, cellular automata jointly chaos based
methods

The idea of using cellular automata as a base to design efficient cryptographic techniques
refers first to the studies of Steven Wolfram [133]. After, the investigation of CA concept in
the field of cryptography has become a hot research topic, interpreted in the large number
of CA-based ciphers proposed in the scientific literature. This section aims to review the
most salient existing methods for image encryption.

2.1.1 Cellular automata based methods

Chen et al. [31] presented a novel cipher algorithm for image security. The proposal is
based on the employment of cellular automata mechanism, and its membership to the
iterated product cipher framework. The basic idea within the contribution is to change
the pixel values by means of data reformation keys step, and CA substitution step. The

24
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former step is ruled by 2D Von Neumann CA to produce CA keys, whereas the second
one is governed by a recursive CA mechanism to modify the pixel values, and controlled
by means of the generated CA keys of the previous step. Both steps are arithmetic and
logical operations based. The proposed method is characterized by its membership to
lossless encryption category, large key-space, good confusion and diffusion properties, and
the ability to withstand the most considered cryptographic attacks such as cipher image
only attacks and chosen cipher image attacks, however known/chosen plain image attacks
can be made possible but more difficult than the ones enciphered data streams.

Chatzichristofis et al. [24] introduced a new encryption scheme for visual multimedia
content. The proposal is based on the incorporation of Coordinate Logic-Filter-XOR
(CLF-XOR, for short) and cellular automata, in which is considered as a buffered stream
cipher technique, since the encryption is performed for only one byte at a time. Two key
images are employed during the encryption process, the former key image is featured by
its same dimensions as the plain image, whereas the second one is generated by means
of the structure of an artificial image, this latter is relied on the use of superposition of
1DCA time space diagrams, and a random number generator based-CA. The method is
characterized by its membership to lossless encryption category, and for each time the al-
gorithm is executed, different cipher images are produced under a giving key image, even
with the use of the same key image. An implementation using C# programming language
of the proposal is available online through the img(Rummager) application.

A new and simple image encryption scheme is presented in [68]. The proposal is based on
the simplest class of cellular automata, namely, elementary cellular automata (ECA, for
short) of length 8 under periodic boundary conditions, such kind of CA is investigated,
for the sake of achieving a simple hardware structure and reducing the computational
resources for real time application requirements. The encryption and decryption proce-
dures are performed by means of attractors, these latter are produced by the evolution of
ECA under a chosen rule and initial state (stateone). The attractor is considered as an
encryption function, according to which each plain image pixel value is changed by the
state of this attractor, the number of times parameter for enciphering each pixel value is
calculated using a pseudo-random number generator (PRNG) with a seed. The proposed
scheme belongs to lossless encryption category, its secret key is composed of the used
transition rule, stateone and the seed of PRNG, and it is best suited for both grayscale
and color images. The given extensive experimental results and performance evaluation
reveal the effectiveness of the algorithm, in term of sufficient security and fast execution
time, on the other hand this designed scheme wasn’t adapted for binary images, since
each attractor of ECA is featured by its 8 state mostly, this weakness was noticed by the
author to be the focus of a future work.
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Abdo et al. [1] suggested a novel and simple image encryption algorithm. The proposal
is based on elementary cellular automata (ECA) under periodic boundary conditions and
unity attractors, in conjunction with cellular neural network (CNN, for short). The secret
key is composed of the initial conditions and control parameters of CNN system, the two
employed rules and unity attractors. First of all, the CNN system is iterated to generate
three one-time chaotic key-streams used in the encryption procedure, in which its con-
trol parameters are plain image related, then, these chaotic sequences contributed in the
phase of determining the selected rule for pixel ciphering, and the number of the states
used in the encryption function (unity attractor), it should be noticed that the rule states
employed in the encryption process are dissimilar from that of the decryption one, after
that, the encryption is governed by means of modular arithmetic addition (mod 256), and
bitwise XOR operations. Due to the mechanism of generating chaotic key-streams is based
on the plain image features, any alteration on this latter conducts to different parameters,
and thus distinct key-streams, which renders the proposed algorithm has the capacity to
resist some of known plain image/cipher image attacks. The given extensive experimental
results and performance evaluation reveal the effectiveness of the algorithm, in term of
sufficient security and fast execution time.

A novel image encryption scheme is introduced in [90]. The proposal is based on a spe-
cific type of cellular automata, namely, 1D reversible cellular automata (RCA, for short),
with respect to its membership to the category of block ciphers. The encryption pro-
cedure is carried out by means of a special class of RCA, i.e., reversible second order
cellular automata, according to which the pseudo random permutation (PRP, for short) is
constructed, this PRP is contributed as a base to design a new parallelizable encryption
algorithm. As the first step, the plain image is divided into fixed length blocks of 256 bits,
then, the encryption of each block is performed as follows: the PRP is a function Φ that
takes as input the secret key K, and the nonce ni (variable for each plain block), and the
plain block PBi to produce the corresponding cipher block CBi as output, as a last step,
the encrypted blocks are rearranged to form the final cipher image. The function Φ is
defined using the following equation [90]:

Φ : I128 × I32 × I128 → I256 (2.1)

(ki, ni, PBi)→ CBiF (ki, ni, PBi) (2.2)

The given extensive experimental results and performance evaluation reveal the effective-
ness of the algorithm, in term of sufficient security and fast execution time.

A novel cipher algorithm for fast authenticated and randomized encryption is introduced
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in [50]. The proposal is based on the use of a special class of cellular automata, namely,
second order reversible cellular automata, characterized by its membership to block ci-
pher category, and its specialization on text data encryption. First of all, the plain text
is divided into fixed block length of 256 bits, then, a mixing step is handled for each plain
block, this latter is ruled by means of XOR bitwise operation and addition arithmetic op-
eration (modulo 256), after that, an encryption step is performed to each resulted block,
this step is based on evolving the RCA mechanism under a transition rule for n times of
iterations, moreover, another mixing step, that is based on addition arithmetic operation
(modulo 256) and XOR bitwise operation, is applied to the cipher block resulted from the
previous step, to have a final cipher block, the process is carried out for all the plain text
blocks sequentially, as a final step, the resulted final cipher blocks are rearranged to form
the cipher text. The decryption procedure is as equal as the encryption one, running in
backward direction with the same transition rule. The proposal is carried out under just
one round, in which it can perform two cryptographic objectives, namely, the encryption
as it is explained above, and the integrity, this latter is carried out as follows: to perform
the RCA mechanism under second order, we have to start with two configurations (i.e.,
pre-initial data, and the first plain block), and to end with two configurations as well,
namely the first one is the cipher block and the latter is a final configuration, the author
exploited the final configuration (256 bit length), to ensure plain text authentication, ac-
cording to which this extra data is splitted into two sub blocks of 128 bits each one, and
the key extension mechanism is applied in the reverse direction, to recover at the end of
this step two configurations of 128 bits length, if these latter match to the random initial
data as the first recovered configuration, and the secret key as the second one, we confirm
that the cipher text is not altered, otherwise we ensure that a modification is occurred in
the cipher text during transmission. The given extensive experimental results and perfor-
mance evaluation reveal the effectiveness of the algorithm, in term of sufficient security
and fast execution time, besides to its capacity to resist both known/chosen plain text
attacks (CPA secure), and chosen cipher text attack (CCA secure).

2.1.2 Cellular automata jointly chaos based methods

Martin del Rey et al. [41] presented a new cipher algorithm for image encryption. The
proposal is based on discretized cat map, cellular automata and permutation-diffusion
architecture under 6 number of rounds. At the confusion stage, plain-image’s pixels are
permuted using discretized cap map that displays good cryptographic features. At the
diffusion stage, the values of the confused-image’s pixel are changed sequentially using
one-dimensional (1D) reversible cellular automata (RCA), aiming to diffuse the effect of
one pixel overall the other image pixels, the cipher image is obtained at the end of this
process. An extension of the proposed work [41] is given in [42] with the same authors, in
which the confusion phase remains the same whereas in the diffusion phase two-dimensional
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(2D) reversible memory cellular automata (RMCA, for short), with Moore neighborhood
is investigated instead of 1D cellular automata. From the given security results, the two
proposals possess acceptable security level, however this latter can be achieved under some
number of rounds, besides to the use of higher dimensional chaotic map, which are indeed
two time consuming factors, hence, these cipher algorithms have really slow execution time.

Wang et al. [130] suggested a novel image encryption scheme. The proposal is based
on the incorporation of reversible cellular automata (RCA) with chaos. The confusion
phase is ruled by means of the generated chaotic sequences using intertwining logistic
map, with complex chaotic behavior, as a former step, each plain image pixel is divided
into two units of 4 bits each one, then, these units are shuffled under the control of the
chaotic sequences, aiming to not just change the pixel position but its value as well, to
further introduce a certain diffusion effect within just this phase. The diffusion phase
is governed by 2D periodic boundary RCA, and applied to just the higher 4 bits of the
confused image’s pixels, since it was found that these 4 higher bits contain 94.125 % the
total pixel’s information, this phase is iterated for many number of rounds to attain the
cipher image. The given extensive experimental results demonstrate the sufficient security
level of the proposed cipher algorithm, besides to its immunity against the most known
cryptographic attacks.

Bakhshandeh et al. [11] suggested a novel image encryption approach. The proposal is
based on the employment of a special class of memory cellular automata (MCA, for short)
combined chaos. In the permutation phase, a Piecewise Linear Chaotic Map (PWLCM) is
adopted to permute the pixels of the plain-image at the pixel level, the generated chaotic
sequences are key-related. In the diffusion stage, both logistic chaotic map and 1D linear
memory cellular automata (LMCA, for short) are employed, in which the permuted image
is divided into blocks of equal sizes. For every block, its hash value is computed to handle
the authentication purpose (i.e., verify the integrity of the original image), after it is enci-
phered using both 1D LMCA and logistic chaotic map to obtain the cipher image, it should
be mentioned that the generated chaotic sequences in this phase are both key/plain-image
related, however the generated key-streams in the permutation have no relation with the
characteristics of the plain-image, this failing is exploited in [69] to break the security of
the cryptosystem under chosen plain-text attack, and it was noticed that a total breaking
using brute force attacks is possible, besides to the low sensitivity to plain-image that is
experimented, and lead to the non-resistance to differential attacks. So, the generated
key-streams in both the permutation and diffusion modules should have a dependency to
plain-image characteristics, to avoid the commonly used attacks to break cryptosystems
i.e., known/chosen plain-text attacks [67], in addition to that some suggested improve-
ments are illustrated and experimented in [69] to enhance the sensitivity to plain-image
and withstand all the aforementioned attacks.
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Wang et al. [131] presented a new image encryption scheme. The proposal is based on the
combination of Langton’s Ant cellular automata and chaos. First of all, the plain image is
converted to 1D array of pixels, then, the Langton’s Ant cellular automata mechanism is
adopted to scramble these pixels, under the controlling of the generated chaotic sequences
using intertwining logistic map in the confusion phase, as a final step, each confused pixel
is diffused by adopting a sequential mode, under the controlling of the generated chaotic
sequences using Piecewise Linear Chaotic Map (PWLCM, for short), to attain the cipher
image. The given extensive experimental results demonstrate the sufficient security level
of the proposed cipher algorithm, besides to its immunity against the most known cryp-
tographic attacks.

Martin del Rey et al. [43] suggested a new encryption algorithm for RGB digital im-
ages. The proposal is based on the incorporation of 2D chaotic cat map, with reversible
memory cellular automata (RMCA, for short). First of all, the plain image is splitted
into its three components, namely, R, G, and B channels, each component is represented
by a matrix, in which the permutation is handled at a pixel level, and controlled by a
different 2D chaotic cat map, this phase it iterated for n number of rounds. Each confused
matrix is then diffused by means of a special family of CA, namely, RMCA over F 8

2 under
m number of rounds. The proposed cipher is performed for some number of rounds, in
which the initial values of both 2D chaotic cat map, RMCA, and the number of iterations
in both confusion and diffusion is generated by following an efficient key scheming. The
given extensive experimental results validate the sufficient security level of the proposed
cipher algorithm, besides to its immunity against the most known cryptographic attacks.

An encryption algorithm for RGB digital images is introduced by Yaghouti Niyat et
al. [96]. The proposal is based on the conjunction of non-uniform cellular automata
framework and chaos. As a former step, the plain image is subdivided into its three
components, namely, Red, Green, and Blue ones, then, a permutation phase is carried
out at a pixel level by means of the generated chaotic sequences of 3D Arnold cat map,
after that, a key image with the same size of the plain image to be encrypted is gener-
ated, using 1D non-uniform cellular automata, in which 8 transition rules are adopted,
namely, 165,105,90,150,153,101,30 and 86, with periodic boundary conditions, the initial
configuration of 8 cells of CA is produced using 1D logistic chaotic map, this latter is also
contributed in the selection of the used transition rule within the mechanism of key image
generation, as a final step, the Chen hyper chaotic map is performed to select values from
the produced key image, for the sake of image encryption, after applying all the afore-
mentioned steps, the image components are combined to form the final cipher image. The
given extensive experimental results validate the sufficient security level of the proposed
cipher algorithm, besides to its immunity against the most known cryptographic attacks.
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2.2 Chaos based methods

Most of chaotic proposals to cipher digital images typically follow the classical architec-
ture suggested by Fridrich [55], which turned out to be the most referenced and salient
work in the area of image encryption. During the last two decades, remarkable efforts
were devoted to improve the typical Fridrich’s paradigm, which can be viewed in various
aspects, and interpreted in the large number of Chaos-based image ciphers proposed in
the scientific literature. This section aims to review the most relevant existing methods
for image encryption.

Gao et al. [58] presented a new cipher algorithm for image content protection. The pro-
posal is based on the employment of total shuffling matrix, logistic chaotic map, hyper-
chaotic system, and under the adoption of confusion-diffusion architecture. In the con-
fusion stage, the plain-image is considered as two-dimensional arrays, and both image’s
rows and columns permutation are applied using two generated chaotic sequences of one
dimensional (1D) logistic chaotic map, in order to de-correlate the relationship between
adjacent pixels. In the diffusion stage, a hyper-chaos and XOR operation are performed
to obtain the final ciphered-image. The proposed approach has the superiority of using
hyper-chaos system as a base to design new crypto-systems for image encryption, a tiny
modification in the secret key leads to a totally different cipher image i.e., sensitivity to
secret key is achieved, besides to the large key space which leads to the immunity of the
crypto-system against brute force attacks. On the other hand, the use of 1D logistic map
in the confusion stage weakens more the scheme in which such kind of maps is clarified
in [9] to not be selected as a base of chaotic crypto-systems, the sensitivity to plain-image’s
small modifications is low, and the generated chaotic sequences that are employed in both
confusion and diffusion stages are unchangeable whatever the used plain-image, this fail-
ing makes the crypto-system vulnerable to known/chosen plain-text attacks. Moreover, by
exploiting the low sensitivity to plain image’s tiny modifications, and the non-changeable
generated key-streams in both confusion/diffusion, the proposed approach [58] is cryptan-
alyzed by the authors of [107], in which three couples of plain-images/cipher images are
sufficient to break totally the cryptosystem by chosen plain-text attack (CPA), and chosen
cipher-text attack (CCA), further more the same authors suggested to modify only the
diffusion phase, by making the generated key-streams plain-image related. More recently
in [149], the improvement of the cryptosystem of [107] is analyzed in detail, according to
which it was found that even after the improvement of [107] , the cryptosystem still suffer
from the low plain-image change and the non-resistance to known/chosen plain-text at-
tacks, and the authors of [149] enhanced the security of the cryptosystem by making both
confusion/diffusion phases plain-image related, so experimented results and simulations
clarified that the cryptosystem becomes more sensitive to plain-image change and CPA
secure.
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The work reported in [151] introduced a new cipher algorithm for image encryption. The
proposal is based on 2D Arnold cat map, logistic chaotic map, permutation at bit-level,
and under the adoption of confusion-diffusion architecture. In the confusion stage, each
plain-image’s pixel is divided into its composed 8 bits, the positions of these bits are re-
located using the generated chaotic sequences of cat map. According to the found results
of that the higher 4 bits of each pixel (i.e., 8th,7th, 6th and 5th) hold how about 94.125
% of the whole image’s information and the lower 4 bits (i.e., 4th ,3rd, 2nd and 1st ) hold
less than 6 %, two different approaches are proposed to shuffle these two groups (i.e., the
first is 4 higher bits and the second is 4 lower bits). At first, an independent permutation
is performed for each bit of the first group using generated sequences of cat map with
different coefficients. Then, the second group is considered as a whole in permutation to
decrease the runtime. The notable effect of this permutation is not only the location of
each pixel is changed but also its value as well making the possibility of achieving confusion
and diffusion possible in this stage. In the diffusion stage, the classical Fridrich’s diffusion
is adopted (i.e., the encryption of pixels is performed sequentially at a pixel level) using
generated sequences of logistic chaotic map. The proposed approach is featured by its
large key space which leads to the immunity of the cryptosystem against brute force at-
tacks, the permutation phase is performed at a bit level leading to achieve both confusion
and diffusion effects within only this phase, to further enhance the diffusion mechanism of
the cryptosystem, high sensitivity to secret key, plain image and good statistical results
are exhibited, in addition to the employment of higher-dimensional chaotic map (i.e., 2D
cat map) that can overcome the drawbacks of one-dimensional (1D) chaotic maps. On
the other hand, the produced chaotic key-streams in both confusion and diffusion modules
have no dependency to the characteristics of the plain-image, which leads to the failing
of non-resistance to known/chosen plain image attacks, the investigation of 1D logistic
chaotic map in the confusion stage weakens more the algorithm, in which such kind of
maps is clarified in [9] to not be selected as a base of chaotic ciphers. The security of the
cryptosystem is analyzed in detail in [147], so besides to the aforementioned limitations
especially that of the generated chaotic sequences in both confusion and diffusion stages
are unchanged whatever the given plain-image, that is considered quite sufficient to break
the cryptosystem under chosen plain-image attack, another flaws are shown as: the first
pixel (0,0) remains unchanged during all the permutation phase, the connectivity between
pixels exists only in the same groups, the fixed value of the parameter α=4 increases the
insecurity of the cryptosystem, and even the use of 1D logistic chaotic map is unsuitable
as a base to design cryptosystems due to its limitations [9]. An improved scheme is pro-
posed with the authors of [147] to overcome the limitations of the original work [151], in
which the following considerations are taken into account: 1. The encryption procedure
is introduced as the first stage, then a bit-level permutation is applied using Arnold cat
map, 2. Incorporation of the characteristics of the plain-image at the permutation stage,
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3. Flipping the sub-images that are obtained from the groups of bits is handled as a
solution to make the first pixel changeable, and as a last improvement, 4. For the sake of
changing the parameter , it should be set to the value of the final parameter of the secret
keys.

An image encryption algorithm is presented by the authors of [137]. The proposal is based
on two-dimensional logistic map, and adopted the permutation-diffusion architecture un-
der some number of rounds. In the permutation stage, the plain-image is considered as a
matrix i.e., 2D array of M rows and N columns, using the 2D logistic map, two chaotic se-
quences are generated of M ×N length, and after they are reshaped to form two matrices,
to further perform row/column shuffling relied on these generated matrices to obtain the
permuted image. In the diffusion stage, the permuted image is divided into S × S blocks,
where S is the length of the block of pixels determined by the plain-image’s format (4× 4
for grayscale/RGB images and 32× 32 for binary ones), and then each block is encrypted
with the generated sequences of 2D logistic map. A transposition step is added which
aims to shift each diffused image’s pixel, using a reference image generated by means of
2D logistic map from the previous step, and hence, the cipher image is attained after
accomplishing such final operation. The proposed approach is featured by its large key-
space, high sensitivity to both key/plain image minor alterations, and the employment of
higher-dimensional chaotic map herein 2D logistic map that can overcome the drawbacks
of one-dimensional (1D) chaotic maps. On the other hand, it should be mentioned that
the generated chaotic sequences have no dependency with respect to the characteristics
of the plain-image, that may lead to the non-resistance to known/chosen plain-text attacks.

Mirzaei et al. [89] introduced a new cipher algorithm for image security. The proposal
is based on the employment of chaotic systems, the parallel enciphering, and the adoption
of confusion-diffusion architecture. As a primary step, the original image is subdivided
into 4 equal sub-images, in which the position of each sub-image is scrambled using 4
generated chaotic numbers of logistic chaotic map. In the confusion stage, both row/-
column permuting is carried out by means of two generated sequences of logistic chaotic
map to obtain the shuffled-image. In the diffusion stage, both Lorenz and Chen’s systems
are used to generate 15 groups used in encryption, each pixel of the shuffled-image that
is subdivided into four equal blocks (sub-images) is enciphered using the matching pixel
value of the plain-image, the value of other block and the values of corresponding chosen
group. The generated chaotic sequences that are used in both confusion/diffusion stages
are key-related. The proposed approach is featured by its large key-space, and high sen-
sitivity to both key/plain image small modifications. On the other hand, and as it was
aforementioned, the produced chaotic sequences in both confusion and diffusion modules
have no dependency to the characteristics of plain-image, which conducts to the failing of
non-resistance to known/chosen plain-text attacks (i.e., the scheme is not CPA secure).
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Yang Song et al. [117] presented a new cipher algorithm for image content protection.
The proposal is based on a new spatiotemporal chaotic system, nonlinear chaotic map
(NCA) and permutation-diffusion architecture. As a primary step, the plain-image is
converted to a one dimensional (1D) array of pixels in which a bitwise XOR operation
is applied between pixels, to obtain the diffused image. In the confusion stage, the sum
of plain-image’s pixels is calculated and the results is converted to [0,1] range, and used
as initial condition to produce the key-stream of NCA map, as a solution to make the
generated sequences changeable and plain-image related, a pixel permutation between the
diffused image and the generated key-stream is performed to obtain the shuffled image. In
the diffusion stage, the generated spatiotemporal chaotic sequence is employed to diffuse
again the shuffled image, by means of bitwise XOR operation. The proposed approach
is featured by its large key space, high sensitivity to both key/plain image small modi-
fications, and the produced chaotic sequences in the permutation phase is plain-image’s
related (i.e., changeable with any change applied to the plain-image). On the other hand,
the produced chaotic sequences for the diffusion phase are independent from the processed
plain-image, this failing is exploited in [13] to break the security of the cryptosystem under
chosen plain-text attack, and it was noticed that a total breaking is possible however un-
der a large number of plain-image/ciphered image pairs. So, the generated key-streams in
both permutation and diffusion modules should have a dependency to plain-image charac-
teristics, to avoid the commonly used attacks to break cryptosystems i.e., known/chosen
plain-text attacks [67].

A new cipher algorithm for image encryption is presented by the authors of [148]. The pro-
posal is based on the integration of two existing one-dimensional (1D) chaotic maps, aiming
to introduce a number of chaotic maps with excellent chaotic behaviors. The performance
of the proposed chaotic system is experimented, in which larger ranges with respect to
excellent chaotic properties are found, such desirable features can easily overcome the limi-
tations of 1D chaotic maps: of discontinuous range, non uniform data distribution, shorter
periodicity, small key space . . . etc. Furthermore, these results are investigated to design
a new image cryptosystem that is performed overall 4 encryption rounds. In each round, a
random pixel is inserted in the beginning of each image’s row as the first operation, after
row separation, 1D substitution, row combination, and image rotation are performed to
produce the cipher image. The proposed approach satisfied all the searched cryptographic
properties of a good cipher of confusion, diffusion, besides to the randomized encryption
property, i.e., using the same set of keys with the same original plain image in each time
the algorithm is able to generate a completely different, non-repeated cipher images. This
latter ensures the resistance to the commonly used attacks for breaking the security of
cryptosystems, namely, chosen/known plaintext attacks.
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Another image encryption algorithm based on mixing the use of chaotic system with s-box
substitution is proposed by Attaullah et al. in [10]. The employed chaotic system is relied
on that investigated in [148] i.e., the combination of two existing one-dimensional (1D)
chaotic maps (seed maps). The proposed approach is considered as an extension of [148],
by engendering S-box substitution, and it is performed under 4 encryption rounds. Each
round is composed of six steps, at first an arbitrary pixel is inserted at the beginning of
each plain- image’s row, in which this latter is separated and considered as a 1D data
matrix, a substitution is applied to change the value of each pixel in 1D matrix, a rotation
of 90 degrees counter clockwise is handled, and as a last step each pixel is substituted
by values from S-boxes, the process is repeated four times to obtain the final cipher im-
age. The performance of the cryptosystem is experimented, in which excellent confusion
and diffusion properties are obtained, the resistance to chosen/know plaintext attacks is
achieved, due to the arbitrary encryption, besides to data loss and noise attacks as well.

El Assad et al. [47] introduced a new cipher algorithm for image content protection. The
proposal is based on a modified version of 2D Arnold Cat map, permutation at bit-level,
the membership to block ciphers with CBC mode category, and the adoption of confusion-
diffusion architecture. In the diffusion stage, the plain-image is divided into blocks of 32
bytes, and the process is governed by means of binary matrix of size 32×32 in combination
with XOR bitwise arithmetic operation, and it is performed under rd number of rounds,
aiming to achieve a local diffusion. In the confusion stage, a conversion from integer to
binary type is performed as the first step, and then a bit permutation is carried out using
a modified version of 2D cat map, that are more powerful than the usual employed one,
at a bit unity level, according to which not only the pixel position is modified but also
its value, that reflect the achievement of both confusion and diffusion at the permutation
layer, the process is performed under rp number of rounds, after that a conversion type
from binary to integer is handled to pass to the next round, with such manner the cryp-
tosystem is repeated for r rounds. The used generator for producing the needed chaotic
key-streams for the cryptosystem is based on the one proposed in [48]. The proposed
approach is characterized by its large key-space, high sensitivity to both key/plain image
small modifications, besides to the employment of higher-dimensional chaotic map (i.e., a
modified 2D cat map) that can overcome the drawbacks of one-dimensional (1D) chaotic
maps. On the other hand, the cryptosystem is handled under a CBC mode (a sequential
mode) i.e., any error that affects the transmitted cipher image at a bit unity level leads
to the alteration of the remaining bits after that one (i.e., the transmission of the error).

Murillo-Escobar et al. [94] proposed a new cipher algorithm for color image encryption.
The proposal is based on the employment of chaotic system, the plain image features for
producing one-time chaotic sequences, and the adoption of confusion-diffusion architec-
ture under only one encryption round. The proposed contribution is ruled by means of
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an optimized pseudorandom chaotic sequence, and controlled by 1D logistic map with
optimized distribution, for the sake of fasten the encryption procedure, and overcome the
drawbacks of one-dimensional (1D) chaotic maps of discontinuous range, non-uniform data
distribution, . . . etc, the overall cryptosystem steps are relied on the one proposed by the
same authors in [93]. The produced chaotic sequences are relied totally on the plain image
characteristics and the used external secret key, aiming to withstand chosen/known plain-
image attacks. Numerical simulations were performed to demonstrate the effectiveness of
the proposed approach to be used in practical applications.

The authors of [66] presented a new cipher algorithm for image encryption. The proposal
(LAS-IES) is based on two-dimensional Logistic-adjusted-Sine map (2D-LASM), mecha-
nism of inserting random values to plain-image, and the adoption of confusion-diffusion
architecture under two encryption rounds. The proposed 2D chaotic map herein 2D-LASM
is featured by its large chaotic range, unpredictability, and a good ergodicity comparing it
with several existing chaotic maps, this chaotic map is investigated as a base to construct
the LAS-IES algorithm. The produced chaotic sequences that are used within the cryp-
tosystem are key-related, however the mechanism of inserting random values that is applied
firstly to the plain-image makes the scheme performing a randomized encryption (RE),
i.e., in each time the operation of encryption is executed with the same plain-image/used
secret keys, the algorithm is able to produce a new cipher image, such mechanism ensured
the resistance to both known/chosen plain-image attacks. In the confusion stage, plain-
image’s pixels are shuffled at a bit level, to further achieve both confusion and diffusion in
the permutation phase. In the diffusion stage, a sequential mode of encrypting pixels is
adopted (i.e., for enciphering a new pixel, the previous one is utilized) with the generated
chaotic matrix from 2D-LASM. The proposed approach is featured by its large key-space,
high sensitivity to both key/plain image little alterations, the scheme performs a random-
like enciphering (i.e., a randomized encryption (RE)), in addition to the employment of
new 2D chaotic map with excellent chaotic behavior in comparison with several existing
chaotic maps in the scientific literature.

A novel image encryption algorithm is suggested by the author of [45]. The proposal
is based on the use of chaotic system, a newly proposed bit-level permutation based con-
fusion, and the adoption of permutation-substitution model. The confusion stage is ruled
by means of a newly proposed permutation strategy, namely, Circular inter-intra pixels
bit-level permutation, the idea within such mechanism is firstly to transform each plain
image’s row to its binary equivalent format, and then the circular rotations are performed
and controlled by means of chaotic sequences, the number of circular shifts and its direc-
tion are extracted from the accumulation of the logical value 1, if the obtained number
value is divisible by eight, then the permutation is handed at a pixel level, otherwise at
bit-level will be the case. Moreover, the mechanism of bit migrating from one pixel to
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another one next to it, is referred as inter bit-level permutation by the author, and bit
passing from one bit-plane to another is referred as intra pixels bit level permutation.
Within the diffusion stage, the resulted scrambled image is encrypted by means of two
uncorrelated produced chaos-based matrices to attain the final cipher image. Numerical
simulations were performed to demonstrate the effectiveness of the proposed approach to
be used in practical applications.

Li et al. [81] introduced a new cipher algorithm for image security. The proposal is based
on the employment of 5D multi-wing hyper chaotic-system, and the incorporation of pixel-
level permutation with bit-level permutation. As a first step, the plain image is converted
to 1D array of pixels format, then the sum of all image’s pixels are calculated, and con-
tributed in the mechanism of producing chaotic sequences by means of hyper chaotic
system, after that a permutation at a pixel-level is handled, aiming to de-correlate the
relations between adjacent pixels, and attain the shuffled image. Within the second step,
a bit-level permutation is handled, according to which the shuffled image is subdivided
into sub-matrices of 4× 4 each, and then this latter is multiplied with a constant matrix
of the same size, such kind of permutation is carried out to further modify both pixel
position and value, aiming to enhance the diffusion effect of the cryptosystem, and thus,
strengthen its security. As a final step, a sequential mode of pixel diffusing is handled,
and controlled by means of the produced one-time key-stream of hyper chaotic system to
obtain the final cipher image. Numerical simulations were performed to demonstrate the
effectiveness of the proposed approach to be used in practical applications.

Xu et al. [139] proposed a novel cipher algorithm for image content protection. The
proposal is based on the use of chaotic system, block scrambling, and the adoption of
confusion and diffusion model under one encryption round. First of all, the plain image
is subdivided into two equal sub-images. In the confusion stage, two chaotic matrices are
generated using 1D logistic chaotic map and two secret keys, these produced matrices are
contributed in the mechanism of constructing swapping control table, x coordinate table
and y coordinate table, according to which each plain pixel within the two sub images
blocks is relocated. After combining the two scrambled sub images, the resultant image
is transformed to 1D array of pixels, and a diffusion mechanism is handled, this latter
is ruled by means of XOR arithmetic operation and the computed dynamic indexes, to
further attain the final cipher image. Numerical simulations were performed to demon-
strate the performance of the proposed approach in term of security level and speed of
calculations.
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2.3 Comparison of different methods in the literature

A comparative study in term of the commonly employed cryptographic attacks such as:
exhaustive key search, known-plaintext attack, chosen-plaintext attack (CPA), chosen ci-
phertext attack (CCA), and differential/ statistical attacks is given, including the reviewed
existing methods. Table 2.1 exhibits the obtained comparative results of all the reviewed
methods.

Table 2.1: Comparative results in term of the commonly cryptographic attacks, including
the reviewed methods

Method
Resistance to

exhaustive search
CPA secure CCA secure

Resistance to
differential/statistical attacks

Ref. [31] yes no yes yes
Ref. [24] yes yes no yes
Ref. [68] yes no no yes
Ref. [1] yes yes no yes
Ref. [90] yes yes no yes
Ref. [50] yes yes yes yes
Ref. [41] yes no no no
Ref. [42] yes no no no
Ref. [130] yes no no yes
Ref. [11] no no yes no
Ref. [131] yes yes no yes
Ref. [43] yes no no yes
Ref. [96] yes no no yes
Ref. [58] yes no no no
Ref. [151] yes no no yes
Ref. [137] yes no no yes
Ref. [89] yes no no yes
Ref. [117] yes no no yes
Ref. [148] yes yes no yes
Ref. [10] yes yes no yes
Ref. [47] yes no no yes
Ref. [94] yes yes no yes
Ref. [66] yes yes no yes
Ref. [45] yes no no yes
Ref. [81] yes yes no yes
Ref. [139] yes no no yes

2.4 Conclusion

Several image encryption methods are proposed in the scientific literature based on differ-
ent strategies such as cellular automata, chaos theory, or cellular automata jointly chaos.
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Nevertheless, most of these methods suffer from some security failings that lead to their
broken either by: brute force attacks in case of small key-space; differential attacks in case
of low diffusion effect that lead to low NPCR and UACI values; statistical attacks in case
of any detectable clue that can reveal any meaningful information about the original data;
or the generated chaotic key-streams that are key-related i.e., that they are unchangeable
in each encryption process, this latter is the commonly used failing even in the design
of new chaotic proposals, which conducts to the non-resistance to both known/chosen
plain-text attacks, as a solution to overcome this limitation several crypt-analyzers notice
to introduce the characteristics of the plain-image in the generation of the chaotic key-
streams, in order to make them changeable in each time the cipher algorithm is executed
even with the same set of keys.



Chapter 3

Design and Realization of Secure
and Efficient Cellular
automata-based cryptosystems

Cellular automata (CA) is a class of discrete dynamical systems. The process of designing
and developing CA-based cryptosystems, has grasped the attention of many researchers
for several last decades, owing to the simple underlying rules of CA, that are effectively
implemented, and conducted to complex behaviors after the iterative application of these
simple rules [21,34,35,40,46,64,68,121].
In this chapter two cipher algorithms for image content protection are designed and real-
ized. The proposed cryptosystems are sufficiently efficient in terms of security level and
time consuming, under just one encryption round, and hence they are best suited for real
time applications. The first cipher algorithm proposes for the first time in the literature of
CA based cipher design, the employment of quadtree decomposition mechanism (QTD) in
combination with a special class of CA, namely, 4th order 1D reversible memory cellular
automata (RMCA), the proposal satisfies a randomized encryption property (RE), and
consists of the iterative application of two modules: (1) a mixing module which is governed
by a simple modular addition arithmetic operation, and a sequential mode of pixel mixing,
aiming to introduce a certain diffusion effect within just this primary step; (2) a diffusion
module that is ruled by means of quadtree decomposition strategy jointly 4th order 1D
reversible memory CA, to further enhance the diffusion of the overall cryptosystem and
achieve a sufficient level of security. The second cipher algorithm is based on chaos in
incorporation with cellular automata, aiming to benefit from the strongpoint of the two
different dynamical system concepts. The proposal introduces a new metric to represent
the characteristic of the plain image, this latter together with the external secret key con-
tribute in the mechanism of key generation overall the cryptosystem, and consists of two
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iterative modules: (1) a confusion module which is governed by a permutation at a bit
level, and controlled by means of 1D chaotic system, herein Logistic Tent system (LTS),
to further change the pixel value as well as its location, suck kind of shuffling permits to
introduce a certain diffusion mechanism within only this phase; (2) a diffusion module is
subdivided into two sub modules: the former one is based on a sequential mode of pixel
diffusing, and controlled by 1D LTS chaotic system, for the sake of accelerating more the
diffusion process and spread the influence of a single bit over the others, and a latter
part sub module is ruled by means of quadtree decomposition mechanism in cooperation
with a special class of cellular automata, namely, 4th order 2D reversible memory cellular
automata, aiming to improve the diffusion of the overall cryptosystem and achieve a suffi-
cient level of security. The chapter is structured as follows: section 3.1 presents the basic
definitions around cellular automata. The first and the second proposed approaches are
covered in detail in section 3.2. A comparative study of performance, in terms of security
level and execution time, is introduced in section 3.3. At the end, section 3.4 gives a
conclusion to this chapter.

3.1 Mathematical background

3.1.1 One dimensional cellular automata

One dimensional cellular automata (1DCA, for short) are special class of discrete dynam-
ical systems, formed by a finite one dimensional array of N identical objects named cells.
Each cell which is denoted by < i > is characterized by its state St

i at time t that is
defined on a finite state’s set S. A cellular automaton evolves deterministically in discrete
time steps, changing the states of all cells according to a local transition rule F that de-
fines the new state St+1

i of each cell < i > using its previous state, and the states of its
corresponding neighbors. A cell’s neighborhood Vi is a specific selection of cells that are
relatively chosen according to the i’s position of the cell considered to be updated and its
r left and right neighbors, including the cell itself. In general, a symmetric neighborhood
is defined using the aforementioned parameter r noted a radius, this latter specifies the
set of positions for the 2r + 1 neighboring cells by:

NB(i) = {i− r, i− r + 1, . . . , i− 1, i, i+ 1, i+ 2, , . . . , i+ r − 1, i+ r} (3.1)

To deal with finite size automatons boundaries, the cells of the array are concatenated
together in a cyclic form to consider a periodic boundary condition. The transition rule
F is then applied to each neighborhood of a given cell < i >, to compute and update its
state to St+1

i according to the following equation:
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St+1
i = F (Vi) = F (St

i−r, S
t
i−r−1, . . . , S

t
i , . . . , S

t
i−1+r, S

t
i+r) (3.2)

When the set S of possible states is equal to {0, 1}, corresponding CAs are named binary
cellular automata. In such case, the transition rule is defined by the binary representa-
tion of the possible new state’s values, corresponding to all possible 22r+1 neighborhood
configurations on 2r + 1 bits, so the number of possible transition rules for a binary one
dimensional CA is then equal to 222r+1

A configuration Ci is defined by the states of all
the automaton cells by Ci=(St

0, S
t
1, . . . , S

t
N−1), while the transition rule F is extended to

the global transition map Φ that describes the dynamic evolution of the CA’s configura-
tions Ct+1= Φ(Ct) starting from any given initial configuration C0. If Φ is bijective, then
the corresponding CA is reversible and the backward evolution becomes possible using
the inverse global transition map Φ−1 [134]. Within conventional paradigm of cellular
automata, we consider that the state of each cell < i >, at time t + 1 is only depending
on the states of its neighbor cells at time t. Nevertheless, one can consider CAs for which
the state of each cell at time t+ 1, depends also on corresponding states at previous time
steps t−1,t−2, . . . etc. Such class of CAs is named memory cellular automata (MCA) [6],
having the interesting property to be reversible whatever is the used transition rule F .
Specifically, in a Kth order MCA, states of new configuration Ct+1 depend on K previous
ones Ct,. . . , Ct−K . Using K different transition rules F1, F2, . . . , FK , each state St+1

i of
the configuration is defined by:

St+1
i = F 1(V t

i )⊕ F 2(V t−1
i )oplus · · · ⊕ F k(V t−k+1

i ) (3.3)

where V t
i denotes the neighborhood of the cell < i > at time step t. Accordingly, the

global transition map can then be defined on the set C of possible configurations by:

ψ : C × C × · · · × C → C (3.4)

Ct+1 = ψ(Ct, Ct−1, . . . , Ct−1+k) = Φ1(Ct)⊕ Φ2(Ct−1)⊕ · · · ⊕ Φk(Ct−k+1 (3.5)

where Φ1, Φ2,. . . , Φk−1, Φk are global transition maps corresponding to the transition
rules F1,F2,. . . ,FK . In order to ensure reversibility of a given MCA, we can easily show
that it suffices that the global transition map Φk be equivalent to the identity function
(Φk(Ci=Ci ∀ i ). Hence, the MCA defined by the following equation:

Ct+1 = Φ1(Ct)⊕ Φ2(Ct−1)⊕ . . .Φk−1(Ct−k+2)⊕ Ct−k+1 (3.6)
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is reversible for any set of the transition functions, and admits as a reverse the MCA
defined by the following equation:

Bt+1 = ΦK−1(Bt)⊕ Φk−2(Bt−1)⊕ . . .Φ1(Bt−k+2)⊕Bt−k+1 (3.7)

Where the Bi’s denotes the possible configurations of the inverse MCA.

The proof of this proposition is trivial. Let’s consider the configurations (Ct+1,Ct,. . . ,Ct−k+1)
generated using the Kth order MCA defined by equation (3.7). We show that the config-
uration Ct−k+1 can be recovered by applying the MCA defined in equation (3.8) on the
configurations (Ct+1,Ct,. . . ,Ct−k+2).

When running the inverse MCA, configurations are handled in reverse order such that
: Bt−k+2=Ct, . . . ,Bt=Ct−k+2 and Bt+1=Ct−k+1 . Hence, using equation (3.8) we have:

Bt+1 = ΦK−1(Bt)⊕ ΦK−2(Bt−1)⊕ · · · ⊕ Φ1(Bt−k+2)⊕Bt−k+1

= ΦK−1(Ct−k+2)⊕ ΦK−2(Ct−k+3)⊕ · · · ⊕ Φ1(Ct)⊕ Ct+1

= Φ1(Ct)⊕ Φ2(Ct−1)⊕ · · · ⊕ Φk−1(Ct−k+2)⊕ Ct+1

(3.8)

By substituting the term Ct+1 in equation (3.9) using equation (3.7) we obtain:

Bt+1 = Φ1(Ct)⊕ Φ2(Ct−1)⊕ · · · ⊕ Φk−1(Ct−k+2)⊕ Φ1(Ct)⊕ Φ2(Ct−1)⊕ · · · ⊕ Φk−1(Ct−k+2)

= [Φ1(Ct)⊕ Φ1(Ct)]⊕ [Φ2(Ct−1)⊕ Φ2(Ct−1)]⊕ · · · ⊕ [Φk−1(Ct−k+2)⊕ Φk−1(Ct−k+2)]⊕ Ct−k+1

= 0⊕ 0⊕ · · · ⊕ 0⊕ Ct−k+1

= Ct−k+1

(3.9)
Consequently, the MCA defined by equation (3.8) can always recover the configuration
Ct−k+1 from the configurations (Ct+1,Ct,. . . ,Ct−k+2).As a result, it is the inverse of the
MCA defined by equation (3.7).

3.1.2 Two dimensional cellular automata

Two-dimensional cellular automata (CA, for short) are simple models of computation de-
scribed by a 4-tuple A = (C, S, V, f), where C={< i, j > 1 ≤ i ≥ r, 1 ≤ j ≥ c} is the
cellular space formed by a rectangular array of r× c identical objects called cells, each cell
has a state in the state set S = Z2 = {0, 1} .Every cell’s neighborhood is defined by a set
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V , and the neighborhood of a cell is expressed by its indexes of < i, j >∈ C :

Vij = {< i+ α, j + β >, (α, β) ∈ V } (3.10)

In this work, Moore neighborhood is exploited, and it is formed by the cell itself (which
will be updated) and its eight surrounding cells as:

V = {(−1,−1), (−1, 0), (−1, 1), (0,−1), (0, 0), (0, 1), (1,−1), (1, 0), (1, 1)} (3.11)

The local transition function f : Z9
2 = Z2 is the function that determines the evolution of

CA throughout the time i.e., the changes of state for each cell, by taking into account its
current state and the states of its considered neighbors. Thus, if St

ij ∈ Z2 is the state of
the cell < i, j > at time t, the next state of this cell is given by the following formula:

St+1
ij = f(St

i−1,j−1, S
t
i−1,j , S

t
i−1,j+1, S

t
i,j−1, S

t
i,j , S

t+1
i,j+1, S

t
i+1,j−1, S

t
i+1,j , S

t
i+1,j+1) (3.12)

In order to solve the problem of finite cellular space, periodic boundary condition is es-
tablished:

St
ij = St

uv ←→ i ≡ u(modr)andj ≡ v(modc) (3.13)

As abovementioned, every cell at time t depends only on the states of its neighbors at the
previous time t-1. However, if such dependence is expanded to take into consideration the
states of neighbors at previous times t-2 , t-3 ,. . ., then the CA is called memory CA.

The reversibility of cellular automata is an important property to make the backward
evolution possible and one says that CA is reversible if there is another cellular automa-
ton that produces the inverse evolution [53].

We denote by C the set of all possible configurations of CA, and the configuration at
the next time step is given by the global transition function as follows:

Φ = C −→ C (3.14)

Ct −→ Ct+1 = Φ(Ct) (3.15)
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And

φ : C × . . .× C −→ C (3.16)

(Ct, . . . , Ct−k) −→ Ct+1 = Φ(Ct, . . . , Ct−k) (3.17)

For memory CA.

A 4th order reversible memory CA is exploited in this work, and it is of the form:

Ct+1 = Φ(Ct, . . . , Ct−3) = Ψ0(Ct)⊕Ψ1(Ct−1)⊕Ψ2(Ct−2)⊕ (Ct−3) (3.18)

Where Ψk is defined by the following transition function:

St+1
ij = λ1S

t
i−1,j−1⊕λ2S

t
i−1,j⊕λ3S

t
i−1,j+1⊕λ4S

t
i,j−1⊕λ5S

t
i,j⊕λ6S

t
i,j+1⊕λ7S

t
i+1,j−1⊕λ8S

t
i+1,j⊕λ9S

t
i+1,j+1

(3.19)
For each 1 ≤ i ≥ 9 Ψk

i ∈ Z2.The type of cellular automata is reversible [123], and its
inverse evolution is possible following the formula:

Ct+1 = Ψ0(Ct)⊕Ψ1(Ct−1)⊕Ψ2(Ct−2)⊕ (Ct−3) (3.20)

3.2 New proposals

This section aims to discuss in detail the methodology of the proposed cipher algorithms,
herein cryptosystem-A and cryptosystem-B.

3.2.1 Fast and efficient randomized encryption scheme for digital images
based on Quadtree decomposition and reversible memory cellular
automata (Cryptosystem-A)

The proposed cipher algorithm is comprised mainly of the iterative application of two
modules: a mixing phase and a diffusion phase. The overall proposal is controlled by means
of an efficient CA-based key scheming mechanism. The structure of the cryptosystem is
pictorially shown in Figure 3.1 for the encryption procedure part, and Figure 3.3 for the
decryption procedure part.
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3.2.1.1 Encryption procedure

The proposed approach is based on the use of one dimensional (1D) reversible memory cel-
lular automata (RMCA) in cooperation with quadtree decomposition mechanism (QTD,
for short), under one encryption round. The proposal satisfies a randomized encryption
property i.e., for every time the algorithm is executed with the same used plain image/set
of keys, it can produce a totally new cipher image, this desired property renders the scheme
CPA secure (i.e., resistance against known/chosen plain image attacks), and it consists of
the iterative application of two modules: In the former module, a mixing phase is adopted
to the plain-image for de-correlating the relationship between neighboring pixels and ac-
complishing a satisfactory level of security using just one encryption round. In the latter
part, a QTD technique is employed to the mixed-image in which it is divided consecutively
into 4 equal sub-images, these sub-images constitute the four initial configurations of the
4th order RMCA, the encryption rules (i.e., sub-keys) are obtained from the used secret
key by using an efficient CA-based key-generation mechanism, the technique of division
and employing RMCA is carried out until reaching 4 × 4 block size, in that case a XOR
operation is performed with the last generated rule to obtain the final cipher image.

Randomized Encryption For the sake of withstanding to the commonly used attack,
to break the security of the cryptosystems, namely, chosen plaintext attack (i.e., to be
CPA-secure), the cipher algorithm should provide the property of randomized encryption
(RE). This property is satisfied by any encryption method that produces two different
cipher images, whenever the same plain image is encrypted under the same set of keys.
Hence, an attacker cannot employ any previous information about a given plain image,
to break the semantic security of the system and reveal any useful information about the
key. To this end, and before applying the encryption procedure, a random bit alteration
is handled, this latter aims to modify one bit from the plain image at a random location.
The altered bit position is generated by means of any secure random bit generator that can
produce random numbers which are: one-time used and unpredictable. The underlying
effect of this mechanism is to produce a completely random and different image, for each
time the cipher algorithm is executed with the same plain image, and even with identical
set of keys (i.e., randomized encryption).

Mixing module This process is governed by means of a simple modular operation (mod-
ulo 256), and a sequential mode of pixel mixing, periodic boundary conditions technique
is handled, to further solve the problem of boundaries. The above explained mechanism is
applied to the four sub-quadrants (i.e., initial configurations) of the plain image, namely,
(C0)0, (C1)0,(C2)0 and (C3)0 (such kind of subdivision will be covered bellow within the
diffusion module), in which the pixels of each configuration are merged in both forward
and backward directions, to propagate elementary possible alterations of any single bit of
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the plain image to several locations on the same configuration. Such propagation is easily
amplified later by the MCA evolution mechanism, in which it conducts to a high avalanche
of changes in the produced cipher image, de-correlates the relations among neighboring
pixels, accomplishes a certain diffusion effect within just this phase, and thus avoids using
several consecutive rounds of confusions, as it is generally used by chaotic based image
cryptosystems, for the sake of enhancing the enciphering/deciphering execution time. The
following pseudo-algorithm illustrates the details of mixing module, where each configu-
ration is considered as an 1D array of n bytes, namely, A[0, . . . , n− 1].

Procedure MixConfiguration;

Input : configuration A // that can be either (C0)0,(C1)0,(C2)0 or (C3)0

Output : a mixed version of the configuration A

For i:=1 to n-1 do A[i]:=(A[i]+A[i-1]) mod 256; // mixing in the forward

direction

For i:=n-2 dowto 0 do A[i+1]:=(A[i+1]+A[i]) mod 256; // mixing in the backward

direction

End

Diffusion module During this process, the whole plain-image is firstly decomposed
into four equal quadrants according to the quadtree decomposition strategy. These four
blocks are considered as four initial configurations (C0)0,(C1)0,(C2)0 and (C3)0 of a 4th

order MCA, that is defined according to equation (3.7). The transition rules of this
MCA are derived from the secret key using an efficient key scheming mechanism (as
will be explained in section 3.2.1.2). Before applying the constructed MCA during four
iterations, each initial configuration passes with a mixing mechanism, as described in the
above section (i.e., mixing module), to produce new four configurations, namely, (C4)0,
(C5)0, (C6)0 and (C7)0, aiming to introduce sufficient dependencies between the plain
image’s pixels. These dependencies are amplified later by the MCA evolution mechanism
to achieve higher plain-image sensitivity, and avoid the use of several confusion/diffusion
rounds. The resulted configurations are then combined to form a new image, whereas the
upper left resulting bloc (C4)0 is recursively subdivided into four equal size quadrants that
define new configurations, i.e., (C0)1,(C1)1,(C2)1 and (C3)1,for a 4th order constructed
MCA using a new set of transition rules derived from the secret key. This new MCA is
iterated to produce new configurations, namely, (C4)1, (C5)1,(C6)1 and (C7)1 that replace
the sub-blocks of (C4)0. The process is repeated recursively by dividing the block (C4)i at
each level i until reaching the deepest possible level m, where the size of the block (C4)m
is equal to 4 × 4 pixels. At this level, and since the size is equal to 16 bytes (128 bits),
the corresponding block (C4)m is simply diffused using just the XOR bitwise operation
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with the last generated sub-key. According to the presented process, three transition rules
(sub-keys) are needed at each level, so the total number of required sub-keys is equal to
3m+ 1.

Figure 3.1: Encryption procedure part of cryptosystem-A

3.2.1.2 Key expansion mechanism

According to the design of our proposal, several sub-keys (i.e., transition rules) are required
during the diffusion module, more precisely in the application of quadtree decomposition
mechanism, to further define the transition rules of the related MCAs. Since the employed
MCAs are of 4th order, three different transition rules are needed by each MCA, i.e., three
different sub-keys are required at each decomposition level. The quadtree decomposition
depth depends on the plain image’s size: for a square image of L × L pixels, the exact
number m of decompositions is equal to [log2(L)]− 1.Hence, the number of required sub-
keys is equal to 3× ([log2(L− 2)]) + 1.

In the proposed cipher algorithm, the sub-keys are derived from the secret key K (128bits),
using a non-uniform class of cellular automata that alters the transition rules at each po-
sition, by means of a pair of control bits extracted from the secret key, which is considered
as an initial configuration, then a set of four transition rules, namely, 90, 105, 150 and 165
are employed to update the state of each cell’s position, these transition rules are stored
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in a table named Ti that is updated after each iteration, by applying a cyclic left rotation.
For a given cell at a position < i >, the choice of the rule to be applied, is based on
the index value derived from the current cell state and the state of its right neighbor, so
the four possible values are 00, 01, 10 and 11. If we consider Tj the rules table state at
iteration j, then the state St+1

i at the position < i > of a new configuration is determined
using the following equation :

St+1
i = Tj [S

t
i × St+1

i ](Vi) = Tj [S
t+2
i × St

i+1](St
i−1, S

t
i , S

t+1
i−1 ) (3.21)

By evolving the non-uniform CA, each new configuration defines a new generated sub-key.
The process is continued until all sub-keys are generated. Figure 3.2 shows details of the
key expansion mechanism. As will be demonstrated from the obtained experimental results
in section 3.3, the proposed key scheming ensures a high confusion of the cryptosystem,
reflecting the high sensitivity of the cipher image to elementary bit’s flipping of the secret
key.

Figure 3.2: Key expansion and sub-keys derivation scheme
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3.2.1.3 Decryption procedure

The decryption procedure is like the one described above in section 3.2.1.1 (encryption
procedure), in which it must be applied in the reverse order. First of all, the reverse
diffusion module is performed to the cipher image, which is governed by the quadtree
decomposition strategy (QTD) in incorporation with reversible memory cellular automata
(RMCA), and as a latter part, a reverse mixing module is carried out to the output mixed
image, this phase is ruled by means of addition modular operation, and a sequential mode
between pixels, aiming to retrieve the original image, which is identical to the employed
plain image, except the altered one bit used to handle the randomized encryption, however
this is negligible with respect to the size of the image, and visually imperceptible. As the
proposed cipher algorithm belongs to the category of symmetric ciphers, the same sub
keys (i.e., transition rules) of the encryption procedure, must be employed in the reverse
order.

Reverse diffusion module The diffusion procedure is performed in a deterministic
way to recover the mixing image from the cipher one. After generating the sub-keys using
the same key scheming mechanism, see section 3.2.1.2, the upper left block of 4× 4 pixels
is extracted from the cipher image, and combined with the sub key K3m+1 , to perform the
bitwise XOR operation, for recovering the configuration (C4)m, this latter is combined with
the three other remained neighborhood blocks of 4× 4 pixels, namely, (C5)m ,(C6)m and
(C7)m, respectively, and formed the (C0)m configuration, together with (C1)m, (C2)m and
(C3)m other configurations, that are all correspond to the quadtree decomposition depth
of the mth level, the inverse 4th order MCA is handled, under the employment of three
produced sub keys in the reverse order, namely, K3m−2,K3m−1 and K3m (of 128 bits each
one) as transition rules, to further recover the (C4)m−1 configuration of the (m−1)th level.
We should notice that at each reconstruction level, the set of used transition rules matches
to the set of sub-keys that are derived by the key scheming mechanism. The process is
continued recursively in a bottom-up manner, until reaching the last configurations, i.e.,
(C0)0, (C1)0, (C2)0 and (C3)0.

Reverse mixing module The mixing procedure is carried out in a deterministic way
to recover the plain image from the mixing one, obtained after performing the above
explained diffusion module. This mixing image is expressed by its four equal blocks of
L/2 × L/2 pixels (L is the length the whole image), namely, (C0)0, (C1)0, (C2)0 and
(C3)0, each of which is passed with the mixing phase, which is governed by means of a
simple modular operation (modulo 256), a sequential mode between pixels, and handled
in forward and backward directions, starting from the last pixel to the first one. The
following pseudo-algorithm illustrates the details of reverse mixing module, where each
configuration is considered as an 1D array of n bytes, namely,A[0, . . . , n− 1].
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Procedure MixConfiguration;

Input : configuration A // that can be either (C0)0,(C1)0,(C2)0 or (C3)0

Output : a mixed version of the configuration A

For i:=n-1 to 1 do A[i]:=(A[i]-A[i-1]) mod 256; // mixing in the forward

direction

For i:=0 dowto n-2 do A[i+1]:=(A[i+1]-A[i]) mod 256; // mixing in the backward

direction

End

Figure 3.3: Decryption procedure part of cryptosystem-A

3.2.2 An image encryption scheme combining chaos-memory cellular au-
tomata and weighted histogram (Cryptosystem-B)

The proposed cipher algorithm is comprised mainly of the iterative application of two
modules: a confusion phase and a diffusion phase. The overall proposal is controlled
by means of any cryptographically secure pseudorandom bit generator, in incorporation
with 1D chaotic system, namely, Logistic Tent System (LTS, for short) (which will be
discussed in detail during chapter 4) in the key scheming mechanism. The structure of
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the cryptosystem is pictorially shown in Figure 3.4 for the encryption procedure part, and
Figure 3.5 for the decryption procedure part.

3.2.2.1 Encryption procedure

The proposed approach is based on the use of an improved 1D chaotic system, namely,
Logistic Tent System (LTS) and reversible memory cellular automata (RMCA), the en-
cryption process is performed by following the permutation-diffusion architecture under
just one round. Firstly, a random pixel overwriting mechanism is handled, and the new
measure of plain-image’s weighted histogram (Wh, for short) is inserted instead. This
mechanism ensures the immunity of the proposed method to known/chosen plain-image
attacks (CPA secure) like the following : the incorporation of the Wh value as a new
metric that handles the plain image’s characteristics together with the secret key, in the
procedure of extracting the initial values of the used chaotic map (LTS), this conducts
to a random-like generating key-streams i.e., for different plain-images different chaotic
sequences are produced, which renders their recovering harder. Secondly, the confusion
module is based on a bit-level permutation and the generated one-time key-streams using
the chosen 1D chaotic system (LTS), this kind of shuffling permits to modify both the
pixel’s location and value to further attain both confusion and diffusion within just this
phase. Thirdly, the diffusion module is separated into two sub modules: in the first one the
value of every pixel is modified sequentially by means of the chosen chaotic system (LTS),
for accelerating the diffusion process and spread out the influence of a single bit over
the others, and the second sub phase, 2D reversible memory cellular automata (RMCA)
is associated with quadtree decomposition method (QTD), and performed to the output
of the former sub module, to enhance the security and diffusion effect of the proposed
cryptosystem.

Random Pixel Overwriting One pixel of the plain image at a random position is
overwritten, by inserting the weighted histogram value (Wh) as a new measure that rep-
resents all the plain image’s pixels except one (i.e., in where we will insert the Wh value),
this value handles the plain image’s characteristics and further will be employed to ensure
the resistance of the proposed cryptosystem to both known/chosen plain image attacks
(CPA secure). The proposed cryptosystem utilizes 512 bits as external key K, this later
is used to calculate the ith and jth positions of the overwriting pixel using the proposed
technique in [98] as follows:

• The 512 bits external key K is divided into 8-bit blocks ki as:

k = k1, k2, . . . , k64 (3.22)
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• Extract two numbers from the first half of the external key (128 bits) as follows:

V1 = mod(
1

512(k1 ⊕ · · · ⊕ k8)
+

∑64
k=1 ki
64

, 1) (3.23)

V2 = mod(
1

512(k9 ⊕ · · · ⊕ k16)
+

∑64
k=1 ki
64

, 1) (3.24)

• Discretize V1 and V2 using the following two equations:

{̂V1} = b{V1} × 1015cmodM (3.25)

{̂V2} = b{V2} × 1015cmodN (3.26)

• The ith position and the jth position of the overwriting pixel are calculated as follows:

i = V1 (3.27)

j = V2 (3.28)

• The weighted histogram value (Wh) is included in the plain image P as V al2 (which
will be computed in the next section) as follows:

P (i, j) = V al2 (3.29)

Generation of the variable initial value and control parameter In the proposed
cipher algorithm, the parameter r and the initial condition x0 of the improved 1D chaotic
system (LTS) are extracted from the external secret key as follows:

V1 = mod(
1

512(k17 ⊕ · · · ⊕ k32)
+

∑64
k=1 ki
64

, 1) (3.30)

V2 = mod(
1

512(k33 ⊕ · · · ⊕ k48)
+

∑64
k=1 ki
64

, 1) (3.31)

For updating the values of both the parameter r and the initial condition x0, the plain
image’s characteristics are handled by means of the weighted histogram (Wh) value, this
new measure represents the distribution of all the plain image’s pixels except one pixel
(which is used for Wh’s value insertion), and it is calculated as follows:
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V al1 =
255∑
0

(h[i]/N ×M)× h[i] (3.32)

Where N and M are the width and the height of image respectively, h[i] is an integer array
containing the distribution of the considered pixels in [0,255] range. Then, we calculate
V al2 as follows:

V al2 = V al1mod256 (3.33)

Where V al2 ∈ [0,255] and mod is the module operation. At the end, the weighted his-
togram (Wh) value with 10−15 decimal precision is given by:

Wh = V al2/255 (3.34)

Then, the parameter r and the initial condition x0 are updated as follows:

ŕ = r +Wh (3.35)

x́0 = x0 +Wh (3.36)

Clearly, the new values of ŕ as parameter and x́0 as initial condition of LTS chaotic
map are both secret key/plain image related, and thus they are extremely sensitive to
any minor change to either the secret key or the plain image, to further generate different
key-streams for different plain images even with the same set of keys.

Confusion module This process is governed by a permutation at a bit level, and con-
trolled by means of the produced one-time key-streams of LTS chaotic map, this type
of shuffling is handled, in which not only the pixel’s position is changed but its value as
well, aiming to achieve both confusion and diffusion within just this phase. First of all,
the weighted histogram (Wh) of the plain image, noted by P , is gotten, for the sake of
computing the initial values of LTS chaotic map, through equations (3.36) and (3.37).
Then, each pixel is divided into its 8 parts, each of which contains 8 bits, and hence the
plain image is extended to be M × N × 8 (where M is the number of image’s rows, N
is the number of image’s columns), so, after iterating LTS chaotic map for 500 times to
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avoid the transient effect, the process in continued to iterate it for M × N × 8 times to
obtain two chaotic sequences, namely, {XK} , {YK} which are later discretized as follows:

{̂XK} = b{XK} × 1015cmodM (3.37)

{̂YK} = b{YK} × 1015cmodN × 8 (3.38)

As a latter part, the bit within each plain pixel is exchanged based on the two above gen-

erated chaotic key-streams, so that, {̂XK} chaotic sequence represents the new i position

of the exchanged bit, where i=0, 1, . . . ,M − 1, and {̂YK} chaotic sequence is employed to
generate both the j position of this bit, and the bit to be exchanged itself among the 8
bits of the new pixel, wherej=0,1,. . . ,8N − 1.

Diffusion module During this module, the process is subdivided into two sub modules
which are iteratively applied to the confused image as follows:

First diffusion sub module within this process, a sequential mode for enciphering
pixel values is followed, according to which the encryption of each pixel is related to the
sum of all the next pixels, and controlled by means of the produced one time key-streams
of LTS chaotic map, aiming to de-correlate the relations among neighboring pixels, and
accelerate the diffusion effect of the overall cipher algorithm under just one encryption
round. The first sub module of diffusion is described as follows:

• The plain image is transformed from its two dimensional to one dimensional vector
format P={ p1 , p2 , . . . ,pM×N }.

• Calculate the sum of the plain image pixels according to the following equation :

S =

M×N−1∑
i=0

Pi (3.39)

• Encrypt all the plain image pixels using the following equations :

Ci = Pi ⊕ (Ki + Ci−1)mod256⊕ S (3.40)



CHAPTER 3.
DESIGN AND REALIZ. OF SECURE AND EFFIC. CA-
BASED CRYPTOSYSTEMS

55

Where Ci is the ith cipher pixel, Pi is the ith plain pixel, ki is a chaotic sequence generated
using LTS chaotic map, in which its initial condition and control parameter are based on
the latest two generated values in the previous module, Ci−1 is the previously encrypted
pixel, and S is the sum of all image pixels except the ith one (i.e., S is all the next pixels
of the ith pixel). The index i is performed from the first pixel of 0 to the last one of
M ×N − 1.

Second diffusion sub module This sub module is ruled by the association of 4th

order two dimensional reversible memory cellular automata (RMCA) with quadtree de-
composition strategy, to further amplify the propagation of each bit alteration over the
others by means of MCA evolution mechanism, and enhance the security of the cryptosys-
tem. Three different sub-keys (i.e., transition rules) are needed for every decomposition
level, since 4th order MCA is performed, so, the mechanism of sub keys’ generation is
based on a cryptographically secure pseudorandom bit generator. Since two dimensional
cellular automata Moore neighborhood is used in this sub phase, the length of each sub
key (i.e., rule) is 29 i.e., 512 bits. The initial configuration of 512 bits for evolving cellular
automata and generating sub-keys is based on the use of LTS chaotic map with the initial

condition
´́
X0 and the parameter´́r extracted from both the external key of 512 bits and the

plain-images characteristics as follows:

• Extract two numbers from the last 128 bits of the external key and the plain-image’s
characteristics using the following equations:

´́
X0 = (X́0 +mod(

1

512(k49 ⊕ · · · ⊕ k56)
+

∑64
k=1 ki
64

))mod1 (3.41)

´́r = (ŕ +mod(
1

512(k57 ⊕ · · · ⊕ k64)
+

∑64
k=1 ki
64

))mod1 (3.42)

• Iterate the LTS chaotic map for 500 times to avoid the transient effect, continue the
iteration of the chaotic map for 512 times to get the sequence {SK} and discretize
it:

{̂SK} = b{SK} × 1015cmod2 (3.43)

Then, the second sub module of diffusion is described as follows:

• Quadtree decomposition strategy with two level of decomposition is applied.
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• In the first level, the image is decomposed into 4 sub-images, each one is a quarter
size of the original image, we denote them as C0 , C1 , C2 and C3.

• The sub-images of (C0)0 , (C1)0 , (C2)0 and (C3)0 form the first configuration of 4th

order RMCA , to gather with the generated three sub-keys using any cryptograph-
ically secure pseudorandom bit generator, and the evolution of cellular automata is
applied according to equation (3.19).

• The resulted 4 sub-images are denoted as (C0)1 , (C1)1 , (C2)1 and (C3)1, the last
three sub-images ( (C1)1 , (C2)1 and (C3)1) are directly saved to form the final
cipher image C.

• In the second level, the top left corner of (C0)1 is decomposed again to form (C0)10

, (C1)11 ,(C2)12 and (C3)13 as another configuration of 4th order RMCA , to gather
with the generated three sub-images, following any cryptographically secure pseu-
dorandom bit generator, and the evolution of cellular automata is applied according
to equation (3.19).

• The resulted 4 sub-images are denoted (C0)20 , (C1)21 , (C2)22 and (C3)23 , they
are combined to form the top left corner of (C0)1 which is saved directly to form the
complete final ciphered image.

Figure 3.4: Encryption procedure part of cryptosystem-B

3.2.2.2 Decryption procedure

The decryption procedure is the same as the one described above in section 3.2.2.2 (en-
cryption procedure), in which it must be carried out in the reverse order. It should be
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noticed that for the sake of decrypting the cipher image C, Wh value is needed otherwise
the decryption can’t be done successfully. For this reason, the value val2 is included on
the plain-image at a secret local before encryption. The encryption routine is applied to
all plain-image’s pixels except one pixel in where the val2 value is added, its location is
deduced based on the secret key using equations (3.24-3.25), and Wh value is recalculated
using equation (3.35), after all the used chaotic key-streams/sub-keys are regenerated us-
ing LTS chaotic map, and cryptographically secure pseudorandom bit generator jointly
with LTS chaotic map, respectively, with the correct secret key and Wh value. First of
all, the reverse diffusion module is performed to the cipher image, this latter is decom-
posed into two sub modules, as the first step, the second inverse diffusion sub module
must be handled, in which is governed by the quadtree decomposition strategy (QTD) in
incorporation with reversible memory cellular automata (RMCA),under only two level of
decompositions, to further improve both the security level and the diffusion effect of the
proposed cipher algorithm, and as a second step, the first inverse diffusion sub module is
adopted, where each pixel value is changed sequentially, and controlled by means of the
generated chaotic sequences of 1D LTS chaotic map, aiming to spread out the impact of a
single bit over the others and thus speeding up the diffusion process. As a latter part, the
reverse permutation at a bit level is performed, and ruled by the one times key-streams of
1D LTS chaotic map, suck kind of shuffling is adopted, for the sake of changing the value
of pixel as well as its position, aiming to introduce a certain diffusion within only this
module, to further retrieve the original image, which is the same as the plain image, ex-
cept the altered one pixel that handles the Wh value, such modification is really negligible
according to the size of the plain image. As the proposed cipher algorithm belongs to the
category of symmetric ciphers, the same sub keys (i.e., chaotic key-streams and transition
rules) of the encryption procedure must be employed in the reverse order.

Reverse diffusion module The reverse diffusion module is achieved by the iterative
application of its two sub modules in the inverse order as follows:

Second diffusion sub module The process is carried out in a deterministic way
to retrieve the output image (which will be used by the next sub module) from the cipher
image. The sub module is based on the application of reversible memory cellular automata
jointly with quadtree decomposition strategy, under just two decomposition levels, and
controlled by any cryptographically secure pseudorandom number generator, in the process
of generating the transition rules, in which the initial configuration is relies on LTS chaotic
system. First of all, the top left corner block (C0)20 of (M/4×N/4) is extracted from the
cipher image, jointly with the remained neighborhood blocks, namely, (C1)21, (C2)22 and
(C3)23, that are all match to the decomposition depth of 2nd order, the inverse 4th order
MCA is carried out, under the use of the three produced transition rules in reverse order,
to further recover (C0)1 first configuration of the 1st level, together with the remained
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neighborhood sub blocks, namely, (C1)1, (C2)1 and (C3)1, that are all match to the same
decomposition depth (i.e., 1st order), the inverse 4th order MCA is carried out, under the
use of three other produced transition rules in reverse order, to further reach the final
configurations, namely, (C0)0 , (C1)0 , (C2)0 and (C3)0, which are respectively combined
to form the final output image.

First diffusion sub module This process is governed by a sequential mode of pixel
enciphering, starting from the last pixel to the first, and controlled by the generated key-
stream of LTS chaotic map. The steps of such process are defined as follows:

• After transforming the resulted image of the previous sub module from its two di-
mensional to one dimensional vector format C={C1, C2, . . . , CMN}.

• Implement the reverse operations from the last pixel to the first as :

pi = Ci ⊕ (ki + Ci−1)mod256⊕ S (3.44)

S = S + pi (3.45)

Where S=0, pi is the ith recovered plain pixel, Ci is the ith cipher pixel, ki is a sequence
generated using the LTS chaotic map, and Ci−1 is the previously cipher pixel. The index
i is performed from the last pixel of M ×N − 1 to the first one of 0.

Reverse confusion module The output of the above explained module (diffusion mod-
ule), is adopted to the reverse confusion module, for recovering the original image. This
module is based on the permutation at a bit level, and controlled by means of the gener-
ated chaotic one time key-streams of LTS chaotic map. However, such process is handled
by performing the permutation loops at reverse order, this signifies that, we start the
procedure of bit shuffling from the last pixel (at the last row position and the last column
position), using the same produced chaotic key-streams of the encryption procedure but
in the inverse order.
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Figure 3.5: Decryption procedure part of cryptosystem-B

3.3 Security and performance analysis

In this section, we aim to evaluate the effectiveness of the realized cryptosystems, in term
of the level of security, in which the robustness of our proposals is examined against all
the considered types of cryptographic attacks, that are described in detail within chapter
1, besides to the execution time performance, on the other hand, the obtained results are
compared with whose of some recent/relevant proposed ciphers in the scientific literature.

3.3.1 Key space analysis

The key space of any cipher algorithm should be large enough, to possess the immunity
against exhaustive key search (i.e., brute force attacks). The key space analysis of the
proposed cryptosystem-A is relied on the bit length of the employed transition rules (i.e.,
produced sub keys), for evolving the 4th order MCA mechanism. On the other hand,
the key space analysis of the proposed cryptosystem-B is depended on both confusion and
diffusion modules, hence, The keys are built of: (1) the initial values of 1D LTS chaotic map
which are the initial condition x0 ∈ [0, 1] and the parameter r ∈ (0, 4] that are extracted
from val2 of one byte (i.e., 8 bits) and the external key, and (2) the external used secret
key k of 512 bits. So the total key space is calculated as: 28×2512=2520. Indeed, with such
key space, the proposals are really immune against those types of attacks, with respect to
the present computer’s computational power. Table 3.1 exhibits the results of key space
analysis, for some recent existing methods including ours.
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Table 3.1: Comparison of key-space analysis with existing methods

Encryption method Type Key space

Cryptosystem-A CA 2128

Cryptosystem-B CA combined Chaos 2520

Ref. [90] CA 2128

Ref. [50] CA 2128

Ref. [41] CA combined Chaos 2128

Ref. [42] CA combined Chaos 2128

Ref. [130] CA combined Chaos > 2280

Ref. [11] CA combined Chaos 1044 × 5
Ref. [131] CA combined Chaos > 10141

Ref. [148] Chaos 1084

Ref. [45] Chaos > 1060

3.3.2 Statistical analysis

3.3.2.1 Uniformity analysis

The histogram of a given image permits clearly to deduce information, about the statistical
distribution of its pixel values, according to which the histogram of the plain image can
possess an arbitrary form depending on the image content, whereas the histogram of the
corresponding cipher image should follow a uniform distribution, that reflects a random
behavior, to further avoid any possible information deduction. The histograms of the
plain images and their cipher ones are exhibited in Figure 3.6 using cryptosystem-A,
and in Figure 3.7 using cryptosystem-B. Indeed, identical results are attained with both
proposals, in which for each time the histogram of the cipher image is very close to the
uniform distribution, and hence significantly different from that of the matching plain
image. The visual analysis is an important tool to show the cipher image uniformity,
however it is not enough to confirm such uniformity. To this end, another statistical
metric, namely, Chi-square test is handled, see Equation (2.4). A comparison in term of
Chi-square test is given in Table 3.2, for some existing methods including ours. All the
obtained experimental values of the Chi-square test are less than the critical value (i.e.,
293), which reflects the uniformity of the cipher histograms using our proposals.
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Table 3.2: Comparison of Chi-square test with existing methods

Encryption method Image Image size Chi-square

Cryptosystem-A Lena 512 × 512 × 1 254.23
Cryptosystem-B Lena 512 × 512 × 1 249.12
Ref. [146] Lena 512 × 512 × 1 254.15
Cryptosystem-A Lena 256 × 256 × 1 242.56
Cryptosystem-B Lena 256 × 256 × 1 259.39
Ref. [98] Lena 256 × 256 × 1 184
Ref. [18] Lena 256 × 256 × 1 263
Cryptosystem-A Peppers 512 × 512 × 1 271.28
Cryptosystem-B Peppers 512 × 512 × 1 283.62
Ref. [146] Peppers 512 × 512 × 1 264.92
Cryptosystem-A Peppers 256 × 256 × 1 275.64
Cryptosystem-B Peppers 256 × 256 × 1 171.32
Ref. [98] Peppers 256 × 256 × 1 270
Ref. [18] Peppers 256 × 256 × 1 274
Cryptosystem-A House 256 × 256 × 1 255.64
Cryptosystem-B House 256 × 256 × 1 268.93
Ref. [18] House 256 × 256 × 1 260
Cryptosystem-A Baboon 512 × 512 × 1 287.64
Cryptosystem-B Baboon 512 × 512 × 1 266.75
Ref. [146] Baboon 512 × 512 × 1 278.88
Cryptosystem-A Baboon 256 × 256 × 1 289.53
Cryptosystem-B Baboon 256 × 256 × 1 280.25
Ref. [98] Baboon 256 × 256 × 1 259
Ref. [18] Baboon 256 × 256 × 1 266
Cryptosystem-A Airplane 512 × 512 × 1 264.82
Cryptosystem-B Airplane 512 × 512 × 1 261.82
Ref. [146] Airplane 512 × 512 × 1 238.50
Cryptosystem-A Airplane 256 × 256 × 1 285.54
Cryptosystem-B Airplane 256 × 256 × 1 253.79
Ref. [98] Airplane 256 × 256 × 1 246
Ref. [18] Airplane 256 × 256 × 1 265
Cryptosystem-A Cameraman 256 × 256 × 1 276.42
Cryptosystem-B Cameraman 256 × 256 × 1 279.04
Ref. [98] Cameraman 256 × 256 × 1 234
Ref. [18] Cameraman 256 × 256 × 1 257



CHAPTER 3.
DESIGN AND REALIZ. OF SECURE AND EFFIC. CA-
BASED CRYPTOSYSTEMS

62

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3.6: Histogram test of plain/cipher image: (a) Plain Airplane grayscale standard
test image 512× 512 pixels, (b) its corresponding histogram, (c) Cipher Airplane, (d) its
corresponding histogram; (e) Plain Boat grayscale standard test image 512 × 512 pixels,
(f) its corresponding histogram, (g) Cipher Boat, (h) and its corresponding histogram:
cryptosystem-A
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 3.7: Histogram test of plain/cipher image: (a) Plain Airplane grayscale standard
test image 512× 512 pixels, (b) its corresponding histogram, (c) Cipher Airplane, (d) its
corresponding histogram; (e) Plain Boat grayscale standard test image 512 × 512 pixels,
(f) its corresponding histogram, (g) Cipher Boat, (h) and its corresponding histogram:
cryptosystem-B
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3.3.2.2 Entropy analysis

Shannon’s entropy is one of the commonly employed metrics of randomness. It is cal-
culated by following the equation (2.5), of section 1.3.1.2 of chapter 1.Table 3.3 presents
the obtained results of the entropy test for different cipher images, attained by applying
some existing methods with respect to our proposals (i.e., cryptosystem-A, cryptosystem-
B). Clearly, the obtained results are very nearby to the theoretical value (i.e., the truly
random source entropy which is 8), and hence indicates the unpredictability and the ran-
domness of our cipher algorithms.
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Table 3.3: Comparison of Entropy test with existing methods

Encryption method Image Image size Entropy

Cryptosystem-A Lena 512 × 512 × 1 7.999303
Cryptosystem-B Lena 512 × 512 × 1 7.999287
Ref. [130] Lena 512 × 512 × 1 7.9992
Ref. [11] Lena 512 × 512 × 1 7.9696
Ref. [131] Lena 512 × 512 × 1 7.999317
Ref. [146] Lena 512 × 512 × 1 7.999301
Ref. [20] Lena 512 × 512 × 1 7.9993
Cryptosystem-A Peppers 512 × 512 × 1 7.999253
Cryptosystem-B Peppers 512 × 512 × 1 7.999221
Ref. [90] Peppers 512 × 512 × 1 7.9987
Ref. [130] Peppers 512 × 512 × 1 7.9993
Ref. [11] Peppers 512 × 512 × 1 7.9717
Ref. [131] Peppers 512 × 512 × 1 7.999297
Ref. [146] Peppers 512 × 512 × 1 7.999270
Cryptosystem-A Peppers 256 × 256 × 1 7.997128
Cryptosystem-B Peppers 256 × 256 × 1 7.997452
Ref. [98] Peppers 256 × 256 × 1 7.9970
Cryptosystem-A Baboon 512 × 512 × 1 7.999375
Cryptosystem-B Baboon 512 × 512 × 1 7.999346
Ref. [146] Baboon 512 × 512 × 1 7.999233
Ref. [20] Baboon 512 × 512 × 1 7.9993
Cryptosystem-A Baboon 256 × 256 × 1 7.997367
Cryptosystem-B Baboon 256 × 256 × 1 7.997603
Ref. [98] Baboon 256 × 256 × 1 7.9972
Cryptosystem-A Boat 512 × 512 × 1 7.997699
Cryptosystem-B Boat 512 × 512 × 1 7.999342
Ref. [11] Boat 512 × 512 × 1 7.9706
Ref. [131] Boat 512 × 512 × 1 7.999296
Cryptosystem-A Airplane 512 × 512 × 1 7.999273
Cryptosystem-B Airplane 512 × 512 × 1 7.999280
Ref. [146] Airplane 512 × 512 × 1 7.999343
Cryptosystem-A Cameraman 256 × 256 × 1 7.997675
Cryptosystem-B Cameraman 256 × 256 × 1 7.997391
Ref. [20] Cameraman 256 × 256 × 1 7.9974

3.3.2.3 Local entropy analysis

The global Shannon entropy is deemed to be inappropriate metric to measure the true
randomness of a given image. To this end, the newly proposed measurement by Wu
et al. more recently [138], namely, local Shannon entropy is adopted by following all the
aforesaid steps of the procedure described in detail in section 1.3.1.3 of chapter 1.Table 3.4
presents the obtained results of the local entropy test for different cipher images, attained
by applying some existing methods including our proposed approaches. According to the
obtained results, it is obvious that the local entropies fall with the acceptance interval at
5
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Table 3.4: Comparison of Local entropy test with existing methods

Encryption
method

Image 1 Local
entropy

Local entropy
critical value k=30, TL=256∗

B =1936

hl∗0.05
left =7.901901305 hl∗0.01

left =7.901722822 hl∗0.001
left =7.901515698

hl∗0.05
right =7.903037329 hl∗0.01

right =7.903215812 hl∗0.001
right =7.90342293

Results

0.05-level 0.01-level 0.001-level

Cryptosystem-A 1 7.902746984 Passed Passed Passed
Cryptosystem-B 1 7.902757747 Passed Passed Passed
Ref. [45] 1 7.902765431 Passed Passed Passed
Ref. [27] 1 7.903007790 Passed Passed Passed
Ref. [29] 1 7.902445506 Passed Passed Passed
Cryptosystem-A 2 7.902153049 Passed Passed Passed
Cryptosystem-B 2 7.902012483 Passed Passed Passed
Ref. [45] 2 7.998521546 Passed Passed Passed
Ref. [27] 2 7.902512701 Passed Passed Passed
Ref. [29] 2 7.903015681 Passed Passed Passed
Cryptosystem-A 3 7.902744142 Passed Passed Passed
Cryptosystem-B 3 7.902636628 Passed Passed Passed
Ref. [27] 3 7.903008003 Passed Passed Passed
Ref. [29] 3 7.902186958 Passed Passed Passed
Cryptosystem-A 4 7.902536407 Passed Passed Passed
Cryptosystem-B 4 7.902121141 Passed Passed Passed
Ref. [27] 4 7.902501967 Passed Passed Passed
Ref. [29] 4 7.902336465 Passed Passed Passed
Cryptosystem-A 5 7.902222999 Passed Passed Passed
Cryptosystem-B 5 7.902868651 Passed Passed Passed
Ref. [27] 5 7.902818511 Passed Passed Passed
Ref. [29] 5 7.902636426 Passed Passed Passed
Cryptosystem-A 6 7.902002122 Passed Passed Passed
Cryptosystem-B 6 7.902836371 Passed Passed Passed
Ref. [27] 6 7.901916948 Passed Passed Passed
Ref. [29] 6 7.902582864 Passed Passed Passed
Cryptosystem-A 7 7.902026437 Passed Passed Passed
Cryptosystem-B 7 7.902449366 Passed Passed Passed
Ref. [15] 7 7.903037315 Passed Passed Passed
Cryptosystem-A 8 7.902826553 Passed Passed Passed
Cryptosystem-B 8 7.902833973 Passed Passed Passed
Ref. [15] 8 7.902862586 Passed Passed Passed
Cryptosystem-A 9 7.902721743 Passed Passed Passed
Cryptosystem-B 9 7.902631970 Passed Passed Passed
Ref. [15] 9 7.902689100 Passed Passed Passed
Cryptosystem-A 10 7.902036530 Passed Passed Passed
Cryptosystem-B 10 7.902081069 Passed Passed Passed
Ref. [15] 10 7.902520202 Passed Passed Passed
Cryptosystem-A 11 7.902774504 Passed Passed Passed
Cryptosystem-B 11 7.902954076 Passed Passed Passed
Ref. [15] 11 7.902263797 Passed Passed Passed
Cryptosystem-A 12 7.902765303 Passed Passed Passed
Cryptosystem-B 12 7.902835265 Passed Passed Passed
Ref. [15] 12 7.902502812 Passed Passed Passed
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3.3.2.4 Correlation analysis

The intention of each secure cipher algorithm is to decrease the high redundancies between
adjacent pixels. For the sake of evaluating such desirable property, correlation of adjacent
pixels is handled, according to which 10000 pairs of neighboring pixels within the plain
image and its matching cipher image are arbitrarily chosen in horizontal, vertical and
diagonal directions. The correlation of each pair is computed by means of equations (2.6-
2.9), of section 1.3.1.4 of chapter 1. The correlation coefficients of neighboring pixels
in horizontal, vertical and diagonal directions for both the standard grayscale Airplane
image, and the standard grayscale Boat image are plotted in Figure 3.8 and Figure 3.9, by
using cryptosystem-A and cryptosystem-B, respectively. Moreover, the obtained results
of correlation coefficient values for different employed cipher images are given in Table
3.5, by applying some existing methods with respect to our proposals. Regarding the
obtained results, one can observe that the correlation coefficient, in each direction, of
the plain image is very nearby to one, whereas such value of the cipher version is very
nearby to the theoretical value of zero. Hence, the performance of the proposed cipher
algorithms in term of adjacent pixels analysis is deemed quite sufficient, to conceal the
special redundancy with the cipher image’s pixel values.

1

1=Lena (512 × 512 × 1)
2=Peppers (512 × 512 × 1)
3=Baboon (512 × 512 × 1)
4=Barbara (512 × 512 × 1)
5=Bridge (512 × 512 × 1)
6=Couple (512 × 512 × 1)
7=Lena (256 × 256 × 1)
8=Cameraman (256 × 256 × 1)
9=House (256 × 256 × 1)
10=Barbara (256 × 256 × 1)
11=Boat (256 × 256 × 1)
12=Trank (256 × 256 × 1)
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Table 3.5: Comparison of correlation test with existing methods

Encryption method Image 2 Plain image correlation results Cipher image correlation results

H V D H V D

Cryptosystem-A 1 0.98911 0.98479 0.98133 0.00473 0.01489 0.00487
Cryptosystem-B 1 0.98911 0.98479 0.98133 0.00140 0.00141 -0.00247
Ref. [90] 1 0.9832 0.9725 0.9620 0.0012 0.0031 0.0022
Ref. [131] 1 0.97392 0.98446 0.96065 0.00127 0.00169 -0.00154
Ref. [146] 1 0.98498 0.97187 0.96847 0.00032 -0.00274 -0.00147
Ref. [20] 1 0.9761 0.9626 0.9448 0.0285 0.0014 0.0013
Cryptosystem-A 6 0.97977 0.96402 0.94771 0.01254 0.01006 0.00585
Cryptosystem-B 6 0.97977 0.96402 0.94771 -0.01144 0.00306 -0.00153
Ref. [98] 6 0. 92683 0.96041 0.90680 0.00070 0.02045 -0.00025
Ref. [18] 6 0.8964 0.9549 0.8612 0.0041 0.0308 0.0053
Ref. [15] 6 0.9375 0.9710 0.9257 -0.0294 -0.0014 -0.0180
Cryptosystem-A 2 0.91748 0.97419 0.90470 0.01044 0.01345 0.00984
Cryptosystem-B 2 0.91748 0.97419 0.90470 0.01204 0.00699 0.00681
Ref. [146] 2 0.98263 0.97917 0.96987 0.00187 0.00139 0.00071
Ref. [20] 2 0.9783 0.9737 0.9498 -0.0282 0.0100 -0.0012
Cryptosystem-A 7 0.95520 0.94583 0.90690 0.00678 0.00267 0.00258
Cryptosystem-B 7 0.95520 0.94583 0.90690 0.00908 0.00589 0.01911
Ref. [98] 7 0.94555 0.94074 0.94074 0.00088 -0.01975 -0.00084
Ref. [45] 7 0.9202 0.9417 0.8678 0.0119 0.0064 0.0076
Cryptosystem-A 3 0.61057 0.65975 0.52038 0.01200 0.00453 -0.00222
Cryptosystem-B 3 0.61057 0.65975 0.52038 0.00524 0.00755 0.00827
Ref. [146] 3 0.75870 0.86649 0.71577 -0.00280 -0.00073 0.00119
Ref. [20] 3 0.7142 0.8280 0.6998 0.0013 -0.0281 0.0128
Cryptosystem-A 4 0.97093 0.93652 0.94031 -0.00674 0.00641 0.00495
Cryptosystem-B 4 0.97093 0.93652 0.94031 -0.00293 0.00259 0.01139
Ref. [11] 4 0.9189 0.9028 0.9266 -0.0063 0.0095 0.0089
Cryptosystem-A 5 0.96112 0.95843 0.94326 -0.00316 0.00285 0.01265
Cryptosystem-B 5 0.96112 0.95843 0.94326 0.014460 0.00833 0.01857
Ref. [146] 5 0.96408 0.96629 0.93492 0.00384 -0.00276 0.00051
Cryptosystem-A 8 0.95974 0.95823 0.95363 -0.00293 -0.01627 0.00895
Cryptosystem-B 8 0.95974 0.95823 0.95363 -0.01491 -0.01083 0.00528
Ref. [98] 8 0.90485 0.89408 0.83092 0.00092 0.00592 0.00022
Ref. [18] 8 0.8926 0.8738 0.7996 0.0191 0.0056 0.0055

2

H=Horizontal direction, V=Vertical direction and D=Diagonal direction
1=Lena (512 × 512 × 1)
2=Peppers (512 × 512 × 1)
3=Baboon (512 × 512 × 1)
4=Boat (512 × 512 × 1)
5=Airplane (512 × 512 × 1)
6=Lena (256 × 256 × 1)
7=Peppers (256 × 256 × 1)
8=Airplane (256 × 256 × 1)
9=Barbara (512 × 512 × 1)
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3.8: Correlation diagrams of plain/cipher image: (a) Airplane grayscale standard
test image 512 × 512 pixels, (b) horizontal correlation, (c) vertical correlation, (d) diag-
onal correlation; (e) Boat grayscale standard test image 512 × 512 pixels, (f) horizontal
correlation, (g) vertical correlation, (h) diagonal correlation: cryptosystem-A
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3.9: Correlation diagrams of plain/cipher image: (a) Airplane grayscale standard
test image 512 × 512 pixels, (b) horizontal correlation, (c) vertical correlation, (d) diag-
onal correlation; (e) Boat grayscale standard test image 512 × 512 pixels, (f) horizontal
correlation, (g) vertical correlation, (h) diagonal correlation: cryptosystem-B

3.3.2.5 Nist statistical test for cipher image analysis

In order to assess the randomness of the proposed cipher algorithms’ output, the NIST
statistical test suite [110] is carried out. In this experiment, the significant level α is set to
0.01, hence the p-value should be above 0.01 for every statistical test, in order to accept
the randomness of the bit sequences. The obtained results of NIST randomness test for
both Airplane and Boat standard test images of 512× 512 pixels each, are given in Table
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3.6 using cryptosystem-A, whereas the obtained results for the same test and the same
standard images using cryptosystem-B are reported in Table 3.7. Regarding the obtained
results, it is obvious that the proposed cryptosystems pass all the NIST randomness tests
successfully, so that, the produced cipher images are completely stochastic.

Table 3.6: NIST test results for cryptosystem-A

Test name p-value,(Airplane ) p-value,(Boat ) Results

Frequency 0.161393 0.445851 Success
BlockFrequency (m=128) 0.134707 0.582976 Success
CumulativeSums (Forward) 0.057699 0.445855 Success
CumulativeSums (Reverse) 0.297113 0.734927 Success
Runs 0.049707 0.472012 Success
LongestRun 0.540309 0.297128 Success
Rank 0.109939 0.605173 Success
FFT 0.795990 0.560758 Success
Non Overlapping Template (m=9B=000000001) 0.645987 0.531933 Success
Overlapping Template (m=9) 0.156278 0.312568 Success
Universal 0.930488 0.209220 Success
Approximate Entropy 0.500774 0.798411 Success
Random Excursions (x=+1) 0.528109 0.712863 Success
Random Excursions variant (x=-1) 0.579698 0.449104 Success
Serial (m=16) (1) 0.860210 0.542478 Success
Serial (m=16) (2) 0.827129 0.792958 Success
Linear Complexity 0.161252 0.443029 Success
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Table 3.7: NIST test results for cryptosystem-B

Test name p-value,(Airplane image) p-value,(Boat image) Results

Frequency 0.066236 0.375270 Success
BlockFrequency (m=128) 0.901953 0.833891 Success
CumulativeSums (Forward) 0.117149 0.692772 Success
CumulativeSums (Reverse) 0.058206 0.319033 Success
Runs 0.498855 0.403105 Success
LongestRun 0.676403 0.757990 Success
Rank 0.277597 0.421621 Success
FFT 0.940395 0.238037 Success
Non Overlapping Template (m=9B=000000001) 0.495445 0.920064 Success
Overlapping Template (m=9) 0.596649 0.201301 Success
Universal 0.327243 0.686422 Success
Approximate Entropy 0.864691 0.596094 Success
Random Excursions (x=+1) 0.140640 0.675714 Success
Random Excursions variant (x=-1) 0.622782 0.336761 Success
Serial (m=16) (1) 0.716997 0.404124 Success
Serial (m=16) (2) 0.701772 0.155259 Success
Linear Complexity 0.264092 0.149332 Success

3.3.3 Sensitivity test

3.3.3.1 Robustness against differential attacks

In order to withstand differential attacks, a cipher algorithm should be extremely sensitive
to a minor alteration at a bit unity, applied to its input herein the plain image, in which
such change should conduct to a major transformation on its output herein the cipher
version. This influence is commonly measured by means of two metrics, namely, NPCR
and UACI, by performing all the aforementioned steps of the procedure described in
detail within section 1.3.2.1 of chapter 1.Table 3.8 presents the obtained results of NPCR
and UACI values, for different cipher images, attained under the application of certain
existing methods including ours. Regarding the shown experimental results, our proposals
are highly sensitive to plain image bit alteration, and hence render such type of attacks
void.
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Table 3.8: Comparison of NPCR and UACI values with existing methods

Encryption method Image Image size NPCR UACI

Cryptosystem-A Lena 512 × 512 × 1 99.6089 33.4350
Cryptosystem-B Lena 512 × 512 × 1 99.6181 33.4386
Ref. [11] Lena 512 × 512 × 1 99.4602 33.2161
Ref. [131] Lena 512 × 512 × 1 99.6307 33.5663
Ref. [45] Lena 512 × 512 × 1 99.5705 33.4781
Ref. [146] Lena 512 × 512 × 1 99.6052 33.4111
Ref. [20] Lena 512 × 512 × 1 99.62 33.46
Ref. [27] Lena 512 × 512 × 1 99.6044 33.4841
Cryptosystem-A Lena 256 × 256 × 1 99.6078 33.4871
Cryptosystem-B Lena 256 × 256 × 1 99.6215 33.4091
Ref. [98] Lena 256 × 256 × 1 99.5894 33.4645
Ref. [15] Lena 256 × 256 × 1 99.6124 33.4734
Cryptosystem-A Peppers 512 × 512 × 1 99.6082 33.4722
Cryptosystem-B Peppers 512 × 512 × 1 99.6192 33.4236
Ref. [11] Peppers 512 × 512 × 1 99.5643 33.5724
Ref. [131] Peppers 512 × 512 × 1 99.6196 33.4530
Ref. [45] Peppers 512 × 512 × 1 99.5884 33.5134
Ref. [146] Peppers 512 × 512 × 1 99.6052 33.4372
Ref. [20] Peppers 512 × 512 × 1 99.62 33.44
Cryptosystem-A Boat 512 × 512 × 1 99.6204 33.5089
Cryptosystem-B Boat 512 × 512 × 1 99.5771 33.4919
Ref. [11] Boat 512 × 512 × 1 99.1025 33.1600
Ref. [131] Boat 512 × 512 × 1 99.6128 33.4661
Cryptosystem-A Boat 256 × 256 × 1 99.6307 33.5748
Cryptosystem-B Boat 256 × 256 × 1 99.6276 33.4330
Ref. [15] Boat 256 × 256 × 1 99.6215 33.3914
Cryptosystem-A Baboon 256 × 256 × 1 99.6292 33.5043
Cryptosystem-B Baboon 256 × 256 × 1 99.5956 33.4384
Ref. [98] Baboon 256 × 256 × 1 99.6124 33.4891
Cryptosystem-A Cameraman 256 × 256 × 1 99.6124 33.5051
Cryptosystem-B Cameraman 256 × 256 × 1 99.6246 33.3944
Ref. [98] Cameraman 256 × 256 × 1 99.6121 33.4734
Ref. [15] Cameraman 256 × 256 × 1 99.6032 33.3954
Cryptosystem-A Airplane 256 × 256 × 1 99.5971 33.5044
Cryptosystem-B Airplane 256 × 256 × 1 99.6047 33.4415
Ref. [98] Airplane 256 × 256 × 1 99.6116 33.4758

3.3.3.2 Plain image sensitivity

In order to confirm the degree of sensitivity of the proposed approaches against a minor
change at a bit unity (herein the Least Significant Bit (LSB)) on the plain image, the
scenario described in section 1.3.2.2 of chapter 1 is followed. The procedure is iterated
for a set of randomly selected standard test images of different sizes. Figure 3.10 exhibits
the obtained results, (a) using cryptosystem-A, and (b) using cryptosystem-B. Regarding
the obtained results, the mean value of the hamming distance test for each proposed
cipher is very nearby to 50% (equal to 50.0484% using cryptosystem-A, and 49.9487%
using cryptosystem-B), which indicates that with a small change in the plain image, more
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than 50% of transformation is appeared on the cipher version. Therefore, the proposed
approaches possess sufficient sensitivity against any alteration on the plain image.

(a) (b)

Figure 3.10: (a) plain image sensitivity test for a set of random test images using
cryptosystem-A; (b) plain image sensitivity test for a set of random test images using
cryptosystem-B

3.3.3.3 Key sensitivity

Another desirable property for any cipher algorithm is its sensitivity to a slight change
at a bit unity, applied to its input herein the secret key, in which such change should
lead to a major transformation on its output, herein the cipher version. The influence is
commonly computed by means of the percentage value of difference, by performing all the
aforementioned steps of the procedure described in detail within section 1.3.2.3 of chapter
1. In cryptosystem-B, the generated keys employed in both confusion and diffusion mod-
ules are relied on the initial values of 1D LTS chaotic system, namely, the initial condition
x0 ∈ [0, 1] , and the control parameter r0 ∈ (0, 4] , extracted and updated by means of
the external secret key of 512 bits, and the Wh value of 8 bits that handles the plain
images features. To this end, the experiment of key sensitivity is carried out as follows:
at first, the cipher image herein C1 is attained using the key K1 (x0 = 0.53, r0 = 3.999, k)
as shown in Figure (a) of Figures 3.12/ Figures 3.13, secondly, the cipher image C2 is
attained using the keyK2 (x0 = 0.53 + ∆δ, r0 = 3.999, k) like the one in (b) of Figures
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(a) (b)

Figure 3.11: (a) Key sensitivity test for a set of random test images using cryptosystem-A;
(b) plain image sensitivity test for a set of random test images using cryptosystem-B

3.12/ Figures 3.13, such test is extended to cover the decryption procedure, so that, Fig-
ure (c) of Figures 3.12/ Figures 3.13 represents the deciphered image using the correct
key i.e., K1 (x0 = 0.53, r0 = 3.999, k), whereas the one of (d) represents the deciphered
image using the perturbed key i.e.,K2 (x0 = 0.53 + ∆δ, r0 = 3.999, k), where ∆δ is a very
small value called the perturbing value [11], within our experiment, it is equal to 10−15

, we should notice that, it is the only perturbed value and the other parameter values of
the key are kept unmodified, at last the percentage value of dissimilarities is measured
using the equation (2.14), of section 1.3.2.3 of chapter 1. Table 3.9 presents the obtained
results under the employment of certain standard test images of different sizes, for both
encryption and decryption procedures.

Moreover, and for the sake of evaluating the degree of sensitivity of the proposed ap-
proaches against a little change at a bit unity (herein the Least Significant Bit (LSB)) on
the secret key, the scenario described in section 1.3.2.2 of chapter 1 is followed, exactly as
it was adapted in section 3.3.3.2. The procedure is iterated for 100 different keys. Figure
3.11 exhibits the obtained results, (a) using cryptosystem-A, and (b) using cryptosystem-
B. The obtained results are very nearby to the critical value of 50%, where the resultant
mean value is 49.9723% using cryptosystem-A, and 50.0031% using cryptosystem-B, ac-
cording to which the robustness of our proposals is validated against any minor change in
the secret key, and thus the avalanche effect is achieved.
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(a) Enciphered with K1 (x́0 = 0.53) (b) Enciphered with K2 (x́0 = x0 +∆δ)

(c) Deciphered with correct key (d) Deciphered with perturbed key)

Figure 3.12: Shows the key sensitivity experiment for Airplane standard test image:
cryptosystem-B
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(a) Enciphered with K1 (x́0 = 0.53) (b) Enciphered with K2 (x́0 = x0 +∆δ)

(c) Deciphered with correct key (d) Deciphered with perturbed key)

Figure 3.13: Shows the key sensitivity experiment for Boat standard test image:
cryptosystem-B
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Table 3.9: Key sensitivity test results for standard test images

Encryption method Secret key Image Image size Difference rates (%)

Encryption Decryption

ρ1 (x́0 = x0 + ∆δ)
Cryptosystem-B Lena 512 × 512 × 1 99.6383 99.6047

Lena 256 × 256 × 1 99.6261 99.5941
Peppers 512 × 512 × 1 99.5853 99.5880
Peppers 256 × 256 × 1 99.6627 99.6047
Boat 512 × 512 × 1 99.5944 99.6101
Boat 256 × 256 × 1 99.6322 99.5986
Airplane 512 × 512 × 1 99.6047 99.6128
Airplane 256 × 256 × 1 99.6307 99.6109

ρ2 (x́0 = x0 − ∆δ)
Lena 512 × 512 × 1 99.6177 99.6013
Lena 256 × 256 × 1 99.6261 99.5941
Peppers 512 × 512 × 1 99.6376 99.6128
Peppers 256 × 256 × 1 99.6627 99.6047
Boat 512 × 512 × 1 99.6234 99.6154
Boat 256 × 256 × 1 99.6322 99.5986
Airplane 512 × 512 × 1 99.6227 99.6034
Airplane 256 × 256 × 1 99.6307 99.5925

ρ3 (ŕ0 = r0 + ∆δ)
Lena 512 × 512 × 1 99.6185 99.6082
Lena 256 × 256 × 1 99.6139 99.6098
Peppers 512 × 512 × 1 99.6040 99.6135
Peppers 256 × 256 × 1 99.6185 99.6131
Boat 512 × 512 × 1 99.6223 99.6215
Boat 256 × 256 × 1 99.5891 99.6227
Airplane 512 × 512 × 1 99.6261 99.5964
Airplane 256 × 256 × 1 99.6040 99.5967

ρ4 (ŕ0 = r0 − ∆δ)
Lena 512 × 512 × 1 99.6166 99.6242
Lena 256 × 256 × 1 99.6144 99.6120
Peppers 512 × 512 × 1 99.6040 99.5990
Peppers 256 × 256 × 1 99.6002 99.5975
Boat 512 × 512 × 1 99.6196 99.6063
Boat 256 × 256 × 1 99.6200 99.5975
Airplane 512 × 512 × 1 99.6112 99.6208
Airplane 256 × 256 × 1 99.6192 99.6212

3.3.4 Performance analysis

3.3.4.1 Computational speed analysis

Besides to the security consideration, some other issues on image encryption methods are
also important, including time consuming. The performance in term of execution time
of our proposed cipher algorithms (herein cryptosystem-A, cryptosystem-B) is assessed
under different test images of different sizes, in which the mean value is reported for both
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encryption and decryption procedures. The experiment is handled using C compiler, on
PC with 3 GHz processor Intel Core i7-2600, with 8Gb, and windows 7, 64-Bit operating
system. The algorithms are executed under 100 times, and then the average encryp-
tion/decryption time is computed for every considered test image. The obtained results of
the average encryption/decryption times for different employed cipher images of different
sizes are presented in Table 3.10, by applying some existing methods with respect to our
proposals. Regarding the obtained results, it is obvious that our proposed methods point
to the achieved speed of calculations enhancements compared to certain existing methods.

Table 3.10: Comparison of the average encryption/decryption time with existing methods

Encryption method Image size Type Execution time (ms)

Encryption Decryption

Cryptosystem-A 256 × 256 × 1 CA 81 80
512 × 512 × 1 257 257
1024 × 1024 × 1 933 933

Cryptosystem-B 256 × 256 × 1 CA combined chaos 103 97
512 × 512 × 1 369 336
1024 × 1024 × 1 1303 1184

Ref. [90] 256 × 256 × 1 CA 189 Not reported
512 × 512 × 1 758 Not reported
1024 × 1024 × 1 3097 Not reported

Ref. [148] 256 × 256 × 1 Chaos 178 Not reported
512 × 512 × 1 663 Not reported
1024 × 1024 × 1 3141 Not reported

Ref. [71] 256 × 256 × 1 Chaos 120 Not reported
512 × 512 × 1 475 Not reported
1024 × 1024 × 1 1951 Not reported

Ref. [137] 256 × 256 × 1 Chaos 7641 Not reported
512 × 512 × 1 34463 Not reported
1024 × 1024 × 1 151709 Not reported

3.4 Conclusion

This chapter discusses the system design and realization of two cipher algorithms for image
content protection. The first proposal herein cryptosystem-A is a novel contribution in
the literature of cellular automata (CA) based ciphers, it is based on quadtree decompo-
sition mechanism (QTD) jointly a special class of cellular automata concept, namely, 4th

order reversible memory cellular automata. The proposed approach handles a randomized
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encryption property, and performed under the application of two iterative modules: mix-
ing module and diffusion module. The second proposal herein cryptosystem-B is relied
on the combination of two different dynamical systems means, namely, chaos in combi-
nation with cellular automata, aiming to investigate the strongpoint of each concept in
terms of security and time efficiency. The proposed approach introduces a new metric
to represent the characteristic of the plain image, this latter together with the external
secret key contribute in the mechanism of producing one time keys, that are employed
overall the cryptosystem, the proposal is based on two iterative modules: confusion mod-
ule and diffusion module. The robustness and effectiveness of the newly proposed cipher
algorithms are tested against all the commonly considered cryptographic attacks which
include: key space attacks, key sensitivity attacks, statistical attacks, differential attacks
besides to other security and time performance issues, and a comparison with respect to
related existing methods is given. Indeed, the obtained results of the proposed approaches
point to the achieved security improvements and calculation time reduction compared to
certain existing methods.



Chapter 4

Design and Realization of Secure
and Efficient Chaos -based
cryptosystems

It is required for a good cipher to accomplish some basic cryptographic significance,
namely, confusion, diffusion and randomness, these desirable properties can be reached
with the specific features of chaotic systems like ergodicity, sensitivity to initial condi-
tions/ system parameters and random behavior, so that, this class of dynamical systems,
which has grasped the attention of several researchers during the last two decades, seems
to be a good candidate to be investigated as a base to design new proposals, especially for
practical use, as regards to their reasonable computational time, high security level and
complexity [26,141].

In this chapter, a new chaotic cipher algorithm for efficient and secure image content
preservation is introduced, this method is considered faster than the previous proposed
cryptosystems with a higher security level, it is specialized for both standard and medical
images, and consists of two modules which are iteratively performed: chaotic confusion
and pixel diffusion. An improved 1D chaotic system (i.e., Logistic Tent System (LTS)) is
employed in both confusion and diffusion modules, where its initial conditions are dynam-
ically generated and controlled by the external secret key of 256-bit length and SHA-256
hash value of the plain image, conducted to random-like generating key-streams, elevated
the sensitivity to small changes on the plain image, and hence ensured the immunity of the
proposal against known/chosen plain image attacks. The confusion module is governed
by a novel nonlinear bit-shuffling and circular-shifting technique, aiming to achieve bit
balancing effect, mixing effect of the pixel value, and certain diffusion mechanism. The
diffusion module is ruled by means of an improved XOR operation (eXOR), to further pro-
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mote the sensitivity to plain image, and accelerate the diffusion mechanism of the overall
cipher algorithm. Given that the diffusion mechanism with respect to pixel value mixing
are contributed by the two modules, only one encryption round is needed to make a good
combination between computational performance, and sufficient security. The chapter is
structured as follows: section 4.1 presents the basic definitions concerning an improved 1D
chaotic system and expanded XOR operation. The detailed nonlinear bit-level shuffling
and circular shifting based confusion, and pixel diffusion modules are discussed in sec-
tion 4.2.Section 4.3 exhibits the effectiveness of the newly proposed confusion technique.
A comparative study of performance, in terms of security level and execution time, is
introduced in section 4.4. Finally, section 4.5 gives a conclusion to this chapter.

4.1 Mathematical background

4.1.1 Chaotic behavior of the improved 1D chaotic system

In [148], three improved 1D chaotic systems, namely, Logistic-Tent system (LTS), Logistic-
Sine system (LSS) and Tent-Sine system, were more recently suggested in the scientific
literature. Each chaotic system is a nonlinear mixture of two different and existing 1D
chaotic maps, i.e., Logistic map, Tent map and Sine map, which are considered as seed
maps. Logistic-Tent system (LTS) is arbitrary chosen to be employed in our chaos-based
proposals, it is relied on the nonlinear combination of both Logistic map and Tent map as
seed maps, and it is describes as follows:

xn+1 = ALT (r, xn) = L(r, xn) + T ((4, r), xn)mod1

=

{
mod(rxn(1− xn) + (r − 4)xn/2, 1), xn < 0.5

mod(rxn(1− xn) + (r − 4)(1− xn)/2, 1), xn ≥ 0.5

(4.1)

where r ∈ (0,4]

Simulations and numerical analysis were carried out by the authors of [148] to demon-
strate the excellent chaoticness that characterizes LTS, TSS and TSS. Moreover, these
improved 1D chaotic systems own at least three advantages in contrast with their cor-
responding seed maps: (i) the chaotic sequences of the suggested chaotic systems own a
uniform distribution within [0,1], in contrast with their corresponding seed maps with a
restricted data ranges within [0,1]; (ii) these 1D improved chaotic systems possess a larger
chaotic range; besides to their (iii) larger Lyapunov exponents in comparison with their
corresponding seed maps, revealing the better chaoticness behavior.
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4.1.2 The improved expanded XOR operation

The improved expanded XOR operation [23, 132] (eXOR, for short) is presented, for the
sake of increasing the plain image’s sensitivity, and enhancing the overall security level.
For two inputs x=

∑7
i=0 xi and r=

∑8
i=0 ri the eXOR operator is defined as follows:

eXOR =

7∑
i=0

not(xi ⊕ ri ⊕ ri+1)× 2i (4.2)

Where not (x) flips a single bit x. The operator is featured by the giving property: if
eXOR(x, r)=t, then eXOR(t, r)=x.Table 4.1 shows clearly the deduced property.

Table 4.1: he results of not (xi ⊕ ri ⊕ ri+1)

xi ri ri+1

00 01 10 11

0 1 0 0 1
1 0 1 1 0

4.2 New proposal

Within this section, a detailed discussion about the methodology of the proposed cipher
algorithm, herein cryptosystem-C is covered.

4.2.1 An efficient and secure chaotic cipher algorithm for image content
preservation (Cryptosystem-C)

The proposed cipher algorithm is comprised mainly of the iterative application of two
modules: chaotic confusion and pixel diffusion. The overall proposal is controlled by
means of 1D chaotic system herein Logistic Tent System (LTS). The structure of the
cryptosystem is pictorially shown in Figure 4.1 for the encryption procedure part, and
Figure 4.4 for the decryption procedure part.

4.2.1.1 Encryption procedure

A new encryption algorithm for efficient and secure image content preservation is pre-
sented in this chapter. This method is specialized for both standard and medical images,
and it consists of two iterative phases: chaotic confusion and pixel diffusion. An improved
1D chaotic system, namely, Logistic Tent System (LTS) is employed by both of these
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phases, where its dynamical initial value and system parameter are produced by means
of the external secret key, and 256 bit long hash value of the plain image, for the sake of
generating one-time chaotic sequences, increasing the sensitivity to small changes on the
plain image, and hence ensuring the immunity of the cryptosystem against known/chosen
plain image attacks. The confusion phase is governed by means of a novel nonlinear bit-
shuffling and circular shifting technique, in which it composes of two iterative sub phases:
in the first sub phase, every pixel’s bit is relocated based on the sum of its three composed
neighborhood (i.e., the bit considered to be relocated, its immediate left-bit and right-bit,
and hence 23 possible positions can be appeared), to further introduce the mixing effect
of the pixel value; in the later part sub phase, image’s rows and columns are rotated,
and controlled by the generated chaotic sequences, aiming to handle a certain diffusion
mechanism, and achieve the bit balancing effect. The diffusion phase is ruled by means of
an improved XOR operation (eXOR), aiming to elevate the sensitivity to plain image, and
accelerate the diffusion mechanism of the whole cipher algorithm. A good combination
between computational performance and sufficient security is achieved by our proposal
under just one encryption round. The detailed description of the proposal is given below.

Figure 4.1: Encryption procedure part of cryptosystem-C

Generation of the variable initial value and control parameter In cryptography,
SHA-256 is a commonly employed cryptographic hash function with 256-bit hash value
[84]. The proposed cryptosystem herein cryptosystem-C uses 256-bit as external secret
key, which can be generated by means of any cryptographic secure pseudorandom bit
generator, this latter together with the 256-bit hash value of the plain image are Xored to
obtain a dynamic secret key K. Hence, a cryptosystem with a total complexity of 2256, is
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enormous enough to withstand any kind of brute force Attacks.

• The 256-bit dynamic key is divided into 8-bit blocks (ki) such as:

K = k1, k2, . . . , k32 (4.3)

• The initial value and the control parameter can be extracted as follows:

x́0 = mod(x0 +
(k1 ⊕ k2, . . . , k16)

256
, 1) (4.4)

ŕ0 = mod(x0 +
(k17 ⊕ k18, . . . , k32)

256
, 4) (4.5)

Where x0 and r are the given initial values.

Obviously, the new initial values of LTS chaotic system, namely x́0 and ŕ0 are greatly
sensitive to a minor change at a bit-level applied to either the secret key or the plain
image, hence, they are both secret key/plain image related, leading to the production of
dissimilar chaotic sequences for different plain images even with identical set of keys.

Nonlinear bit-level shuffling and circular-shifting based confusion module In
[151], Zhu et al. pointed out their conclusion of that, different information content is car-
ried by bits at different positions in a pixel. As an example, a “1” at the 8th bit’s location
within a pixel represents 128 (27), however at the 1st bit’s location it only represents 1
(20). The percentage of information p(i) provided by the ith bit is computed using equa-
tion (4.7), and listed in Table 4.2.

Table 4.2: The percentage of information provided by each pixel’s bit

Bit location The percentage of information p(i) (%)

0 0.3922
1 0.7843
2 1.5685
3 3.137
4 6.275
5 12.55
6 25.10
7 50.20
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p(i) =
2i∑7
i=0

, i = {0, 1, . . . , 7} (4.6)

From Table 4.2, it is obvious that the higher 4 bits carry 94.125% of the total pixel’s
information, however with the lower 4 bits, this pixel’s information is less than 6%. Based
on this conclusion, a permutation method at a bit-level (BLP) is suggested [151], in which
the higher 4 bits are permuted individually, whereas the remaining 4 lower bits are con-
sidered as a whole and relocated, in order to reduce the computation cost.

On the other hand, the computed information percentage of different pixel’s bits using
Zhan’s equation, can’t reflect the real information distinguished by the human eyes, more
precisely in case of medical images, in which these later possess more than 70% of 0’s
bits, and by the way are quite different from the usual standard images [30]. Moreover,
the lower bit-planes of medical images should be treated similarly as higher bit-planes in
term of security level for the sake of sensitive information content preservation. In this
sense, image encryption proposals with elevated concentration to higher bit-planes, and
less attention to lower bit-planes [151] are not appropriated for this special kind of images.
To address the above-mentioned limitations, a new permutation method is proposed, in
which similar level of security is provided for each pixel’s bit constitution. Hence, the
suggested bit- permutation is well-matched for both standard images and medical images.
Figure 4.2 and Figure 4.3 display the set of the employed standard 256 grayscale images
of 512× 512 size, and medical 256 grayscale images of 512× 512 size, respectively.
The steps of the newly proposed confusion strategy are described as follows:

• Input: gray-scale image P of size M ×N , in which M is the number of rows, N is
the number of columns, the computed initial condition x́0 and control parameter ŕ0

, using equations (4.4) and (4.5), respectively.

• Ouput: the confused image
´́
P .

• Step1: Get the hash value of the gray-scale image P , together with the utilized
256-bit external secret key are Xored to obtain the dynamic key K, this latter is
used to calculate the initial values of equation (4.2) through equations (4.4) and
(4.5).

• Step2: Iterate equation (4.2) for l (l ≥ 500) times to avoid the transient effect,
using the updated initial condition x́0 and control parameter ŕ0. Continue to iterate
the LTS chaotic system for M times, 8×M times and 8×M times, to obtain three
chaotic sequences with length M , M × 8 and M × 8 respectively i.e., init− conf={
init − conf1, init − conf2, . . . ,init − confM }, , V 1= { V 1

1 , V 1
2 , . . . , V 1

M×8 } and
V 2= { V 2

1 , V 2
2 , . . . , V 2

M×8 }.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.2: The standard test images: (a) Lena; (b) Peppers; (c) Baboon; (d) Lake; (e)
Boats; (f) Bridge; (g) Goldhill; (h) Barbara

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.3: The medical test images: (a) CT-Abdomen; (b) CT-Hand; (c) CT-Head; (d)
CT-Paranasal-sinus; (e) MR-Brain; (f) MR-Cervital-vertibra; (g) MR-Knee; (h) X-Chest
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• Step3: In the bit-shuffling process, the plain image P and the shuffled image
´́
P with

size M × N are viewed as two-dimensional (2D) arrays, and the generated chaotic
sequence init− conf is employed to relocate the bits of each plain image’s pixel as
follows:

1. For i=1 : M

(a) For j=1 : N , read pixels for each plain image’s row,

Rowj = P (i, j) (4.7)

(b) Get the equivalent binary array of Rowj , denoted by Rowbin

(c) Each Rowbin’s bit is exchanged based on the neighborhood’s sum of the bit
considered to be relocated. The neighborhood is composed of three adjacent
bits extracted from init − conf , and it is consisted of: the bit located at the
same position of the bit considered to be relocated (c − bit), its immediate
left-bit (l − bit) and right-bit (r − bit), the new position (NB) is calculated as
follows:

NB = (l − bit× 22 + c− bit× 21 + r − bit× 20) (4.8)

To solve the problem of boundaries, the bits of the Rowbin array are concate-
nated together in a cyclic form to establish periodic boundary condition.

(d) Modular addition operation is performed to each P’s row as follows:

Rowj́ = (Rowj + init− conf)mod256 (4.9)

Where Rowj is the resulted row after applying Step 3.1.c, init − conf is the
generated chaotic sequence, mod is the module operation, and Rowj́ is the
resulted row after applying Step 3.1.d.

(e) And the init− conf is updated as follows:

init− conf = Rowj (4.10)

• Step4: In the circular-shifting process, the shuffled image Ṕ1 and the confused image
´́
P with size M×N are viewed as two-dimensional (2D) arrays. Each shuffled image’s
row and column are rotated based on the generated chaotic sequences V 1 and V 2

respectively, and it is described as follows:

1. For i=1 : M

(a) For j=1 : N , read pixels for each shuffled image’s row,

Rowj = Ṕ1(i, j) (4.11)
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(b) Get the equivalent binary array of Rowj , denoted by Rowbin

(c) Row’s circular shifts is performed as follows:

Row ´bin = CircularShift(Rowbin, V
1
k ) (4.12)

Where the value V 1
k determines the number in which circular shifts of Rowbin

should be rotated through itself, k is a loop variable ranging from 1 to 8×M ,
yielding Row ´bin

(d) The direction of row’s circular shifts is computed as follows:

DCS = mod(V 1
k , 2) (4.13)

2. For j=1 : N

(a) For j=1 : M , read each column’s pixels from the resulted image of step 4.1,
denoted by, Ṕ2

Coli = Ṕ2(i, j) (4.14)

(b) Get the equivalent binary array of Coli, denoted by Colbin

(c) Column’s circular shifts is performed as follows:

Col ´bin = CircularShift(Colbin, V
2
k ) (4.15)

Where the value V 2
k determines the number in which circular shifts of Colbin

should be rotated through itself, k is a loop variable ranging from 1 to 8×M ,
yielding Col ´bin

(d) The direction of col’s circular shifts is computed as follows:

DCS = mod(V 2
k , 2) (4.16)

If DCS=0 then right circular shifts is performed to image’s rows and columns, with V 1
k

and V 2
k times respectively, else left circular shifts is applied instead.

If the value within V 1
k /V 2

k is divisible by eight, then row/column rotating procedure is
viewed as pixel level permutation i.e., pixels are circularly rotated through the ith row
and jth column with V 1

k /8 and V 2
k /8 steps respectively.

If the value within V 1
k /V 2

k is not divisible by eight, then row/column rotating proce-
dure is viewed as bit level permutation i.e., bits are circularly rotated from one pixel to
another without any limitations.
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Diffusion module Every confused image’s pixel is subjected to be diffused by means
of expanded XOR operation. Aiming to, improve the overall security level, increase the
plain image sensitivity for amplifying the resistance to known/chosen plain image attacks
and accelerate the diffusion effect within only one encryption round.

The steps of the improved diffusion strategy are described as follows:

• Input: the confused image
´́
P .

• Ouput: the cioher image C

• Step1: the confused image with size M ×N is transformed to one dimensional (1D)

array,
´́
P=

´́
P1,

´́
P2, . . . ,

´́
PM×N .

• Step2: generating one chaotic sequenceX1 using LTS chaotic system, and extracting
the other one X2 based on X1.

Xi
1 = bXi

1 × 1015cmod29 (4.17)

Xi
2 = X̄i

1 ⊕RCS(X̄i
1, 1) (4.18)

Where i is a loop variable, ranging from 1 to M ×N , Xi
1 ∈ X1, Xi

2 ∈ X2, X̄i
1 refers

to the complement code of Xi
1, bxc refers to obtain the nearest integer less than

or equal x, ⊕ denotes the XOR operation and RCS (a,b) denotes the b-bit Right
Circular Shift operation applied on the number a.

• Step3: diffuse each confused image’s pixel, in which the first pixel should be com-
puted in a specific way as follows:

C1 = (eXOR(
´́
P1, X

M×N
1 ) + (

´́
P0, X

1
2 ))mod28 (4.19)

Ci = (eXOR(
´́
Pi, X

i
1) + (Ci−1, X

i
2))mod28 (4.20)

Where
´́
Pi ∈ ´́

P , Ci ∈ C, and
´́
P0 ∈ [0,255] in which it is served as a part of the secret

key.

4.2.1.2 Decryption procedure

The decryption procedure is the same as that of the encryption one described above, how-
ever it must be performed in the reverse order. First of all, the SHA-256 hash value of
the plain image should be transferred with the external secret key to the decryption part,
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in order to produce the initial conditions of 1D LTS chaotic system, and hence generate
the required chaotic sequences. The decryption starts by performing the diffusion phase
as the first step, and nonlinear bit-level shuffling and circular-shifting based confusion
phase as the later part step. As the confusion phase consists of two iterative sub phases,
they also must be applied reversibly, starting with circular-shifting sub phase as the first
step, image’s columns and rows are circularly shifted, where the circular shift directions
are switched (i.e., If DCS=0 then left circular shifts is performed to image’s columns and
rows, with V 2

k and V 1
k times respectively, else right circular shifts is applied instead); as

the later part bit-shuffling sub phase is carried out starting by the last images row to the
first image’s row. Due to the symmetric nature of encryption and decryption processes,
they are essentially similar in their complexity and execution-time.

Figure 4.4: Decryption procedure part of cryptosystem-C

Reverse diffusion module Every cipher image’s pixel is subjected to the reverse dif-
fusion mechanism, using expanded XOR operation, to further recover the confused image.
The steps of the reverse improved diffusion strategy are outlined as follows:

• Input: the cioher image C

• Ontput: the confused image
´́
P .

• Step1: the cipher image with size M ×N is transformed to one dimensional (1D)
array, C=C1, C2, . . . , CM×N .
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• Step2: Attain the SHA-256 hash value of the original gray-scale image P , together
with the utilized 256-bit external secret key are Xored to obtain the dynamic key K,
this latter is used to calculate the initial values of equation (4.2) through equations
(4.4) and (4.5). After that, all the employed chaotic sequences should be produced
and discretized, herein init− conf , V 1, V 2, X1 and X2.

• Step3: the reverse diffusion is carried out from the last cipher image’s pixel to the
first, in which the first pixel should be computed in a specific way as follows:

temp1 = (C1 − (
´́
P0 ⊕X1

2 ))mod28 (4.21)

tempi = (Ci − (Ci−1 ⊕Xi
2))mod28 (4.22)

´́
P1 = eXOR(temp1, X

M×N
1 ) (4.23)

´́
Pi = eXOR(temp2, X

i
1) (4.24)

Reverse nonlinear bit-level shuffling and circular-shifting based confusion mod-
ule The reverse confusion module is achieved by the iterative application of its two sub
modules in the reverse order as follows:

Circular-shifting sub module The process is governed by the circular rotation
operation, controlled by means of the produced chaotic sequences herein V 1 and V 2, and
it is essentially performed as the one described in detail within the encryption procedure,
except in two points, the former one is that the confused image’s columns are circularly
shifted first, and then the same operation is applied to the confused images rows as well,
the later part is that the direction of the circular rotation mechanism should be inverted
to attain the shuffled image Ṕ1.

Bit-shuffling sub module The process is ruled by bit-level permutation, modular
subtraction operation (i.e., the modular addition within the encryption procedure should
be replaced by a modular subtraction), controlled by means of the produced chaotic se-
quence herein init− conf , and it is essentially carried out as the one described in detail
within the encryption procedure, we have just to start from the last shuffled image’s row
to the first one, and perform the modular subtraction operation first, and then the bit
level permutation, which is exactly as the one handled in the encryption procedure, to
further recover the plain image.
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4.3 Effectiveness of the proposed confusion strategy

4.3.1 The uniformity of bit distribution within each pixel’s bit

The uniformity distribution of each bit-plane within a pixel is a needed property that
should be accomplished by the permutation technique [145]. To this end, the bit distribu-
tion of different bit-planes for both standard and medical images is experimented. Table
4.3 and Table 4.4 clarify the obtained results using the two testing images, namely, the
standard 256 grayscale Lena image 512× 512 under one permutation round, and the 256
grayscale medical CT image of Abdomen (i.e., CT-Abdomen) 512×512 under two permu-
tation rounds, respectively. One can conclude that the suggested permutation technique
is very effective, to balance the percentage of “0” for both kind of images.

Table 4.3: The percentage of “0” of Lena plain vs. permuted standard image

Lena 8th bit 7th bit 6th bit 5th bit 4th bit 3rd bit 2nd bit 1st bit

Plain (%) 48.8830 57.9910 49.3618 49.7234 50.1136 50.1579 49.9458 49.9114
Permuted (%) 49.9816 49.8458 49.9176 49.8592 49.9027 49.8847 49.8668 49.9191

Table 4.4: The percentage of “0” of CT-Abdomen plain vs. permuted medical image

CT-Abdomen 8th bit 7th bit 6th bit 5th bit 4th bit 3rd bit 2nd bit 1st bit

Plain (%) 80.3260 86.5848 86.8686 86.1663 82.7411 96.0250 72.9679 76.1497
Permuted (%) 50.0785 50.1136 50.1247 50.1434 50.1209 50.1022 50.1228 49.9729

4.3.2 Pixel correlation and diffusion effect performance

One of the major roles of the permutation technique is to reduce the high redundancies
between adjacent pixels. To evaluate such property, correlation of adjacent pixels is han-
dled, in which: 3000 pairs of neighboring pixels in the plain image and its corresponding
cipher image are randomly selected (in horizontal, vertical and diagonal directions). The
correlation coefficient for each pair is computed by means of equations (2.6-2.9) of section
1.3.1.4 of chapter 1.

Another desirable property that should be satisfied by the permutation technique is that,
not only the pixel’s position should be modified but also its value [145], to further accom-
plish both confusion and diffusion within just this step. To assess the diffusion effect of the
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proposed permutation strategy, two commonly metrics, namely, NPCR (number of pixels
change rate) and UACI (unified average changing intensity), are handled to examine the
influence of a minor change (i.e., at a bit-level) applied to the plain image on the whole
cipher image. The NPCR and UACI values are computed by means of equation (2.10)
and equation (2.12) of section 1.3.2.1 of chapter 1.

The two experiments have been conducted for a variety of standard and medical images
with different sizes using the suggested permutation technique.Table 4.5 and 4.6 illustrate
the simulation results for both the suggested permutation, and some other existing permu-
tation techniques in the scientific literature. For the sake of simplicity, two testing images
are selected: the standard 256 gray scale Lena image 512 × 512, and the medical image
256 gray scale CT-Abdomen 512× 512, respectively. Figure 4.5 and Figure 4.6 show the
obtained permuted images using one round (a), two rounds (b) and three rounds (c), for
both the standard Lena image and medical CT-Abdomen image, respectively.

Table 4.5: Simulations of the proposed permutation and other permutation techniques
using standard Lena image

Permutation technique Rounds
Pixel

correlation
NPCR (%) UACI (%)

Horizontal Vertical Diagonal

Plain image - 0.9891 0.9847 0.9813 - -
Proposed 1 0.0111 0.0076 -0.0097 41.13 10.40
Proposed 2 -0.0206 0.0100 0.0110 99.50 33.10
Proposed 3 -0.0219 0.0149 -0.0025 99.60 33.46
Ref. [30] 1 -0.0032 0.0029 -0.0019 73.38 15.87
Cat map 3 0.0276 0.0226 0.0199 3.8147e-006 1.4960e-008
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Table 4.6: Simulations of the proposed permutation and other permutation techniques
using medical CT-Abdomen image

Permutation technique Rounds
Pixel

correlation
NPCR (%) UACI (%)

Horizontal Vertical Diagonal

Plain image - 0.8615 0.6870 0.6512 - -
Proposed 1 0.1020 0.0192 -0.0049 6.22 1.45
Proposed 2 0.0098 0.0134 0.0048 98.63 32.64
Proposed 3 0.0169 0.0058 0.0180 99.61 33.50
BLP [151] 1 -0.0032 0.0029 -0.0019 3.8147e-006 1.4960e-008
Ref. [30] 1 -0.0134 0.0024 -0.0170 7.90 2.62
Ref. [30] 2 -0.0164 0.0083 0.0080 99.22 32.72
ES [145] 1 0.0551 0.1720 0.0538 3.8147e-006 1.4960e-008

(a) (b) (c) (d)

Figure 4.5: The application of the proposed permutation technique: (a) Lena grayscale
standard test image 512 × 512 pixels; (b) the permuted image after one round; (c) the
permuted image after two rounds; (d) the permuted image after three rounds

(a) (b) (c) (d)

Figure 4.6: The application of the proposed permutation technique: (a) CT-Abdomen
grayscale medical test image 512 × 512 pixels; (b) the permuted image after one round;
(c) the permuted image after two rounds; (d) the permuted image after three rounds

With regard to the obtained results, the effectiveness and security performance of the
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suggested permutation technique can be proved in three aspects: (1) not only the pixel’s
location is modified but also its value as well, as a consequent, the bit distribution of
the confused images exhibits a good performance of 0-1 ratio; (2) the confused images
are totally indistinguishable after only one permutation round, and the relations among
adjacent pixels are significantly de-correlated; (3) both confusion and diffusion are achieved
within just this phase, in which the influence of a minor change by unity of one bit flipping
applied to the plain image, can be extended to a larger scale on the corresponding cipher
image using the proposed permutation technique, this difference is expressed by means of
NPCR and UACI values. In case of standard images, these values are how about 41%
NPCR and 10% UACI, whereas they are how about 6% NPCR and 1% UACI in case
of medical images by using only one permutation round. These values can further be
improved by increasing the number of permutation rounds, where three rounds are quite
enough to satisfy the expected level of NPCR > 99.6% and UACI > 33.4% , for both
standard and medical test images.

4.4 Security and performance analysis of the proposed ci-
pher algorithm

This section aims to assess the performance of the proposed chaotic cipher algorithm, with
regard to the level of security, where the robustness of our proposal is tested against all the
considered types of cryptographic attacks, that are presented in detail within chapter 1,
besides to the speed of calculation performance, on the other hand, the obtained results are
compared with whose of some recent/relevant proposed ciphers in the scientific literature.

4.4.1 Key space analysis

A good cipher algorithm is one in which the best attack is an exhaustive search (i.e.,
brute force attacks) [74]. Owing to the remarkable growth in computational power, the
key space has to be no smaller than 2128 [51]. In the proposed cryptosystem, the keys are
built of:

1. The bit length of the external secret key of 256 bits.

2. The given initial values of x and r for LTS chaotic system.

3. The 256-bit long hash value

As for the initial values of x and r, 10−15 is considered as the used precision of floating
point numbers, to conform with IEEE floating point standard. Furthermore, the security
of SHA-256 with complexity of best attack is given as SHA − 256=2128 [84], besides to
the employed external secret key with total complexity of 2256. So, the overall key space
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can be computed by the multiplication of the aforementioned possibilities as: 1030 × 2128

× 2256=2384 × 1030, hence, with this sufficiently enormous key space, all types of attacks
are rendered difficult and infeasible in practical time. Moreover, Table 4.7 presents the
results of key-space analysis, for some recent methods including ours.

Table 4.7: Comparison of key-space analysis with existing methods

Encryption method Type Key space

Cryptosystem-C Chaos 2384 × 1030

Ref. [15] Chaos > 2208

Ref. [89] Chaos 2296

Ref. [117] Chaos > 2100

Ref. [10] Chaos 1084

Ref. [66] Chaos 2232

Ref. [81] Chaos ≈ 2273

Ref. [139] Chaos ≈ 2300

Ref. [30] Chaos ≈ 2197

Ref. [141] Chaos ≈ 2582

4.4.2 Statistical analysis

4.4.2.1 Uniformity analysis

Image histogram is one of the commonly used metrics for evaluating the robustness of
the cipher algorithm against statistical attacks. It shows the distribution of pixel values
within an image, by plotting the amount number of pixels within each gray level value.
To realize such experiment, several standards and medical images have been examined
with their corresponding cipher images under different secret keys. Each pair of them
reveals the same result, and for each time the histogram of the cipher image is very close
to the uniform distribution, and significantly different from that of the matching plain
image.Figure 4.7 shows the histograms of both the standard grayscale Lena image and the
medical grayscale CT-Abdomen image, using cryptosystem-C. Moreover, to demonstrate
such obtained uniformity, the Chi-square is carried out, and it is calculated by means of
equation (2.4), of section 1.3.1.1 of chapter 1.Table 4.8 gives the obtained results of Chi-
square test, performed to the histograms of a set of medical grayscale images (512×512×1),
whereas a comparison in terms of such test is performed to the cipher histograms of a set
of standard grayscale images, and introduced in Table 4.9, for some existing methods
including ours. All the obtained experimental values of Chi-square test are less than the
critical value (i.e., 293), reflecting the efficiency of the proposed cipher to conceal the
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spatial redundancy of the plain image, and hence, no detectable clue can be found to
apply statistical attacks.

Table 4.8: The Chi-square test results for medical images

Test image X2-TEST

Plain image Cipher image

CT Abdomen 31382757.26 263.11
CT Hand 15363981.14 235.37
CT Head 5852617.54 266.91
CT Paranasal sinus 25012277.10 286.68
MR Brain 5978910.51 253.70
MR Cervical Vertibra 7675854.60 209.25
MR Knee 7088705.81 257.56
X Chest 2439249.25 283.52

Table 4.9: Comparison of Chi-square test with existing methods

Encryption method Image Image size Chi-square

Cryptosystem-C Lena 512 × 512 × 1 240.91
Ref. [146] Lena 512 × 512 × 1 254.15
Cryptosystem-C Lena 256 × 256 × 1 277.53
Ref. [98] Lena 256 × 256 × 1 184
Ref. [18] Lena 256 × 256 × 1 263
Cryptosystem-C Peppers 512 × 512 × 1 276.79
Ref. [146] Peppers 512 × 512 × 1 264.92
Cryptosystem-C Peppers 256 × 256 × 1 277.41
Ref. [98] Peppers 256 × 256 × 1 270
Ref. [18] Peppers 256 × 256 × 1 274
Cryptosystem-C House 256 × 256 × 1 272.42
Ref. [18] House 256 × 256 × 1 260
Cryptosystem-C Baboon 512 × 512 × 1 235.93
Ref. [146] Baboon 512 × 512 × 1 278.88
Cryptosystem-C Baboon 256 × 256 × 1 261.60
Ref. [98] Baboon 256 × 256 × 1 259
Ref. [18] Baboon 256 × 256 × 1 266
Cryptosystem-C Airplane 512 × 512 × 1 242.28
Ref. [146] Airplane 512 × 512 × 1 238.50
Cryptosystem-C Airplane 256 × 256 × 1 240.26
Ref. [98] Airplane 256 × 256 × 1 246
[18] Airplane 256 × 256 × 1 265
Cryptosystem-C Cameraman 256 × 256 × 1 269.20
Ref. [98] Cameraman 256 × 256 × 1 234
Ref. [18] Cameraman 256 × 256 × 1 257



CHAPTER 4.
DESIGN AND REALIZ. OF SECURE AND EFFIC. CHAOS-
BASED CRYPTOSYSTEMS

99

4.4.2.2 Entropy analysis

Information entropy is the commonly employed metric to express the unpredictability
and randomness of information [113]. As for image information, the distribution of its
grayscale values is computed, so that, the closer entropy to its theoretical value, reflects
the more uniform the distribution of image grayscale values is. It is computed by follow-
ing the equation (2.5), of section 1.3.1.2 of chapter 1.Table 4.10 gives the obtained results
of entropy test, for medical grayscale images (512 × 512 × 1) attained by our proposal,
while Table 4.11 presents the obtained experimental values for different standard cipher
images, attained by applying some existing methods with respect to our proposal (i.e.,
cryptosystem-C). Thus, it is obvious that these values are extremely nearby to the max-
imum value of 8, rendering the information leakage from the proposed cipher algorithm
insignificant.

Table 4.10: Information entropy test results for medical images

Test image Plain images Cipher images

CT Abdomen 2.270036 7.999277
CT Hand 2.570225 7.999352
CT Head 5.478837 7.999263
CT Paranasal sinus 2.618263 7.999212
MR Brain 3.991414 7.999299
MR Cervical Vertibra 3.706131 7.999424
MR Knee 4.073966 7.999291
X Chest 4.778157 7.999219
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.7: Histogram test of plain/cipher image: (a) Plain Lena grayscale standard
test image 512 × 512 pixels, (b) its corresponding histogram, (c) Cipher Lena, (d) its
corresponding histogram; (e) Plain CT-Abdomen grayscale medical test image 512× 512
pixels, (f) its corresponding histogram, (g) Cipher CT-Abdomen, (h) and its corresponding
histogram
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Table 4.11: Comparison of Entropy test with existing methods

Encryption method Image Image size Entropy

Cryptosystem-C Lena 512 × 512 × 1 7.999338
Ref. [27] Lena 512 × 512 × 1 7.999275
Ref. [151] Lena 512 × 512 × 1 7.999309
Ref. [141] Lena 512 × 512 × 1 7.999324
Ref. [28] Lena 512 × 512 × 1 7.999319
Ref. [99] Lena 512 × 512 × 1 7.9952
Cryptosystem-C Lena 256 × 256 × 1 7.996951
Ref. [117] Lena 256 × 256 × 1 7.997
Ref. [81] Lena 256 × 256 × 1 7.9972
Ref. [139] Lena 256 × 256 × 1 7.9973
Cryptosystem-C Peppers 512 × 512 × 1 7.999240
Ref. [27] Peppers 512 × 512 × 1 7.999275
Cryptosystem-C Peppers 256 × 256 × 1 7.99694
Ref. [117] Peppers 256 × 256 × 1 7.9973
Ref. [139] Peppers 256 × 256 × 1 7.9975
Cryptosystem-C Barbara 512 × 512 × 1 7.999357
Ref. [27] Barbara 512 × 512 × 1 7.999211
Ref. [28] Barbara 512 × 512 × 1 7.999321
Cryptosystem-C Barbara 256 × 256 × 1 7.997047
Ref. [117] Barbara 256 × 256 × 1 7.9971
Cryptosystem-C Baboon 512 × 512 × 1 7.999350
Ref. [27] Baboon 512 × 512 × 1 7.999345
Ref. [151] Baboon 512 × 512 × 1 7.999265
Ref. [28] Baboon 512 × 512 × 1 7.999399
Cryptosystem-C Bridge 512 × 512 × 1 7.999424
Ref. [27] Bridge 512 × 512 × 1 7.999268
Ref. [141] Bridge 512 × 512 × 1 7.999380
Ref. [28] Bridge 512 × 512 × 1 7.999254
Cryptosystem-C Cameraman 256 × 256 × 1 7.997012
Ref. [117] Cameraman 256 × 256 × 1 7.997
Ref. [139] Cameraman 256 × 256 × 1 7.9973

4.4.2.3 Local entropy analysis

The global Shannon entropy is a quantitative measurement, which may fail to test the
true randomness of a given image [138]. To this end, the newly proposed qualitative
metric by the authors of [138], more recently, namely, local Shannon entropy is adopted
by following all the aforementioned steps of the procedure described in detail in section
1.3.1.3 of chapter 1. Table 4.12 gives the obtained results of local entropy test, for medical
grayscale images (512×512×1) attained by our proposal, whereas table 4.13 presents the
obtained experimental values for different standard cipher images, obtained by applying
some existing methods with respect to our proposed approach herein cryptosystem-C.
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Table 4.12: Local entropy test results for medical images

Encryption method Image Local entropy
Local entropy

critical value k=30, TL=256∗
B =1936

hl∗0.05
left =7.901901305 hl∗0.01

left =7.901722822 hl∗0.001
left =7.901515698

hl∗0.05
right =7.903037329 hl∗0.01

right =7.903215812 hl∗0.001
right =7.90342293

Results

0.05-level 0.01-level 0.001-level

Cryptosystem-C 1 7.902538389 Passed Passed Passed
Cryptosystem-C 2 7.902743781 Passed Passed Passed
Cryptosystem-C 3 7.902118621 Passed Passed Passed
Cryptosystem-C 4 7.901988273 Passed Passed Passed
Cryptosystem-C 5 7.902247648 Passed Passed Passed
Cryptosystem-C 6 7.902351692 Passed Passed Passed
Cryptosystem-C 7 7.902651685 Passed Passed Passed
Cryptosystem-C 8 7.902428283 Passed Passed Passed
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Table 4.13: Comparison of Local entropy test with existing methods

Encryption method Image 1 Local entropy
Local entropy

critical value k=30, TL=256∗
B =1936

hl∗0.05
left =7.901901305 hl∗0.01

left =7.901722822 hl∗0.001
left =7.901515698

hl∗0.05
right =7.903037329 hl∗0.01

right =7.903215812 hl∗0.001
right =7.90342293

Results

0.05-level 0.01-level 0.001-level

Cryptosystem-C 1 7.902256898 Passed Passed Passed
Ref. [45] 1 7.902765431 Passed Passed Passed
Ref. [27] 1 7.903007790 Passed Passed Passed
Ref. [29] 1 7.902445506 Passed Passed Passed
Cryptosystem-C 2 7.902450061 Passed Passed Passed
Ref. [45] 2 7.998521546 Passed Passed Passed
Ref. [27] 2 7.902512701 Passed Passed Passed
Ref. [29] 2 7.903015681 Passed Passed Passed
Cryptosystem-C 3 7.901988289 Passed Passed Passed
Ref. [45] 3 7.901877890 Passed Passed Passed
Ref. [27] 3 7.903008003 Passed Passed Passed
Ref. [29] 3 7.902186958 Passed Passed Passed
Cryptosystem-C 4 7.902177628 Passed Passed Passed
Ref. [27] 4 7.902501967 Passed Passed Passed
Ref. [29] 4 7.902336465 Passed Passed Passed
Cryptosystem-C 5 7.902995758 Passed Passed Passed
Ref. [27] 5 7.902818511 Passed Passed Passed
Ref. [29] 5 7.902636426 Passed Passed Passed
Cryptosystem-C 6 7.902066266 Passed Passed Passed
Ref. [27] 6 7.901916948 Passed Passed Passed
Ref. [29] 6 7.902582864 Passed Passed Passed
Cryptosystem-C 7 7.902793779 Passed Passed Passed
Ref. [15] 7 7.903037315 Passed Passed Passed
Cryptosystem-C 8 7.902740951 Passed Passed Passed
Ref. [15] 8 7.902862586 Passed Passed Passed
Cryptosystem-C 9 7.902995703 Passed Passed Passed
Ref. [15] 9 7.902689100 Passed Passed Passed
Cryptosystem-C 10 7.902409218 Passed Passed Passed
Ref. [15] 10 7.902520202 Passed Passed Passed
Cryptosystem-C 11 7.902098289 Passed Passed Passed
Ref. [15] 11 7.902263797 Passed Passed Passed
Cryptosystem-C 12 7.902036183 Passed Passed Passed
Ref. [15] 12 7.902502812 Passed Passed Passed

1

1=Lena (512 × 512 × 1)
2=Peppers (512 × 512 × 1)
3=Baboon (512 × 512 × 1)
4=Barbara (512 × 512 × 1)
5=Bridge (512 × 512 × 1)
6=Couple (512 × 512 × 1)
7=Lena (256 × 256 × 1)
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4.4.2.4 Correlation analysis

One of the main features of an image with its meaningful visual content, is the high correla-
tion and redundancy among its neighboring pixels, either in horizontal, vertical or diagonal
directions. An efficient cipher algorithm should conceal such relations between adjacent
pixels, and exhibit a good performance of balanced 0-1 ratio and zero correlation [43]. For
the sake of evaluating such desirable property, correlation of adjacent pixels is handled,
according to which 10000 pairs of neighboring pixels within the plain image and its match-
ing cipher image are arbitrarily chosen in horizontal, vertical and diagonal directions. The
correlation of each pair is computed by means of equations (2.6-2.9), of section 1.3.1.4 of
chapter 1. The correlation coefficients of neighboring pixels in every direction, for both the
standard grayscale Lena image and the medical grayscale CT-Abdomen image are plotted
in Figure 4.8, by using cryptosystem-C. Furthermore, Table 4.14 gives the obtained results
of correlation coefficient values, for medical grayscale images (512× 512× 1) attained by
our proposal, whereas Table 4.15 presents the obtained experimental values for different
standard cipher images, obtained by applying some existing methods including ours (i.e.,
cryptosystem-C).

Table 4.14: Correlation test results for medical images

Test image Plain Ciphered

Horizontal Vertical Diagonal Horizontal Vertical Diagonal

CT Abdomen 0.86153 0.68702 0.65124 0.01919 0.00636 0.00628
CT Hand 0.99677 0.97542 0.97226 0.01205 -0.00350 -0.00676
CT Head 0.96784 0.98902 0.95485 -0.00613 0.00970 0.01914
CT Paranasal sinus 0.47818 0.77222 0.33431 0.00848 -0.00321 -0.01085
MR Brain 0.90131 0.85195 0.82648 0.00235 0.01072 0.00286
MR Cervical Vertibra 0.96306 0.98312 0.95068 0.01457 -0.00453 0.00243
MR Knee 0.96260 0.95777 0.94135 0.00337 0.00921 -0.00826
X Chest 0.97266 0.98359 0.96500 -0.00291 0.00162 -0.00190

8=Cameraman (256 × 256 × 1)
9=House (256 × 256 × 1)
10=Barbara (256 × 256 × 1)
11=Boat (256 × 256 × 1)
12=Trank (256 × 256 × 1)
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Table 4.15: Comparison of correlation test with existing methods

Encryption method Image 2 Plain image
correlation results

Cipher image
correlation results

H V D H V D

Cryptosystem-C 1 0.98911 0.98479 0.98133 0.01191 0.00921 0.00132
Ref. [90] 1 0.9832 0.9725 0.9620 0.0012 0.0031 0.0022
Ref. [131] 1 0.97392 0.98446 0.96065 0.00127 0.00169 -0.00154
Ref. [146] 1 0.98498 0.97187 0.96847 0.00032 -0.00274 -0.00147
Ref. [20] 1 0.9761 0.9626 0.9448 0.0285 0.0014 0.0013
Cryptosystem-C 6 0.97977 0.96402 0.94771 0.00430 -0.00551 -0.00330
Ref. [98] 6 0. 92683 0.96041 0.90680 0.00070 0.02045 -0.00025
Ref. [18] 6 0.8964 0.9549 0.8612 0.0041 0.0308 0.0053
Ref. [15] 6 0.9375 0.9710 0.9257 -0.0294 -0.0014 -0.0180
Ref. [81] 6 0.9422 0.9682 0.9320 0.0015 0.0032 0.0008
Ref. [139] 6 0.9503 0.9755 0.9275 0.0226 0.0041 0.0368
Cryptosystem-C 2 0.91748 0.97419 0.90470 0.01155 0.01094 -0.01011
Ref. [146] 2 0.98263 0.97917 0.96987 0.00187 0.00139 0.00071
Ref. [20] 2 0.9783 0.9737 0.9498 -0.0282 0.0100 -0.0012
Ref. [117] 2 0.96682 0.93444 0.92067 0.01142 0.004505 0.00872
Cryptosystem-C 7 0.95520 0.94583 0.90690 -0.00704 0.00568 0.00257
Ref. [98] 7 0.94555 0.94074 0.94074 0.00088 -0.01975 -0.00084
Ref. [45] 7 0.9202 0.9417 0.8678 0.0119 0.0064 0.0076
Cryptosystem-C 3 0.61057 0.65975 0.52038 0.02011 -0.03262 0.00971
Ref. [146] 3 0.75870 0.86649 0.71577 -0.00280 -0.00073 0.00119
Ref. [20] 3 0.7142 0.8280 0.6998 0.0013 -0.0281 0.0128
Cryptosystem-C 4 0.97093 0.93652 0.94031 0.00233 0.01864 0.00998
Ref. [11] 4 0.9189 0.9028 0.9266 -0.0063 0.0095 0.0089
Ref. [117] 4 0.96241 0.94630 0.90249 0.00779 0.00860 0.01716
Cryptosystem-C 5 0.96112 0.95843 0.94326 0.00526 0.00754 0.00298
Ref. [146] 5 0.96408 0.96629 0.93492 0.00384 -0.00276 0.00051
Ref. [117] 5 0.96840 0.93377 0.92234 0.004492 0.00054 0.00322
Cryptosystem-C 8 0.95974 0.95823 0.95363 0.00686 0.01427 -0.01112
Ref. [98] 8 0.90485 0.89408 0.83092 0.00092 0.00592 0.00022
Ref. [18] 8 0.8926 0.8738 0.7996 0.0191 0.0056 0.0055
Cryptosystem-C 9 0.94978 0.90340 0.85259 0.01110 0.00322 0.00473
Ref. [117] 9 0.96840 0.93377 0.91247 0.01818 0.009108 0.007296

2

H=Horizontal direction, V=Vertical direction and D=Diagonal direction
1=Lena (512 × 512 × 1)
2=Peppers (512 × 512 × 1)
3=Baboon (512 × 512 × 1)
4=Boat (512 × 512 × 1)
5=Airplane (512 × 512 × 1)
6=Lena (256 × 256 × 1)
7=Peppers (256 × 256 × 1)
8=Airplane (256 × 256 × 1)
9=Barbara (512 × 512 × 1)
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.8: Correlation diagrams of plain/cipher image : (a) Lena grayscale standard test
image 512 × 512 pixels, (b) horizontal correlation, (c) vertical correlation, (d) diagonal
correlation ; (e) CT-Abdomen grayscale medical test image 512×512 pixels, (f) horizontal
correlation, (g) vertical correlation, (h) diagonal correlation.

4.4.2.5 Nist statistical test for cipher image analysis

A good cipher algorithm is one in which has the ability to map plain images into random
cipher ones [132]. To this end, the randomness of the output cipher images is evaluated
by means of the NIST statistical test suite [110]. In this experiment, the significant level
α is set to 0.01, hence the p-value should be above 0.01 for every statistical test, in order
to accept the randomness of the bit sequences. The obtained results of NIST randomness
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test for both the standard grayscale Lena image and the medical grayscale CT-Abdomen
image of 512×512 pixels each, are reported in Table 4.16 using cryptosystem-C. Regarding
the obtained results, it is obvious that the proposed cryptosystem pass all the NIST
randomness tests successfully, and hence verifies the hypothesis of randomness.

Table 4.16: NIST test results for cryptosystem-C

Test name p-value,(Lena) p-value,( CT-Abdomen) Results

Frequency 0.822965 0.801540 Success
BlockFrequency (m=128) 0.403435 0.545148 Success
CumulativeSums (Forward) 0.969410 0.470773 Success
CumulativeSums (Reverse) 0.937696 0.690182 Success
Runs 0.408853 0.507414 Success
LongestRun 0.413831 0.431330 Success
Rank 0.853334 0.734695 Success
FFT 0.522988 0.372276 Success
Non Overlapping Template (m=9B=000000001) 0.288661 0.880150 Success
Overlapping Template (m=9) 0.970970 0.114830 Success
Universal 0.201688 0.332507 Success
Approximate Entropy 0.910882 0.887096 Success
Random Excursions (x=+1) 0.752013 0.690385 Success
Random Excursions variant (x=-1) 0.110488 0.487416 Success
Serial (m=16) (1) 0.564450 0.962215 Success
Serial (m=16) (2) 0.408515 0.718528 Success
Linear Complexity 0.451255 0.377700 Success

4.4.3 Sensitivity test

4.4.3.1 Robustness against differential attacks

As stated in section 4.2, two metrics, namely, NPCR and UACI are handled to evaluate
the degree of the plain image’s sensitivity by means of the proposed cipher algorithm. For
the sake of ensuring the effectiveness and robustness against differential attacks, all the
aforementioned steps of the procedure described in detail within section 1.3.1.4 of chapter
1 should be performed. The obtained results of NPCR and UACI values, for medical
grayscale images (512×512×1) are presented in Table 4.17, using our proposal, while Table
4.18 introduces the obtained results of such experimental values, for different standard
cipher images, attained under the application of certain existing methods including ours.
As regards to the exhibited experimental results, our proposal is highly sensitive to plain
image bit modification, and hence render such type of attacks void.
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Table 4.17: NPCR and UACI tests results for cipher medical images

Test image NPCR(%) UACI(%)

CT Abdomen 99.7920 33.5661
CT Hand 99.5956 33.4046
CT Head 99.6086 33.4911
CT Paranasal sinus 99.5903 33.4944
MR Brain 99.6696 33.3811
MR Cervical Vertibra 99.6170 33.3992
MR Knee 99.6860 33.5320
X Chest 99.5986 33.4658

4.4.3.2 Plain image sensitivity

For the sake of revealing the degree of sensitivity of the proposed cipher’s input (i.e.,
plain image), and how much of dissimilarities can be achieved by its output, after a minor
change on its input, the scenario described in section 1.3.2.2 of chapter 1 is handled. The
experiment is carried out for a set of random standard and medical images as shown
in Figure 4.11(a). All of them exhibit identical results, in which the hamming distance
between two cipher images C1 and C2 , is very close to 50%, and the resultant mean
value is 50.0211%, which signifies that with a minor change by unity of one bit flipping,
more than 50% of the corresponding cipher image is changed. Hence, the proposed cipher
overcomes the plain image sensitivity attacks.

4.4.3.3 Key sensitivity

Another searched property for any proposed cipher algorithm is its sensitivity to secret
key, and in order to evaluate the degree of such sensitivity, all the aforementioned steps
of the procedure described in detail within section 1.3.2.3 of chapter 1 should be carried
out. In cryptosystem-C, the produced chaotic sequences employed in both confusion and
diffusion modules are relied on the initial values of 1D LTS chaotic system, namely, the
initial condition x0 ∈ [0,1] , and the control parameter r0 ∈ (0,4], and updated using the
dynamic secret key K, which handles both the features of the external secret key of 256
bits, and the plain image by means of its 256-bit hash value. The sensitivity to the secret
key for Lena standard image and CT-Abdomen medical image are exhibited in Figure 4.9
and Figure 4.10, respectively, in which Figure 4.9 (a) / Figure 4.10 (a) are the attained
cipher images using the key K1 (x0 = 0.53, r0 = 3.999, k), whereas Figure 4.9(b)/Figure
4.10 (b) are the attained cipher images using the key K2 (x0 = 0.53+, r0 = 3.999, k), where
is a very small value called the perturbing value [11], within our experiment, it is equal
to 10−15 , we should notice that, it is the only perturbed value and the other parameter
values of the key are kept unmodified. In the same sense, the experiment is extended to be
performed for the decryption process. Figure 4.9 (c)/ Figure 4.10 (c) give the decipher im-
ages using the correct key, whereas Figure 4.9(d)/Figure 4.10(d) give the decipher images
using the perturbing key. Table 4.19 gives the obtained results of secret key sensitivity
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Table 4.18: Comparison of NPCR and UACI values with existing methods

Encryption method Image Image size NPCR UACI

Cryptosystem-C Lena 512 × 512 × 1 99.6452 33.6152
Ref. [11] Lena 512 × 512 × 1 99.4602 33.2161
Ref. [131] Lena 512 × 512 × 1 99.6307 33.5663
Ref. [45] Lena 512 × 512 × 1 99.5705 33.4781
Ref. [146] Lena 512 × 512 × 1 99.6052 33.4111
Ref. [20] Lena 512 × 512 × 1 99.62 33.46
Ref. [27] Lena 512 × 512 × 1 99.6044 33.4841
Ref. [47] Lena 512 × 512 × 1 99.607 33.463
Ref. [141] Lena 512 × 512 × 1 99.62 33.41
Cryptosystem-C Lena 256 × 256 × 1 99.5941 33.5052
Ref. [98] Lena 256 × 256 × 1 99.5894 33.4645
Ref. [15] Lena 256 × 256 × 1 99.6124 33.4734
Ref. [117] Lena 256 × 256 × 1 99.655 33.516
Ref. [81] Lena 256 × 256 × 1 99.61 33.46
Ref. [139] Lena 256 × 256 × 1 99.61 33.53
Cryptosystem-C Peppers 512 × 512 × 1 99.6315 33.5073
Ref. [11] Peppers 512 × 512 × 1 99.5643 33.5724
Ref. [131] Peppers 512 × 512 × 1 99.6196 33.4530
Ref. [45] Peppers 512 × 512 × 1 99.5884 33.5134
Ref. [146] Peppers 512 × 512 × 1 99.6052 33.4372
Ref. [20] Peppers 512 × 512 × 1 99.62 33.44
Ref. [27] Peppers 512 × 512 × 1 99.6391 33.5128
Cryptosystem-C Peppers 256 × 256 × 1 99.5849 33.4641
Ref. [10] Peppers 256 × 256 × 1 99.593 33.635
Ref. [139] Peppers 256 × 256 × 1 99.63 33.58
Cryptosystem-C Barbara 256 × 256 × 1 99.6368 33.5152
Ref. [47] Barbara 512 × 512 × 1 99.607 33.463
Cryptosystem-C Baboon 512 × 512 × 1 99.6154 33.4354
Ref. [27] Baboon 512 × 512 × 1 99.6101 33.4354
Cryptosystem-C Boat 512 × 512 × 1 99.6284 33.5407
Ref. [11] Boat 512 × 512 × 1 99.1025 33.1600
Ref. [131] Boat 512 × 512 × 1 99.6128 33.4661
Ref. [66] Boat 512 × 512 × 1 99.6154 33.4654
Cryptosystem-C Boat 256 × 256 × 1 99.6139 33.4751
Ref. [15] Boat 256 × 256 × 1 99.6215 33.3914
Ref. [117] Boat 256 × 256 × 1 99.625 33.453
Ref. [47] Boat 256 × 256 × 1 99.596 33.448
Cryptosystem-C Baboon 256 × 256 × 1 99.6017 33.6287
Ref. [98] Baboon 256 × 256 × 1 99.6124 33.4891
Cryptosystem-C Cameraman 256 × 256 × 1 99.6215 33.3489
Ref. [98] Cameraman 256 × 256 × 1 99.6121 33.4734
Ref. [15] Cameraman 256 × 256 × 1 99.6032 33.3954
Ref. [139] Cameraman 256 × 256 × 1 99.60 33.53
Cryptosystem-C Airplane 256 × 256 × 1 99.6093 33.5133
Ref. [98] Airplane 256 × 256 × 1 99.6116 33.4758
Ref. [117] Airplane 256 × 256 × 1 99.608 33.574

test, for medical grayscale images (512×512×1), whereas table 4.20 presents the obtained



CHAPTER 4.
DESIGN AND REALIZ. OF SECURE AND EFFIC. CHAOS-
BASED CRYPTOSYSTEMS

110

experimental values for different standard cipher images, both obtained by applying our
proposal (i.e., cryptosystem-C). It should be noticed that a small change is handled for
just one key at a time, in the original key set ρi, hence, it is obvious that our proposal has
enough sensitivity against any change on the secret key.

On the other side, and for demonstrating the degree of sensitivity of the proposed cipher’s
input (i.e., the used external secret key), and how much of difference can be achieved by
its output, after a minor change by unity of one bit flipping (at a Least Significant Bit
(LSB)) on its input, the same experiment described in section 4.4.3.2 is carried out for 100
different keys, and the hamming distance for each pair of corresponding cipher images is
computed and shown in Figure 4.11 (b). The obtained values are very close to the optimal
value of 50%, in which the resultant mean value is 50.0097%, reflecting the robustness of
our proposal against any minor change in its secret external key, and thus the avalanche
effect is achieved.
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(a) Enciphered with K1 (x0 = 0.53) (b) Enciphered with K2 (x0 = x0 +∆δ)

(c) Deciphered with correct key (d) Deciphered with perturbed key)

Figure 4.9: Shows the key sensitivity experiment for Lena standard image
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(a) Enciphered with K1 (x0 = 0.53) (b) Enciphered with K2 (x0 = x0 +∆δ)

(c) Deciphered with correct key (d) Deciphered with perturbed key)

Figure 4.10: Shows the key sensitivity experiment for CT-Abdomen medical image
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Table 4.19: Key sensitivity test results for medical images

Test image Secret keys Difference rates (%)

ρ1 (x́0 = x0 + ∆δ)

Encryption Decryption

CT Abdomen 99.6128 99.6059
CT Hand 99.6189 99.6185
CT Head 99.5956 99.6223
CT Paranasal sinus 99.6047 99.6192
MR Brain 99.6231 99.5941
MR Cervical Vertibra 99.6055 99.6044
MR Knee 99.5971 99.6089
X Chest 99.6372 99.6204

CT Abdomen

ρ2 (x́0 = x0 − ∆δ)

99.6009 99.5834
CT Hand 99.5975 99.5990
CT Head 99.6170 99.5941
CT Paranasal sinus 99.6059 99.6334
MR Brain 99.6055 99.6318
MR Cervical Vertibra 99.6021 99.6204
MR Knee 99.6173 99.6032
X Chest 99.6322 99.6170

CT Abdomen

ρ3 (ŕ0 = r0 + ∆δ)

99.6196 99.5910
CT Hand 99.6238 99.6009
CT Head 99.6139 99.6109
CT Paranasal sinus 99.5971 99.6131
MR Brain 99.5994 99.6002
MR Cervical Vertibra 99.6105 99.6250
MR Knee 99.5960 99.6074
X Chest 99.6223 99.6047

CT Abdomen

ρ4 (ŕ0 = r0 − ∆δ)

99.6196 99.6067
CT Hand 99.6238 99.6131
CT Head 99.5826 99.6166
CT Paranasal sinus 99.6162 99.6246
MR Brain 99.6044 99.5952
MR Cervical Vertibra 99.6093 99.5887
MR Knee 99.5944 99.6074
X Chest 99.5948 99.6074
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Table 4.20: Key sensitivity test results for standard images

Test image Secret keys Difference rates (%)

ρ1 (x́0 = x0 + ∆δ)

Encryption Decryption

Lena 99.5937 99.5964
Pepper 99.6086 99.5994
Baboon 99.6006 99.6208
Lake 99.6013 99.6196
Boats 99.6131 99.6032
Bridge 99.5899 99.6086
Goldhill 99.6322 99.5937
Barbara 99.6128 99.6040

Lena

ρ2 (x́0 = x0 − ∆δ)

99.5967 99.6212
Pepper 99.6276 99.5903
Baboon 99.6036 99.5903
Lake 99.5800 99.6025
Boats 99.6170 99.6089
Bridge 99.6006 99.6322
Goldhill 99.6112 99.5922
Barbara 99.6177 99.6025

Lena

ρ3 (ŕ0 = r0 + ∆δ)

99.5944 99.6154
Pepper 99.6078 99.6395
Baboon 99.6253 99.6124
Lake 99.6139 99.6185
Boats 99.6070 99.5975
Bridge 99.6166 99.6021
Goldhill 99.6158 99.6109
Barbara 99.6097 99.6112

Lena

ρ4 (ŕ0 = r0 − ∆δ)

99.6082 99.6036
Pepper 99.6101 99.5998
Baboon 99.5906 99.6131
Lake 99.6212 99.5807
Boats 99.6192 99.6150
Bridge 99.6128 99.6002
Goldhill 99.5990 99.5971
Barbara 99.6009 99.6181
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(a) (b)

Figure 4.11: (a) plain image sensitivity test for a set of random standard and medical
images; (b) key sensitivity test for 100 different dynamic key

4.4.4 Performance analysis

4.4.4.1 Computational speed analysis

Time-consuming is also an important factor, with respect to security level. The perfor-
mance in term of execution time of our proposed cipher algorithm herein cryptosystem-C
is tested by means of different test images of different sizes, where the mean value is
reported for both encryption and decryption procedures. The experiment is conducted
using C compiler, on PC with 3 GHz processor Intel Core i7-2600, with 8Gb, and windows
7, 64-Bit operating system. The algorithm is run under 100 times, and then the average
encryption/decryption time is computed for every considered test image. The obtained
results of the average encryption/decryption times for different employed cipher images of
different sizes are introduced in table 4.21, by applying some existing methods including
ours. Regarding the obtained results, it is obvious that our proposed method point to the
achieved speed of calculations improvements compared to certain existing methods.

4.4.4.2 Computational complexity analysis

The whole computational complexity of the cipher algorithm herein cryptosystem-C is
mainly depended on the permutation module i.e., nonlinear bit-level shuffling and circular-
shifting, this latter consumes as a time complexity Θ (5 × M × N), whereas only Θ
(M × N) is done by the diffusion module. Moreover, the time-consuming part in the
number of floating point operations for the production of chaotic sequences is Θ(8×M) and
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Table 4.21: Comparison of the average encryption/decryption time with existing methods

Encryption method Image size Type Execution time (ms)

Encryption Decryption

Cryptosystem-C 256 × 256 × 1 Chaos 43 46
512 × 512 × 1 108 121
1024 × 1024 × 1 250 268

Ref. [90] 256 × 256 × 1 CA 189 Not reported
512 × 512 × 1 758 Not reported
1024 × 1024 × 1 3097 Not reported

Ref. [148] 256 × 256 × 1 Chaos 178 Not reported
512 × 512 × 1 663 Not reported
1024 × 1024 × 1 3141 Not reported

Ref. [71] 256 × 256 × 1 Chaos 120 Not reported
512 × 512 × 1 475 Not reported
1024 × 1024 × 1 1951 Not reported

Ref. [137] 256 × 256 × 1 Chaos 7641 Not reported
512 × 512 × 1 34463 Not reported
1024 × 1024 × 1 151709 Not reported

Θ(3×M ×N). Hence, the total O-complexity of the proposal can be easily approximated
to Θ(M ×N) .

4.5 Conclusion

This chapter discusses the system design and realization of the newly proposed chaotic
cipher algorithm for image content preservation, well-suited for both standard and med-
ical images. The proposal herein cryptosystem-C aims to address both the unsuitability
problem of existing bit-level proposals for image encryption, where the specific features
of medical images in not considered, and the efficiency problem encountered by several
image ciphers that have been suggested in the scientific literature. So, a new approach is
based on the iterative application of two modules: chaotic confusion and pixel diffusion,
and controlled by means of an improved 1D chaotic system (i.e., Logistic Tent System
(LTS)), in which its initial conditions are dynamically produced and relied on both the
external secret key of 256-bit length and the SHA-256 hash value of the plain image,
that lead to generate one-time key-streams, promote the sensitivity to minor alterations
applied to plain image, and hence withstand to known/chosen plain image attacks. In
the confusion module, a novel nonlinear bit-shuffling and circular shifting technique is
handled, to further meet the bit balancing effect, pixel value mixing effect, and certain
diffusion mechanism. In the diffusion phase, every confused pixel is diffused by means of
an improved XOR operation (eXOR), aiming to elevate the sensitivity to plain image, and
accelerate the diffusion mechanism of the whole cipher algorithm. As the diffusion mecha-
nism with respect to pixel level mixing are introduced by the two modules, a good trade-off
between computational performance and sufficient security, can be achieved with just one
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encryption round. The robustness and effectiveness of the newly proposed chaotic cipher
algorithm is assessed against all the commonly considered cryptographic attacks which
include: key space attacks, key sensitivity attacks, statistical attacks, differential attacks
besides to other security and time performance issues, and a comparison with respect to
related existing methods is introduced. Indeed, the extensive analysis and tests have val-
idated the robustness of our method against the commonly known cryptographic attacks,
and pointed to the achieved security enhancements and speed of calculation reduction
compared to certain existing methods.



Chapter 5

Conclusions and future directions

5.1 Conclusions of this Thesis

The ever-growing demand of secure image storage and transmissions has become more
prevalent under the rapid enlargement and development of public networks. Moreover,
real-time multimedia applications are also made possible with the advanced progress in
communication technologies. This scenario opens challenging problems of how to preserve
sensitive information from unauthorized interceptions from a part, and then investigate a
secure and efficient cryptographic mean that made a good tradeoff between sufficient level
of security and time-consuming, especially in online-communications. So that, whenever a
digital image is needed to be used within any communication tools, its content protection
turns to be a critical issue.

Along with this thesis the objective has been to advocate the possibility of achieving
the needs of a well-designed cryptographic mean through the virtues of dynamical sys-
tems (herein cellular automata and chaos).

An overview of this thesis was provided. In this latter, the context of the study was
introduced, the bridge between cryptography and the theory of dynamical systems was
pointed out, a brief discussion about the theory of CA-based dynamical systems with re-
spect to chaos-based dynamical systems were covered. Then, the motivations of this thesis
were introduced, and the main contributions on the navigation issue were reported.

Chapter 1 aimed to give a preliminary knowledge concerning the context of study herein
cryptography, and the investigated techniques on which the contributions of this thesis are
based, these contributions are supported as possible solutions to the navigation concern.
As a latter part, the common and typical security assessment tools that are employed
to evaluate the performance of the designed cryptosystems in terms of security level and
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time-consuming were covered.

Chapter 2 presented a comprehensive and up-to-date review on image encryption methods
based on cellular automata, cellular automata jointly chaos, and chaos dynamical systems.
The review also provided a comparative study in terms of the commonly employed cryp-
tographic attacks to break the security of cryptosystems.

It was observed that various existing image encryption methods for image confidentiality
preservation, especially based on either chaos or chaos jointly CA, have been broken under
known/chosen plaintext attacks [62], by exploiting the low NPCR and UACI values, and
mainly the only key-related in the mechanism of key-stream/sub keys production (i.e.,
there is no incorporation of the plain image features) [13, 67, 69, 107, 147, 149]. Another
observed fact is that most of existing proposals are less efficient in term of time-consuming.
These security failings were the leading factors behind our contributions within this thesis.

In chapter 3, we designed, implemented and evaluated two proposed contributions in
the field of digital image cryptography. The proposals are sufficiently efficient in terms of
security degrees and time consuming, under just one encryption round, and hence are best
suited for real time applications. The first contribution herein cryptosystem-A proposes
for the first time in the literature of CA based cipher design, the application of quadtree
decomposition mechanism (QTD) in incorporation with a special class of CA, namely
4th order 1D reversible memory cellular automata (RMCA), and comprises two iterative
modules: mixing module and diffusion module. The proposal achieves a good diffusion
effect, this latter was exploited to render the system performs a randomized encryption
(RE), which leads to its immunity against known/chosen plaintext attacks. The second
contribution herein cryptosystem-B is based on chaos in combination with cellular au-
tomata (CA), for the sake of benefiting from the strongpoint of the two dynamical system
concepts. The proposal consists mainly of two iterative modules: confusion module and
diffusion module. A new metric to handle the plain image features is introduced (i.e.,
weighted histogram (Wh)), this latter together with the external secret key contribute in
the mechanism of generating one-time keys employed overall the cryptosystem, and hence
ensures its resistance to known/chosen plaintext attacks. Throughout this chapter the
mathematical background behind the investigated classes of CA were presented.

In chapter 4, a new chaotic cipher algorithm for efficient and secure image content preser-
vation was introduced, the method is considered faster than the previous proposed cryp-
tosystems with a higher security level reached under just one encryption round. The con-
tribution herein cryptosystem-C consists of two modules which are iteratively performed:
chaotic confusion and pixel diffusion, and specializes for both standard and medical images,
hence is best suited for real-time teleradiology and other telehealth applications. An im-
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proved 1D chaotic system (i.e., Logistic Tent System (LTS)) proposed in [148] is employed
in both confusion and diffusion modules, the chaotic behavior of this latter is studied in
detail in [148], where excellent chaotic properties are obtained, and the well-known lim-
itations of 1D chaotic systems are overcome, hence, the computational performance of
the proposed approach is enhanced by evading the use of higher-dimensional chaotic sys-
tems. The dynamical initial conditions of the employed 1D chaotic system are produced
by means of the external secret key of 256 bit-length, and the 256-bit long hash value
of the plain image, such dependency conducted to random-like generating key-streams,
promoted the sensitivity to minor changes of the plain image, and guaranteed the resis-
tance to known/chosen plain image attacks (CPA secure). Throughout this chapter the
mathematical background of the work was paved.

A comparative study in terms of security tests and time performance with respect to
related existing methods was presented in chapter 3 and chapter 4. Indeed, the reported
experimental results are promising and point to the advocacy of the proposed cipher al-
gorithms.

5.2 Future directions

The essential points to be investigated as future directions, and extensions of the research
work devoted within this thesis, are:

• A further investigation in the theory of cellular automata is needed. In this regard,
the focus will be in exploiting the dynamics of new families of cellular automata.
In particularly, reversible memory cellular automata (RMCA) whose state set is F 8

2

instead of F2 will be the scope.

• A further investigation in the theory of chaos is required. In this regard, new chaotic
systems of higher chaoticness will be the scope.

• Instead of applying the encryption process on the whole plain image, partial encryp-
tion gives the opportunity to select only the portions of interest to handle the encryp-
tion routine. This latter, can significantly reduce the time processing consumed by
encryption and decryption routines, while preserving satisfactory level of security.
Partial encryption will be the extension of our third contribution (cryptosystem-
C), in which only the portions of interest within the medical image will handle the
encryption process, aiming to meet real-time medical applications requirements.

• Design and realization of joint encryption-compression cryptosystems.

• Another pivotal concern is to develop cryptographic means that not only get inter-
ested by image confidentiality but its authenticity as well (i.e., copyright protection
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of digital image). In other words, it is very important to check whether the given
image is authentic or has been altered during transmissions over open networks.
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Gutiérrez, and OR Acosta Del Campo. A rgb image encryption algorithm based on
total plain image characteristics and chaos. Signal Processing, 109:119–131, 2015.

[95] Abolfazl Yaghouti Niyat, Reza Mohammad Hei Hei, and Majid Vafaei Jahan. Chaos-
based image encryption using a hybrid cellular automata and a dna sequence. In
Technology, Communication and Knowledge (ICTCK), 2015 International Congress
on, pages 247–252. IEEE, 2015.

[96] Abolfazl Yaghouti Niyat, Mohammad Hossein Moattar, and Masood Niazi Torshiz.
Color image encryption based on hybrid hyper-chaotic system and cellular automata.
Optics and Lasers in Engineering, 90:225–237, 2017.



BIBLIOGRAPHY 131

[97] Jean De Dieu Nkapkop, Joseph Yves Effa, Andrei Toma, Florentina Cociota, and
Monica Borda. Chaos-based image encryption using the rsa keys management for
an efficient web communication. In Electronics and Telecommunications (ISETC),
2016 12th IEEE International Symposium on, pages 59–62. IEEE, 2016.

[98] Benyamin Norouzi, Seyed Mohammad Seyedzadeh, Sattar Mirzakuchaki, and Mo-
hammad Reza Mosavi. A novel image encryption based on row-column, masking
and main diffusion processes with hyper chaos. Multimedia Tools and Applications,
74(3):781–811, 2015.

[99] Narendra K Pareek, Vinod Patidar, and Krishan K Sud. Diffusion–substitution
based gray image encryption scheme. Digital signal processing, 23(3):894–901, 2013.

[100] Fabio Pareschi, Riccardo Rovatti, and Gianluca Setti. On statistical tests for ran-
domness included in the nist sp800-22 test suite and based on the binomial distri-
bution. IEEE Transactions on Information Forensics and Security, 7(2):491–505,
2012.

[101] Carmen Pellicer-Lostao and Ricardo Lopez-Ruiz. Notions of chaotic cryptography:
Sketch of a chaos based cryptosystem. arXiv preprint arXiv:1203.4134, 2012.

[102] Chuan Peng and Yuanxiang Li. A new algorithm for image encryption based on
couple chaotic system and cellular automata. In Mechatronic Sciences, Electric
Engineering and Computer (MEC), Proceedings 2013 International Conference on,
pages 1645–1648. IEEE, 2013.

[103] Jun Peng, Shangzhu Jin, Liang Lei, and Qi Han. Research on a novel image encryp-
tion algorithm based on the hybrid of chaotic maps and dna encoding. In Cognitive
Informatics & Cognitive Computing (ICCI* CC), 2013 12th IEEE International
Conference on, pages 403–408. IEEE, 2013.

[104] Ahmed G Radwan, Sherif H AbdElHaleem, and Salwa K Abd-El-Hafiz. Symmetric
encryption algorithms using chaotic and non-chaotic generators: a review. Journal
of advanced research, 7(2):193–208, 2016.

[105] Amitesh Singh Rajput, Nishchol Mishra, and Sanjeev Sharma. Towards the growth
of image encryption and authentication schemes. In Advances in Computing, Com-
munications and Informatics (ICACCI), 2013 International Conference On, pages
454–459. IEEE, 2013.

[106] Iman Ranaee, Mahdi Majidi Nia, Reza Jahantigh, and Amirhossein Gharib. In-
troducing a new algorithm for medical image encryption based on chaotic feature
of cellular automata. In Internet Technology and Secured Transactions (ICITST),
2013 8th International Conference for, pages 582–587. IEEE, 2013.



BIBLIOGRAPHY 132

[107] Rhouma Rhouma and Safya Belghith. Cryptanalysis of a new image encryption
algorithm based on hyper-chaos. Physics Letters A, 372(38):5973–5978, 2008.

[108] Andrius Rickus, Eckhard Pfluegel, and Nigel Atkins. Chaos-based image encryption
using an aont mode of operation. In Cyber Situational Awareness, Data Analytics
and Assessment (CyberSA), 2015 International Conference on, pages 1–5. IEEE,
2015.

[109] Jörg Rothe. Complexity Theory and Cryptology. An Introduction to Cryptocomplex-
ity. Texts in Theoretical Computer Science. An EATCS Series. Springer, 2005.

[110] Andrew Rukhin, Juan Soto, James Nechvatal, Elaine Barker, Stefan Leigh, Mark
Levenson, David Banks, Alan Heckert, James Dray, San Vo, et al. Statistical test
suite for random and pseudorandom number generators for cryptographic applica-
tions, nist special publication. 2010.

[111] B. Schneier. Applied cryptography: protocols, algorithms, and source code in C.
Wiley, 1996.

[112] Claude E Shannon. Communication theory of secrecy systems. Bell Labs Technical
Journal, 28(4):656–715, 1949.

[113] Claude Elwood Shannon. A mathematical theory of communication. ACM SIGMO-
BILE Mobile Computing and Communications Review, 5(1):3–55, 2001.

[114] SIMON SINGH. The code book : the science of secrecy from ancient Egypt to
quantum cryptography. NEW YORK : ANCHOR BOOKS, 2000.
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