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Introduction

Stabilization of evolution problems

Problems of global existence and stability in time of Partial Differential Equations made
object, recently, of many work. In this thesis we were interested in study of the global
existence and the stabilization of some evolution equations.

The purpose of stabilization is to attenuate the vibrations by feedback, thus it consists
in guaranteeing the decrease of energy of the solutions to 0 in a more or less fast way by a
mechanism of dissipation.

More precisely, the problem of stabilization consists in determining the asymptotic be-
haviour of the energy by E(t), to study its limits in order to determine if this limit is null
or not and if this limit is null, to give an estimate of the decay rate of the energy to zero.

This problem has been studied by many authors for various systems. In our study, we
obtain severals type of stabilization

1) Strong stabilization: E(t) → 0, as t →∞.

2) Logarithmic stabilization: E(t) ≤ c(log(t))−δ,∀t > 0, (c, δ > 0).

3) polynomial stabilization: E(t) ≤ ct−δ,∀t > 0, (c, δ > 0)

4) uniform stabilization: E(t) ≤ ce−δt,∀t > 0, (c, δ > 0).

For wave equation with dissipation of the form u′′−∆xu + g(u′) = 0, stabilization problems
have been investigated by many authors:
When g : IR → IR is continuous and increasing function such that g(0) = 0, global existence
of solutions is known for all initial conditions (u0, u1) given in H1

0 (Ω) × L2(Ω). This result
is, for instance, a consequence of the general theory of nonlinear semi-groups of contractions
generated by a maximal monotone operator (see Brézis [10]).

Moreover, if we impose on the control the condition ∀λ 6= 0, g(λ) 6= 0, then strong
asymptotic stability of solutions occurs in H1

0 (Ω)× L2(Ω), i.e.,

(u, u′) → (0, 0) strongly in H1
0 (Ω)× L2(Ω),

without speed of convergence. These results follows, for instance, from the invariance princi-
ple of Lasalle (see for example C. M. Dafermos [17], A. Haraux [24], , F. Conrad, M. Pierre
[16]). If the solution goes to 0 as time goes to ∞, how to get energy decay rates?
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4 Introduction

Dafermos has written in 1978 ”Another advantage of this approach is that it is so sim-
plistic that it requires only quite weak assumptions on the dissipative mechanism. The
corresponding drawback is that the deduced information is also weak, never yielding, for
example, decay rates of solutions.”

Many authors have worked since then on energy decay rates. First results were obtained
for linear stabilization, then for polynomial stabilization (see M. Nakao [39] A. Haraux [24],
E. Zuazua [50] and V. Komornik [26]) and then extended to arbitrary growing feedbacks
(close to 0). In the same time, geometrical aspects were considered.

By combining the multiplier method with the techniques of micro-local analysis, Lasiecka
et al [13], [18], [28]-[29] have investigated different dissipative systems of partial differential
equations (with Dirichlet and Neumann boundary conditions) under general geometrical
conditions with nonlinear feedback without any growth restrictions near the origin or at
infinity. The computation of decay rates is reduced to solving an appropriate explicitly
given ordinary differential equation of monotone type. More precisely, the following explicit
decay estimate of the energy is obtained:

E(t) ≤ h(
t

t0
− 1), ∀t ≥ t0,(1)

where t0 > 0 and h is the solution of the following differential equation:

h′(t) + q(h(t)) = 0, ∀t ≥ 0 and h(0) = E(0)(2)

and the function q is determined entirely from the behavior at the origin of the nonlinear
feedback by proving that E satisfies

(Id− q)−1
(
E((m + 1)t0)

)
≤ E(mt0), ∀m ∈ IN.

In this thesis, the main objective is to give a global existence and stabilization results.
This work consists in two chapter, the first, for wave equations with a constant weak delay
term.
the second, for viscoelastic wave equations with a nonlinear delay term.
• In the chapter I, in the class H1

0 ∩H2, We prove the global existence to the solutions of
wave equations with a weak linear dissipative term anda constant weak linear delay term in
Sobolev spaces by means of the energy method combined with the Faedo-Galerkin procedure
under a condition between the weight of the delay term in the feedback and the weight of
the term without delay. We prove also the decay estimate f the energy using the multiplier
method.
• In the chapter II, We prove the global existence to the viscoelastic wave equation in
Sobolev spaces by means of the energy method combined with the Faedo-Galerkin proce-
dure under a condition between the weight of the delay term in the feedback and the weight
of the term without delay. We prove also the decay estimate of the energy using a perturbed
energy method.
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Chapter 1:Energy decay of solutions for a wave equation

with a constant weak delay and a weak internal feedback

In this chapter we consider with a weak internal constant delay term

(P )





u′′(x, t)−∆xu(x, t) + µ1(t) u′(x, t) + µ2(t) u′(x, t− τ) = 0 in Ω×]0, +∞[,
u(x, t) = 0 on Γ×]0, +∞[,
u(x, 0) = u0(x), ut(x, 0) = u1(x) on Ω,
ut(x, t− τ) = f0(x, t− τ) on Ω×]0, τ [,

in a bounded domain. Under appropriate conditions on µ1 and µ2, we prove global existence
of solutions by the Faedo-Galerkin method and establish a decay rate estimate for the energy
using the multiplier method.

Chapter 2:Global existence and energy decay of solu-

tions to a viscoelastic wave equation with a delay term

in the nonlinear internal feedback

In this chapter we investigate the existence and decay properties of solutions for the initial
boundary value problem of the nonlinear viscoelastic wave equation of the type

(P )





utt(x, t)−∆xu(x, t) +
∫ t

0
h(t− s)∆xu(x, s) ds

+µ1g1(ut(x, t)) + µ2g2(ut(x, t− τ)) = 0 in Ω×]0, +∞[,
u(x, t) = 0 on Γ×]0, +∞[,
u(x, 0) = u0(x), ut(x, 0) = u1(x) in Ω,
ut(x, t− τ) = f0(x, t− τ) in Ω×]0, τ [,

and prove a global existence result using the energy method combined with the Faedo-
Galerkin procedure under a condition between the weight of the delay term in the feedback
and the weight of the term without delay. Furthermore, we study the asymptotic behavior
of solutions using a perturbed energy method.

Chapter 3:Stability result of the wave equation with a

time-varying delay term and a weak boundary feedback

In this chapter we consider a boundary stabilization problem for a nondissipative wave
equation in a bounded domain with a time-varying delay term in the internal feedback.
We use an approach introduced by Guesmia which leads to decay estimates (known in the
dissipative case) when the integral inequalities method due to Haraux-Komornik [24]-[26]
cannot be applied due to the lack of dissipativity.
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Preliminaries

0.1 Sobolev spaces

We denote by Ω an open domain in IRn, n ≥ 1, with a smooth boundary Γ = ∂Ω. In general,
some regularity of Ω will be assumed. We will suppose that either

Ω is Lipschitz,

i.e., the boundary Γ is locally the graph of a Lipschitz function, or

Ω is of class Cr, r ≥ 1,

i.e., the boundary Γ is a manifold of dimension n ≥ 1 of class Cr. In both cases we assume
that Ω is totally on one side of Γ. These definitions mean that locally the domain Ω is
below the graph of some function ψ, the boundary Γ is represented by the graph of ψ and
its regularity is determined by that of the function ψ. Moreover, it is necessary to note that
a domain with a continuous boundary is never on both sides of its boundary at any point of
this boundary and that a Lipschitz boundary has almost everywhere a unit normal vector ν.

We will also use the following multi-index notation for partial differential derivatives of
a function:

∂k
i u =

∂ku

∂xk
i

for all k ∈ IN and i = 1, ..., n,

Dαu = ∂α1
1 ∂α2

2 . . . ∂αn
n u =

∂α1+...+αnu

∂xα1
1 . . . ∂xαn

n

,

α = (α1, α2, . . . , αn) ∈ INn, |α| = α1 + . . . + αn.

We denote by C(D) (respectively Ck(D), k ∈ IN or k = +∞) the space of real continuous
functions on D (respectively the space of k times continuously differentiable functions on
D), where D plays the role of Ω or its closure Ω. The space of real C∞ functions on Ω
with a compact support in Ω is denoted by C∞0 (Ω) or D(Ω) as in the distributions theory
of Schwartz.The distributions space on Ω is denoted by D′(Ω), i.e., the space of continuous
linear form over D(Ω).

For 1 ≤ p ≤ ∞, we call Lp(Ω) the space of measurable functions f on Ω such that

‖f‖Lp(Ω) =
(∫

Ω
|f(x)|pdx

)1/p

< +∞ for p < +∞

‖f‖L∞(Ω) = sup
Ω
|f(x)| < +∞ for p = +∞

7



8 Preliminaries

The space Lp(Ω) equipped with the norm f −→ ‖f‖Lp is a Banach space: it is reflexive and

separable for 1 < p < ∞ (its dual is L
p

p−1 (Ω)), separable but not reflexive for p = 1 (its dual
is L∞(Ω)), and not separable, not reflexive for p = ∞ (its dual contains strictly L1(Ω)). In
particular the space L2(Ω) is a Hilbert space equipped with the scalar product defined by

(f, g)L2(Ω) =
∫

Ω
f(x)g(x)dx.

We denote by Lp
loc(Ω) the space of functions which are Lp on any bounded sub-domain of Ω.

Similar space can be defined on any open set other than Ω, in particular, on the cylinder
set Ω× ]a, b[ or on the set Γ× ]a, b[, where a, b ∈ IR and a < b.

Let U be a Banach space, 1 < p < +∞ and −∞ ≤ a < b ≤ +∞, then Lp(a, b; U) is the
space of Lp functions f from (a, b) into U which is a Banach space for the norm

‖f‖Lp(a,b;U) =

(∫ b

a
‖f(x)‖p

U dt

)1/p

< +∞ for p < +∞

and for the norm

‖f‖L∞(a,b;U) = sup
t∈(a,b)

‖f(x)‖U < +∞ for p = +∞

Similarly, for a Banach space U, k ∈ IN and −∞ < a < b < +∞, we denote by C([a, b]; U)
(respectively Ck([a, b]; U)) the space of continuous functions (respectively the space of k
times continuously differentiable functions) f from [a, b] into U , which are Banach spaces,
respectively, for the norms

‖f‖C(a,b;U) = sup
t∈(a,b)

‖f(x)‖U , ‖f‖Ck(a,b;U) =
k∑

i=0

∥∥∥∥∥
∂if

∂ti

∥∥∥∥∥C(a,b;U)

0.1.1 Definition of Sobolev Spaces

Now, we will introduce the Sobolev spaces: The Sobolev space W k,p(Ω) is defined to be the
subset of Lp such that function f and its weak derivatives up to some order k have a finite
Lp norm, for given p ≥ 1.

W k,p(Ω) = {f ∈ Lp(Ω); Dαf ∈ Lp(Ω). ∀α; |α| ≤ k} ,

With this definition, the Sobolev spaces admit a natural norm,

f −→ ‖f‖W k,p(Ω) =


 ∑

|α|≤m

‖Dαf‖p
Lp(Ω)




1/p

, for p < +∞

and
f −→ ‖f‖W k,∞(Ω) =

∑

|α|≤m

‖Dαf‖L∞(Ω) , for p = +∞
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Space W k,p(Ω) equipped with the norm ‖ . ‖W k,p is a Banach space. Moreover is a reflexive
space for 1 < p < ∞ and a separable space for 1 ≤ p < ∞. Sobolev spaces with p = 2 are
especially important because of their connection with Fourier series and because they form
a Hilbert space. A special notation has arisen to cover this case:

W k,2(Ω) = Hk(Ω)

the Hk inner product is defined in terms of the L2 inner product:

(f, g)Hk(Ω) =
∑

|α|≤k

(Dαf,Dαg)L2(Ω) .

The space Hm(Ω) and W k,p(Ω) contain C∞(Ω) and Cm(Ω). The closure of D(Ω) for the
Hm(Ω) norm (respectively Wm,p(Ω) norm) is denoted by Hm

0 (Ω) (respectively W k,p
0 (Ω)).

Now, we introduce a space of functions with values in a space X (a separable Hilbert
space).

The space L2(a, b; X) is a Hilbert space for the inner product

(f, g)L2(a,b;X) =
∫ b

a
(f(t), g(t))X dt

We note that L∞(a, b; X) = (L1(a, b; X))′.
Now, we define the Sobolev spaces with values in a Hilbert space X
For k ∈ IN, p ∈ [1,∞], we set:

W k,p(a, b; X) =

{
v ∈ Lp(a, b; X);

∂v

∂xi

∈ Lp(a, b; X). ∀i ≤ k

}
,

The Sobolev space W k,p(a, b; X) is a Banach space with the norm

‖f‖W k,p(a,b;X) =




k∑

i=0

∥∥∥∥∥
∂f

∂xi

∥∥∥∥∥
p

Lp(a,b;X)




1/p

, for p < +∞

‖f‖W k,∞(a,b;X) =
k∑

i=0

∥∥∥∥∥
∂v

∂xi

∥∥∥∥∥
L∞(a,b;X)

, for p = +∞

The spaces W k,2(a, b; X) form a Hilbert space and it is noted Hk(0, T ; X). The Hk(0, T ; X)
inner product is defined by:

(u, v)Hk(a,b;X) =
k∑

i=0

∫ b

a

(
∂u

∂xi
,

∂v

∂xi

)

X

dt .

Theorem 0.1.1 Let 1 ≤ p ≤ n, then

W 1,p(IRn) ⊂ Lp∗(IRn)

where p∗ is given by
1

p∗
=

1

p
− 1

n
(where p = n, p∗ = ∞). Moreover there exists a constant

C = C(p, n) such that

‖u‖Lp∗ ≤ C‖∇u‖Lp(IRn)∀u ∈ W 1,p(IRn).
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Corollary 0.1.1 Let 1 ≤ p < n, then

W 1,p(IRn) ⊂ Lq(IRn) ∀q ∈ [p, p∗]

with continuous imbedding.

For the case p = n, we have

W 1,n(IRn) ⊂ Lq(IRn) ∀q ∈ [n, +∞[

Theorem 0.1.2 Let p > n, then

W 1,p(IRn) ⊂ L∞(IRn)

with continuous imbedding.

Corollary 0.1.2 Let Ω a bounded domain in IRn of C1 class with Γ = ∂Ω and 1 ≤ p ≤ ∞.
We have

if 1 ≤ p < ∞, then W 1,p(Ω) ⊂ Lp∗(Ω) where
1

p∗
=

1

p
− 1

n
.

if p = n, then W 1,p(Ω) ⊂ Lq(Ω),∀q ∈ [p, +∞[.
if p > n, then W 1,p(Ω) ⊂ L∞(Ω)

with continuous imbedding.
Moreover, if p > n, we have: ∀u ∈ W 1,p(Ω),

|u(x)− u(y)| ≤ C|x− y|α‖u‖W 1,p(Ω) a.e x, y ∈ Ω

with α = 1 − n

p
> 0 and C is a constant which depend on p, n and Ω. In particular

W 1,p(Ω) ⊂ C(Ω).

Corollary 0.1.3 Let Ω a bounded domain in IRn of C1 class with Γ = ∂Ω and 1 ≤ p ≤ ∞.
We have

if p < n, then W 1,p(Ω) ⊂ Lq(Ω)∀q ∈ [1, p∗[ where
1

p∗
=

1

p
− 1

n
.

if p = n, then W 1,p(Ω) ⊂ Lq(Ω),∀q ∈ [p, +∞[.
if p > n, then W 1,p(Ω) ⊂ C(Ω)

with compact imbedding.

Remark 0.1.1 We remark in particular that

W 1,p(Ω) ⊂ Lq(Ω)

with compact imbedding for 1 ≤ p ≤ ∞ and for p ≤ q < p∗.

Corollary 0.1.4

if
1

p
− m

n
> 0, then Wm,p(IRn) ⊂ Lq(IRn) where

1

q
=

1

p
− m

n
.

if
1

p
− m

n
= 0, then Wm,p(IRn) ⊂ Lq(IRn),∀q ∈ [p, +∞[.

if
1

p
− m

n
< 0, then Wm,p(IRn) ⊂ L∞(IRn)

with continuous imbedding.
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0.2 Weak convergence

Let (E; ‖.‖E) a Banach space and E ′ its dual space, i.e., the Banach space of all continuous
linear forms on E endowed with the norm ‖.‖′E defined by

‖f‖E′ =: sup
x 6=0

|〈f, x〉|
‖x‖

; where 〈f, x〉; denotes the action of f onx, i.e.〈f, x〉 := f(x). In the same way, we can define
the dual space of E ′ that we denote by E ′′. (The Banach space E ′′ is also called the bi-dual
space of E.) An element x of E can be seen as a continuous linear form on E ′ by setting
x(f) := 〈x, f〉, which means that E ⊂ E ′′:

Definition 0.2.1 The Banach space E is said to be reflexive if E = E ′′.

Definition 0.2.2 The Banach space E is said to be separable if there exists a countable
subset D of E which is dense in E, i.e. D = E.

Theorem 0.2.1 (Riesz). If (H; 〈., .〉) is a Hilbert space, 〈., .〉 being a scalar product on H,
then H ′ = H in the following sense: to each f ∈ H ′ there corresponds a unique x ∈ H such
that f = 〈x, .〉 and ‖f‖′H = ‖x‖H

Remark : From this theorem we deduce that H ′′ = H. This means that a Hilbert space is
reflexive.

Proposition 0.2.1 If E is reflexive and if F is a closed vector subspace of E, then F is
reflexive.

Corollary 0.2.1 The following two assertions are equivalent: (i) E is reflexive; (ii) E ′ is
reflexive.

0.2.1 Weak, weak star and strong convergence

Definition 0.2.3 (Weak convergence in E). Let x ∈ E and let {xn} ⊂ E. We say that {xn}
weakly converges to x in E, and we write xn ⇀ x in E, if

〈f, xn〉 → 〈f, x〉
for all f ∈ E ′.

Definition 0.2.4 (weak convergence in E ′). Let f ∈ E ′ and let {fn} ⊂ E ′. We say that
{fn} weakly converges to f in E ′, and we write fn ⇀ f in E ′, if

〈fn, x〉 → 〈f, x〉
for all x ∈ E ′′.
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Definition 0.2.5 (weak star convergence). Let f ∈ E ′ and let {fn} ⊂ E ′. We say that {fn}
weakly star converges to f in E ′, and we write fn ⇀ ∗f in E ′ if;

〈fn, x〉 → 〈f, x〉

for all x ∈ E.

Remark As E ⊂ E ′′ we have fn ⇀ f in E ′ imply fn ⇀ ∗f in E ′. When E is reflexive, the last
definitions are the same, i.e, weak convergence in E ′ and weak star convergence coincide.

Definition 0.2.6 (strong convergence). Let x ∈ E(resp. f ∈ E ′) and let {xn} ⊂ E (resp
{fn} ⊂ E ′). We say that {xn} (resp. {fn}) strongly converges to x (resp. f), and we write
xn → x in E (resp. fn → f in E ′), if

lim
n
‖xn − x‖E = 0; (resp. lim

n
‖fn − f‖′E = 0)

Proposition 0.2.2 Let x ∈ E, let {xn} ⊂ E, let f ∈ E ′ and let {fn} ⊂ E ′.

i. If xn → x in E then xn ⇀ x in E.

ii. If xn ⇀ x in E then {xn} is bounded.

iii. If xn ⇀ x in E then lim inf
n→∞ ‖xn‖E ≥ ‖x‖E

iv. If fn → f in E ′ then fn ⇀ f inE ′ (and so fn
∗
⇀ f in E ′).

v. If fn ⇀ f in E ′ then {fn} is bounded.

vi. If fn ⇀ f in E ′ then then lim inf
n→∞ ‖fn‖′E ≥ ‖f‖′E

Proposition 0.2.3 (finite dimension). If dim E < ∞ then strong, weak and weak star
convergence are equivalent.

0.2.2 Weak and weak star compactness

In finite dimension, i.e, dim E < ∞, we have Bolzano-Weierstrass’s theorem (which is a
strong compactness theorem).

Theorem 0.2.2 (Bolzano-Weierstrass). If dim E < ∞ and if {xn} ⊂ E) is bounded, then
there exist ∈ E and a subsequence {xnk

} of {xn} such that {xnk
} strongly converges to x.

The following two theorems are generalizations, in infinite dimension, of Bolzano- Weier-
strass’s theorem.

Theorem 0.2.3 (weak star compactness, Banach-Alaoglu-Bourbaki). Assume that E is sep-
arable and consider {fn} ⊂ E ′) . If {xn} is bounded, then there exist f ∈ E ′ and a subse-
quence {fnk

} of {fn} such that {fnk
} weakly star converges to f in E ′.
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Theorem 0.2.4 (weak compactness, Kakutani-Eberlein). Assume that E is reflexive and
consider {xn} ⊂ E). If {xn} is bounded, then there exist x ∈ E and a subsequence {xnk

} of
{xn} such that {xnk

} weakly converges to x in E.

Weak, weak star convergence and compactness in Lp(Ω).

Definition 0.2.7 ( weak convergence in Lp(Ω) with 1 ≤ p < ∞ ). Let Ω an open subset of
IRn .We say that the sequence {fn} of Lp(Ω) weakly converges to f ∈ Lp(Ω), if

lim
n

∫

Ω
fn(x)g(x)dx =

∫

Ω
f(x)g(x)dx for all g ∈ Lq; (

1

p
+

1

q
= 1)

Definition 0.2.8 (weak star convergence in L∞(Ω) ). We say that the sequence {fn} ⊂
L∞(Ω) weakly star converges to f ∈ L∞(Ω) , if

lim
n

∫

Ω
fn(x)g(x)dx =

∫

Ω
f(x)g(x)dx for all g ∈ L1(Ω)

Theorem 0.2.5 (weak compactness in Lp(Ω)) with 1 < p < ∞. Given {fn} ⊂ Lp(Ω) ,
if {fn} is bounded, then there exist f ∈ Lp(Ω) and a subsequence {fnk

} of {fn} such that
fn ⇀ f in Lp(Ω).

Theorem 0.2.6 (weak star compactness in L∞(Ω).
Given {fn} ⊂ L∞(Ω), if {fn} is bounded, then there exist f ∈ L∞(Ω) and a subsequence
{fnk

} of {fn} such that fn
∗
⇀ f in L∞(Ω).

Generalities. In what follows, Ω is a bounded open subset of IRN with Lipschitz boundary
and 1 ≤ p ≤ ∞.
Weak and weak star convergence in Sobolev spaces
For 1 ≤ p ≤ ∞, W 1;p(Ω) is a Banach space. Denote the space of all restrictions to Ω of
C1-differentiable functions from IRN to IR with compact support in RN by C1(Ω).

Theorem 0.2.7 for every 1 ≤ p ≤ ∞ C1(Ω) ⊂ W 1;p(Ω) ⊂ Lp(Ω) , and, for 1 < p < ∞,
C1(Ω) is dense in W 1;p(Ω).

Definition 0.2.9 (weak convergence in W 1;p(Ω) with 1 ≤ p < ∞).)
We say the {fn} ⊂ W 1;p(Ω) weakly converges to f ∈ W 1;p(Ω), and we write fn ⇀ f in
W 1;p(Ω) , if fn ⇀ f in Lp(Ω) and ∇fn ⇀ ∇f in Lp(Ω; IRN)

Definition 0.2.10 (weak convergence in W 1;∞(Ω)
. We say the {fn} ⊂ W 1;∞(Ω) weakly star converges to f ∈ W 1;∞(Ω), and we write fn

∗
⇀ f

in W 1;∞(Ω) , if fn
∗
⇀ f in Lp(Ω) and ∇fn

∗
⇀ ∇f in L∞(Ω; IRN)

Theorem 0.2.8 (Rellich). Let 1 ≤ p ≤ ∞ , {fn} ⊂ W 1;p(Ω) and f ∈ W 1;p(Ω); if fn ⇀ f in
W 1;p(Ω) when 1 ≤ p < ∞ (resp.fn

∗
⇀ f in W 1;∞(Ω)) when p = ∞) then fn → f in Lp(Ω)),

which means that for every 1 ≤ p ≤ ∞, the weak convergence in W 1;p(Ω) imply the strong
convergence in Lp(Ω).
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Theorem 0.2.9 Let 1 < p ≤ ∞ and let {fn} ⊂ W 1;p(Ω) . If {fn} is bounded, then there
exist f ∈ W 1;p(Ω) and a subsequence {fnk

} of {fn} such that fnk
⇀ f in W 1;p(Ω) when

1 < p < ∞ (resp. fnk

∗
⇀ f in W 1;∞(Ω))

As a consequence of this theorem we have

Corollary 0.2.2 Let 1 < p ≤ ∞and let {fn} ⊂ W 1;p(Ω) . If {fn} is bounded, then there
exist f ∈ W 1;p(Ω) and a subsequence {fnk

} of {fn} such that fnk
→ f in Lp(Ω) and ∇fnk

⇀
∇f in Lp(Ω) when 1 < p < ∞ (resp.∇fnk

∗
⇀ ∇f in L∞(Ω))

Theorem 0.2.10 . IfN < p ≤ ∞ and if {fn} ⊂ W 1;p(Ω) is bounded, then there exist
f ∈ W 1;p(Ω) and a subsequence {fnk

} of {fn} such that {fnk
} converges uniformly to f, and

∇fnk
⇀ ∇f in W 1;p(Ω) when N < p < ∞ (resp. ∇fnk

∗
⇀ ∇f in W 1;∞)

0.3 Fadeo-Galerkin method

We consider the Cauchy problem abstract’s for a second order evolution equation in the
separable Hilbert space with the inner product 〈., .〉 and the associated norm ‖.‖ .

(P )
{

u′′(t) + A(t)u(t) = f(t), t ∈ [0, T ]
(x, 0) = u0(x), u′(x, 0) = u1(x);

where u and f are unknown and given function, respectively, mapping the closed interval
[0, T ] ⊂ IR into a real separable Hilbert space H ,A(t) (0 ≤ t ≤ T ) are linear bounded
operators in H acting in the energy space V ⊂ H.
Assume that 〈A(t)u(t), v(t)〉 = a(t; u(t), v(t)) , for all u, v ∈ V ; where a(t; ., .) is a bilinear
continuous in V.
The problem (P ) can be formulated as: Found the solution u(t) such that

(P̃ )





u ∈ C([0, T ]; V ), u′ ∈ C([0, T ]; H)
〈u′′(t), v〉+ a(t; u(t), v) = 〈f, v〉 in D′(]0, T [)
u0 ∈ V , u1 ∈ H;

This problem can be resolved with the approximation process of Fadeo-Galerkin.

0.3.1 General method

Let Vm a sub-space of V with the finite dimension dm, and let {wjm} one basis of Vm.
we define the solution um of the approximate problem

(Pm)





um(t) =
dm∑

j=1

gj(t)wjm

um ∈ C([0, T ]; Vm), u′m ∈ C([0, T ]; Vm) , um ∈ L2(0, T ; Vm)
〈u′′m(t), wjm〉+ a(t; um(t), wjm) = 〈f, wjm〉, 1 ≤ j ≤ dm

um(0) =
dm∑

j=1

ξj(t)wjm , u′m(0) =
dm∑

j=1

ηj(t)wjm
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where
dm∑

j=1

ξj(t)wjm −→ u0 in V as m −→∞

dm∑

j=1

ηj(t)wjm −→ u1 in V as m −→∞

By virtue of the theory of ordinary differential equations,the system (Pm) has unique local
solution which is extend to a maximal interval [0, tm[ by Zorn lemma since the non-linear
terms have the suitable regularity. In the next step, we obtain a priori estimates for the
solution, so that can be extended outside [0, tm[, to obtain one solution defined for all t > 0.

0.3.2 A priori estimation and convergence

Using the following estimation

‖um‖2 + ‖u′m‖2 ≤ C(‖um(0)‖2 + ‖u′m(0)‖2 +
∫ T

0
|f(s)|2ds) ; 0 ≤ t ≤ T

and the Gronwall lemma we deduce that the solution um of the approximate problem (Pm)
converges to the solution u of the initial problem (P ).The uniqueness proves that u is the
solution.

0.3.3 Gronwall lemma

Lemma 0.3.1 Let T > 0, g ∈ L1(0, T ), g ≥ 0 a.e and c1, c2 are positives constants.Let
ϕ ∈ L1(0, T ) ϕ ≥ 0 a.e such that gϕ ∈ L1(0, T ) and

ϕ(t) ≤ c1 + c2

∫ t

0
g(s)ϕ(s)ds a.e in (0, T ).

then, we have

ϕ(t) ≤ c1exp (c2

∫ t

0
g(s)ds) a.e in (0, T ).

0.4 Convex analysis

0.4.1 Fenchel conjugate functions

Let V be a topological vector space and let V ′ be its dual space with bilinear duality form
〈., .〉V,V ′ .



16 Preliminaries

Definition 0.4.1 (Conjugate function)
Let F : V −→ IR be an extend real valued function. The function F ∗ : V ′ −→ IR defined
by

F ∗(f) = sup
u∈V

(〈f, u〉V,V ′ − F (u)), ∀f ∈ V ′

is said to by Fenchel (convex) conjugate or conjugate function of F .
The mapping F −→ F ∗ is called the Legendre -Fenchel transformation.

Proposition 0.4.1 Let F : V −→ IR be a given extend real valued function, the following
statements are true

• i.F ∗(f) + F (u) ≥ 〈f, u〉V,V ′ , ∀f ∈ V ′, ∀u ∈ V

• ii.Let f be in the dual V ′of V and λ ∈ IR ,the conjugate of affine function u −→
(〈f, u〉V,V ′ − λ is less than F if and only if

F ∗(f) ≤ λ

• iii.If F is identically equal to +∞ then F ∗ is identically equal to −∞ .Moreover ,if
F is proper ,then the relation:F ∗(f) = sup

u∈V
(〈f, u〉V,V ′ − F (u)) may be restricted to the

points u in the effective domain of F (dom(F )) .

• iv.The function F ∗ is always in Γ(V ′) (since F ∗ is the point-wise supremum of a family
of affine continuous functions of v’ ).Therefore, F ∗ is always o lower semi-continuous
convex function on V ′. Moreover, if F ∗takes the value −∞ then F ∗ is identically equal
to −∞ .

Proposition 0.4.2 (i)Let F and G be tow given extend real valued functions of V into IR,
the following properties hold:

1. F ∗(0) = − inf
u∈V

F (u).

2. If F is less than G then G∗ is less than F ∗.

3. If G(u) = F (αu), ∀u ∈ V , with α 6= 0 then G∗(f) = F ∗(f/α) ,∀f ∈ V ′.

4. (αF )∗(f) = αF ∗(f/α), ∀ ∈ V ′, ∀α > 0.

5. (F + β)∗ = F ∗ − β, ∀β ∈ IR.

(ii)Given a family (Fi)i∈J of functions from V into IR, we have

(inf
i∈J

Fi)
∗ = sup

i∈J
F ∗

i

sup
i∈J

F ∗
i ≤ inf

i∈J
(Fi)

∗

(iii)For every a ∈ V we denote by Fa the translated function (i.e,Fa(u) = F (u − a),∀u ∈
V ).Then Fa

∗(f) = F ∗(f) + 〈f, u〉V,V ′ , ∀f ∈ V ′.
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Theorem 0.4.1 (Fenchel duality)Let V be a locally convex Hausdorff topological vector
space over IR with its dual V ′. Let F and G be two power convex functions of V into
IR .Assume that there exists u0 ∈ dom(F )∩ dom(G) such that F is continuous in u0 .Then

inf
u∈V

(F (u) + G(u)) = sup
f∈V ′

(−F ∗(−f)−G∗(f)).

Proof:From Fenchel inequality, we have for any function H

H∗(f) + H(u) ≥ (〈f, u〉V,V ′ , ∀u ∈ V , ∀f ∈ V ′

consequently, we have that

inf
u∈V

(F (u) + G(u)) ≥ sup
f∈V ′

(−F ∗(−f)−G∗(f)).

(this fact is usually referred to as weak duality).
Denote p := inf

u∈V
(F (u) + G(u)) , q := sup

f∈V ′
(−F ∗(−f)−G∗(f)) and C := epiF . To complete

the proof, we show that p ≤ q.
If p = −∞ there is nothing to prove.Suppose now that p 6= −∞.
It is clear that the interior of C : intC is not empty (because F is continuous in u0).
We introduce now the following sets:

A := intC,

B := {(λ, u) ∈ V × IR : λ ≤ p−G(u)}
The set A and B are convex (since F and G are convex) and disjoint (according to the
definition of p), therefore, (because of Hahn-Banach’s first geometric form) there exist a non
zero continuous linear function f ∈ V ′ and (α, β) ∈ IR2 such that

H = {(λ, u) ∈ V × IR : (〈f, u〉V,V ′ + αλ = β}
and

(〈f, u〉V,V ′ + αλ ≥ β, ∀(u, λ) ∈ C,
(〈f, u〉V,V ′ + αλ ≤ β, ∀(u, λ) ∈ B,

(3)

By taking u = u0 in the first part of the last inequality and by passing to the limit on
(λ −→ +∞) we can deduce that α ≥ 0.
Prove now that α 6= 0; for this we proceed by contradiction. Assume that α = 0, then
according to the last inequalities, we arrive at

〈f, u〉V,V ′ ≥ β, ∀u ∈ dom(F ), and , 〈f, u〉V,V ′ ≤ β, ∀u ∈ dom(G).

In particular 〈f, u0〉V,V ′ = β ( since u0 ∈ dom(F ) ∩ dom(G)) and then 〈f, u − u0〉V,V ′ ≥ 0
for all u in dom(F ) .Consequently, f = 0 since dom(F ) is neighborhood of u0. We thus have
α > 0.
According to

〈f, u〉V,V ′ + αλ ≥ β, ∀(u, λ) ∈ C,
〈f, u〉V,V ′ + αλ ≤ β, ∀(u, λ) ∈ B,

(4)
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and dividing by α > 0, we obtain easily that

F ∗(−fα) ≤ −βα,

G∗(fα) ≤ βα − p

and then fα = f/α and βα = β/α.
Therefore ,p ≤ q.This complete the proof.
Examples
1.Let C be a non-empty subset of topological vector space V and χC be its indicator function.
Then the conjugate function χC

∗ is defined by

χC
∗(f) = sup

u∈C
〈f, u〉V,V ′

and is called the support function of C. Moreover, if C is a closed and convex set, χC is
closed and convex, and by the conjugacy theorem the conjugate of its support function is its
indicator function.
2.Let (V, ‖.‖) be a Banach space, (V ′, ‖.‖∗) its dual, Ψα : t ∈ IR −→ |t|α/α and Fα : V −→
IR such that Fα(u) = Ψα(‖u‖), where 1 < α < ∞. Then

F ∗
α(f) = sup

u∈V
(〈f, u〉V,V ′ − Fα(u))

= sup
λ≥0

(
‖f‖∗λ− λα

α

)

Hence (by analyzing the function r(λ) := θλ−λα/α where θ := ‖f‖∗ and λ ∈ [0, +∞[, F ∗
α(f) =

‖f‖α∗
∗ /α∗ where 1/α + 1/α∗ = 1.Consequently

F ∗
α(f) = Ψα∗(‖f‖∗)

3.We finish with an interesting example for the boundary valued problems in a lemma form.

Lemma 0.4.1 Let (V, ‖.‖) be a Banach space, (V ′, ‖.‖∗) its dual and C be a non-empty
closed and convex subset or V. Consider the convex and lower semi-continuous real-valued
function F on V given by

F (v) := 〈f, v〉V,V ′ + χC(v − u) ∀v ∈ V

where u ∈ V and f ∈ V ′ are given elements.
then the conjugate of F is

F ∗(g) = 〈g − f, u〉V,V ′ + χC∗(g − f) ∀g ∈ V ′

where C∗ = {g ∈ V ′ : 〈g, v〉V,V ′ = 0 ∀v ∈ C} (which is said to be the polar set of C)

Proof.Let g ∈ V ′, we have

F ∗(g) = sup
v∈V

(〈g, v〉V,V ′ − 〈f, v〉V,V ′ − χC(v − u))

= sup
w∈C

〈g − f, w + u〉V,V ′

= 〈g − f, u〉V,V ′ + sup
w∈C

〈g − f, w〉V,V ′

This completes the proof (since sup
w∈C

〈g − f, w〉V,V ′ = χ∗C(g − f) = χC∗(g − f)).
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0.4.2 Legendre transformation

In mathematics, the Legendre transformation or Legendre transform, named after Adrien-
Marie Legendre, is an operation that transforms one real-valued function of a real variable
into another. Specifically, the Legendre transform of a convex function F is the function F ∗

defined by

F ∗(p) = sup(px− F (x))

where ”sup” represents the supremum. If F is differentiable, then F ∗(p) can be inter-
preted as the negative of the y-intercept of the tangent line to the graph of F that has slope
p. In particular, the value of x that attains the maximum has the property :F ′(x) = p

That is, the derivative of the function F becomes the argument to the function F ∗. In
particular, if F is convex (or concave up), then F ∗ satisfies the functional equation

F ∗(F ′(x)) = xF ′(x)− F (x)

The Legendre transform is its own inverse. Like the familiar Fourier transform, the
Legendre transform takes a function F (x) and produces a function of a different variable p.
However, while the Fourier transform consists of an integration with a kernel, the Legendre
transform uses maximization as the transformation procedure. The transform is especially
well behaved if F (x) is a convex function. The Legendre transformation is an application
of the duality relationship between points and lines. The functional relationship specified
by F (x) can be represented equally well as a set of (x, y) points, or as a set of tangent lines
specified by their slope and intercept values. The Legendre transformation can be generalized
to the Legendre-Fenchel transformation. It is commonly used in thermodynamics and in the
Hamiltonian formulation of classical mechanics.

0.4.3 Jensen inequality

Let (Ω, A, µ) be a measure space, such that µ(Ω) = 1. If g is a real-valued function that is
µ-integrable, and if is a convex function on the real line, then:

ϕ
(∫

Ω
g dµ

)
≤

∫

Ω
ϕ ◦ g dµ

In real analysis, we may require an estimate on ϕ

(∫ b

a
g(x) dx

)
where a, b are real numbers,

and g is a non-negative real-valued function that is Lebesgue-integrable. In this case, the
Lebesgue measure of [a, b] don’t need to be unity. However, by integration by substitution,
the interval can be rescaled so that it has measure unity. Then Jensen’s inequality can be
applied to get

ϕ

(∫ b

a
g(x) dx

)
≤ 1

b− a

∫ b

a
ϕ((b− a)g(x)) dx
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0.5 Aubin -Lions lemma

The Aubin Lions lemma is a result in the theory of Sobolev spaces of Banach space-valued
functions. More precisely, it is a compactness criterion that is very useful in the study of
nonlinear evolutionary partial differential equations. The result is named after the French
mathematicians Thierry Aubin and Jacques-Louis Lions. We complete the preliminaries by
the useful inequalities of Gagliardo-Nirenberg and Sobolev-Poincaré.

Lemma 0.5.1 LetX0,X and X1 be three Banach spaces with X0 ⊆ X ⊆ X1. Assume thatX0

is compactly embedded in X and that X is continuously embedded in X1; assume also that
X0 and X1 are reflexive spaces. For 1 < p, q < +∞, let

W = {u ∈ Lp([0, T ]; X0)/ u̇ ∈ Lq([0, T ]; X1)}

Then the embedding of W into Lp([0, T ]; X) is also compact.

Lemma 0.5.2 (Gagliardo-Nirenberg) Let 1 ≤ r < q ≤ +∞ and p ≤ q. Then, the
inequality

‖u‖W m,q ≤ C‖u‖θ
W m,p‖u‖1−θ

r for u ∈ Wm,p
⋂

Lr

holds with some C > 0 and

θ =

(
k

n
+

1

r
− 1

q

) (
m

n
+

1

r
− 1

p

)−1

provided that 0 < θ ≤ 1 (we assume 0 < θ < 1 if q = +∞).

Lemma 0.5.3 (Sobolev-Poincaré inequality) Let q be a number with 2 ≤ q < +∞ (n =
1, 2) or 2 ≤ q ≤ 2n/(n− 2) (n ≥ 3), then there is a constant c∗ = c(Ω, q) such that

‖u‖q ≤ c∗‖∇u‖2 for u ∈ H1
0 (Ω).
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We will recall some fundamental integral inequalities introduced by A. Haraux ,V. Komornik
and A.Guesmia to estimate the decay rate of the energy.

0.5.1 Case of exponential decay

The estimation of the energy decay for some dissipative problems is based on the following
lemma:

Lemma 0.5.4 ([?]) Let E : IR+ −→ IR+ be a non-increasing function and assume that
there is a constant A > 0 such that

∀t ≥ 0,
∫ +∞

t
E(τ) dτ ≤ 1

A
E(t).(5)

Then we have
∀t ≥ 0, E(t) ≤ E(0) e1−At.(6)

Proof of Lemma 0.5.4.
The inequality (6) is verified for t ≤ 1

A
, this follows from the fact that E is a decreasing

function. We prove that (6) is verified for t ≥ 1
A
. Introduce the function

h : IR+ −→ IR+, h(t) =
∫ +∞

t
E(τ) dτ.

It is non-increasing and locally absolutely continuous. Differentiating and using (5) we find
that

∀t ≥ 0, h′(t) + Ah(t) ≤ 0.

Let
T0 = sup{t, h(t) > 0}.(7)

For every t < T0, we have
h′(t)
h(t)

≤ −A,

thus

h(0) ≤ e−At ≤ 1

A
E(0) e−At, for 0 ≤ t < T0.(8)

21
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Since h(t) = 0 if t ≥ T0, this inequality holds in fact for every t ∈ IR+. Let ε > 0. As E is
positive and decreasing, we deduce that

∀t ≥ ε, E(t) ≤ 1

ε

∫ t

t−ε
E(τ) dτ ≤ 1

ε
h(t− ε) ≤ 1

Aε
E(0) eεt e−At.

Choosing ε = 1
A
, we obtain

∀t ≥ 0, E(t) ≤ E(0) e1−At.

The proof of Lemma 0.5.4 is now completed.

0.5.2 Case of polynomial decay

Lemma 0.5.5 ([26]) Let E : IR+ → IR+ ( IR+ = [0, +∞)) be a non-increasing function
and assume that there are two constants q > 0 and A > 0 such that

∀t ≥ 0,
∫ +∞

t
Eq+1(τ) dτ ≤ 1

A
Eq(0)E(t).(9)

Then we have:

∀t ≥ 0, E(t) ≤ E(0)

(
1 + q

1 + Aq t

)1/q

.(10)

Remark 0.5.1 It is clear that Lemma 0.5.4, is similar to Lemma 0.5.5 in the case of q = 0.

Proof of Lemma 0.5.5.

If E(0) = 0, then E ≡ 0 and there is nothing to prove. Otherwise, replacing the function

E by the function
E

E(0)
we may assume that E(0) = 1.

Introduce the function

h : IR+ −→ IR+, h(t) =
∫ +∞

t
E(τ) dτ.

It is non-increasing and locally absolutely continuous. Differentiating and using (9) we find
that

∀t ≥ 0, −h′ ≥ (Ah)1+q.

where
T0 = sup{t, h(t) > 0}.

Integrating in [0, t] we obtain that

∀0 ≤ t < T0, h(t)−q − h(0)−σ ≥ σω1+qt,

hence

0 ≤ t < T0, h(t) ≤
(
h−q(0) + qA1+q t

)−1/q
.(11)
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Since h(t) = 0 if t ≥ T0, this inequality holds in fact for every t ∈ IR+. Since

h(0) ≤ 1

A
E(0)1+q =

1

A
,

by (9), the right-hand side of (11) is less than or equal to:

(
h−q(0) + qA1+q t

)−1/q ≤ 1

A
(1 + Aq t)−1/q,(12)

From other hand, E being nonnegative and non-increasing, we deduce from the definition of
h and the above estimate that:

∀s ≥ 0, E
(

1

A
+ (q + 1)s

)q+1

≤ 1
1
A

+ q + 1

∫ 1
A

+(q+1)s

s
E(τ)q+1 dτ

≤ A

1 + Aqs
h(s) ≤ A

1 + Aqs

1

A
(1 + Aqs)−

1
q ,

hence

∀S ≥ 0, E
(

1

A
+ (q + 1)S

)
≤ 1

(1 + Aq S)1/q
.

Choosing t =
1

A
+ (1 + q)s then the inequality (10) follows.Note that letting q → 0 in this

theorem we obtain (10).

0.6 New integral inequalities of P. Martinez

The above inequalities are verified only if the energy function is integrable, we will try to
resolve this problem by introducing some weighted integral inequalities, so we can estimate
the decay rate of the energy when it is slow. 0.5.4.

Lemma 0.6.1 ([33]) Let E : IR+ → IR+ be a non-increasing function and φ : IR+ →
IR+ an increasing C1 function such that

φ(0) = 0 and φ(t) → +∞ when t → +∞.(13)

Assume that there exist q ≥ 0 and A > 0 such that

∫ +∞

S
E(t)q+1φ′(t) dt ≤ 1

A
E(0)qE(S), 0 ≤ S < +∞.(14)

then we have

if q > 0, then E(t) ≤ E(0)

(
1 + q

1 + q A φ(t)

) 1
q

, ∀t ≥ 0,

if q = 0, then E(t) ≤ E(0) e1−A φ(t), ∀t ≥ 0.
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Proof of Lemma 0.6.1.
This Lemma is a generalization of Lemma 0.5.4, Let f : IR+ → IR+ be defined by f(x) :=
E(φ−1(x)), (we notice that φ−1 has a meaning by the hypotheses assumed on φ). f is non-
increasing, f(0) = E(0) and if we set x := φ(t) we obtain f is non-increasing, f(0) = E(0)
and if we set x := φ(t) we obtain

∫ φ(T )

φ(S)
f(x)q+1 dx =

∫ φ(T )

φ(S)
E

(
φ−1(x)

)q+1
dx =

∫ T

S
E(t)q+1φ′(t) dt

≤ 1

A
E(0)qE(S)

=
1

A
E(0)qf(φ(S)), 0 ≤ S < T < +∞.

Setting s := φ(S) and letting T → +∞, we deduce that

∀s ≥ 0,
∫ +∞

s
f(x)q+1 dx ≤ 1

A
E(0)qf(s).

Thanks to Lemma 0.5.4, we deduce the desired results.

0.7 Generalized inequalities of A. Guesmia

Lemma 0.7.1 (Guesmia [21]) Let E : IR+ → IR+ differentiable function, λ ∈ IR+ and
Ψ : IR+ → IR+ convex and increasing function such that Ψ(0) = 0. Assume that

∫ +∞
s Ψ(E(t)) dt ≤ E(s), ∀s ≥ 0.

E ′(t) ≤ λE(t), ∀t ≥ 0.

Then E satisfies the estimate

E(t) ≤ eτ0λT0d−1
(
eλ(t−h(t))Ψ

(
ψ−1

(
h(t) + ψ(E(0))

)))
, ∀t ≥ 0,

where

ψ(t) =
∫ 1

t

1

Ψ(s)
ds, ∀t > 0,

d(t) =





Ψ(t) if λ = 0,
∀t ≥ 0,∫ t

0

Ψ(s)

s
ds if λ > 0,

h(t) =





K−1(D(t)), if t > T0,

0 if t ∈ [0, T0],
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K(t) = D(t) +
ψ−1(t + ψ(E(0)))

Ψ(ψ−1(t + ψ(E(0))))
eλt, ∀t ≥ 0,

D(t) =
∫ t

0
eλs ds, ∀t ≥ 0,

T0 = D−1
( E(0)

Ψ(E(0))

)
, τ0 =

{
0, if t > T0,
1, if t ∈ [0, T0].

Remark 0.7.1 If λ = 0 (that is E is non increasing), then we have

E(t) ≤ ψ−1
(
h(t) + ψ(E(0))

)
, ∀t ≥ 0(15)

where ψ(t) =
∫ 1

t

1

Ψ(s)
, ds for t > 0, h(t) = 0 for 0 ≤ t ≤ E(0)

Ψ(E(0))
and

h−1(t) = t +
ψ−1

(
t + ψ(E(0))

)

Ψ
(
ψ−1

(
t + ψ(E(0))

)) , t > 0.

This particular result generalizes the one obtained by Martinez [33] in the particular case of
Ψ(t) = dtp+1 with p ≥ 0 and d > 0, and improves the one obtained by Eller, Lagnese and
Nicaise [20].

Proof of Lemma 0.7.1 Because E ′(t) ≤ λE(t) imply E(t) ≤ eλ(t−t0)E(t0) for all
t ≥ t0 ≥ 0, then, if E(t0) = 0 for some t0 ≥ 0, then E(t) = 0 for all t ≥ t0, and then there
is nothing to prove in this case. So we assume that E(t) > 0 for all t ≥ 0 without loss of
generality. Let:

L(s) =
∫ +∞

s
Ψ(E(t)) dt, ∀s ≥ 0.

We have, L(s) ≤ E(s), for all s ≥ 0. The function L is positive, decreasing and of class
C1( IR+) satisfying

−L′(s) = Ψ(E(s)) ≥ Ψ(L(s)), ∀s ≥ 0.

The function ψ is decreasing, then

(
ψ(L(s))

)′
=
−L′(s)
Ψ(L(s))

≥ 1, ∀s ≥ 0.

Integration on [0, t], we obtain

ψ(L(t)) ≥ t + ψ(E(0)), ∀t ≥ 0.(16)

Since Ψ is convex and Ψ(0) = 0, we have

Ψ(s) ≤ Ψ(1)s, ∀s ∈ [0, 1] and Ψ(s) ≥ Ψ(1)s, ∀s ≥ 1,
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then lim
t→0

ψ(t) = +∞ and [ψ(E(0)), +∞[⊂ Image (ψ). Then (16) imply that

L(t) ≤ ψ−1
(
t + ψ(E(0))

)
, ∀t ≥ 0.(17)

Now, for s ≥ 0, let

fs(t) = e−λt
∫ t

s
eλτ dτ, ∀t ≥ s.

The function fs is increasing on [s, +∞[ and strictly positive on ]s, +∞[ such that

fs(s) = 0 and f ′s(t) + λfs(t) = 1, ∀t ≥ s ≥ 0,

and the function d is well defined, positive and increasing such that:

d(t) ≤ Ψ(t) and λtd′(t) = λΨ(t), ∀t ≥ 0,

then
∂τ

(
fs(τ)d(E(τ))

)
= f ′s(τ)d(E(τ)) + fs(τ)E ′(τ)d′(E(τ))

≤
(
1− λfs(τ)

)
Ψ(E(τ)) + λfs(τ)Ψ(E(τ))

= Ψ(E(τ)), ∀τ ≥ s ≥ 0.

Integrating on [s, t], we obtain

L(s) ≥
∫ t

s
Ψ(E(τ)) dτ ≥ fs(t)d(E(t)), ∀t ≥ s ≥ 0.(18)

Since lim
t→+∞ d(s) = +∞, d(0) = 0 and d is increasing, then (17) and (18) imply

E(t) ≤ d−1


 inf

s∈[0,t[

ψ−1
(
s + ψ(E(0))

)

fs(t)


 , ∀t > 0.(19)

Now, let t > T0 and

J(s) =
ψ−1

(
s + ψ(E(0))

)

fs(t)
, ∀s ∈ [0, t[.

The function J is differentiable and we have

J ′(s) = f−2
s (t)

[
e−λ(t−s)ψ−1

(
s + ψ(E(0))

)
− fs(t)Ψ

(
ψ−1

(
s + ψ(E(0))

))]
.

Then
J ′(s) = 0 ⇔ K(s) = D(t) and J ′(s) < 0 ⇔ K(s) < D(T ).

Since K(0) =
E(0)

Ψ(E(0))
, D(0) = 0 and K and D are increasing (because ψ−1 is decreasing

and s 7→ s

Ψ(s)
, s > 0, is non increasing thanks to the fact that Ψ is convex). Then, for

t > T0,
inf

s∈[0,t[
J(s) = J

(
K−1(D(t))

)
= J(h(t)).
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Since h satisfies J ′(h(t)) = 0, we conclude from (19) our desired estimate for t > T0.
For t ∈ [0, T0], we have just to note that E ′(t) ≤ λE(t) and the fact that d ≤ Ψ implies

E(t) ≤ eλtE(0) ≤ eλT0E(0) ≤ eλT0Ψ−1
(
eλtΨ(E(0))

)
≤ eλT0d−1

(
eλtΨ(E(0))

)
.

Remark 0.7.2 Under the hypotheses of Lemma 0.7.1, we have lim
t→+∞E(t) = 0. Indeed, we

have just to choose s = 1
2
t in (19) instead of h(t) and note that d−1(0) = 0, lim

t→+∞ψ−1(t) = 0

and lim
t→+∞ f 1

2
t(t) > 0.

Lemma 0.7.2 (Guesmia [21]) Let E : IR+ −→ IR+ be a differentiable function , a :
IR+ −→ IR+∗ and λ : IR+ −→ IR+ two continuous functions .Assume that there exist

r ≥ 0 such that ∫ +∞

s
Er+1(t)dt ≤ a(s)E(s), ∀s ≥ 0(20)

E ′(t) ≤ λ(t)E(t), ∀t ≥ 0(21)

Then E verifies ,for all t ≥ 0,

E(t) ≤ E(0)

ω(0)
ω(h(t)exp(λ̃(t)− λ̃(h(t)))exp(−

∫ h(t)

0
ω(τ)dτ), if r = 0

and

E(t) ≤ ω(h(t))exp(λ̃(t)− λ̃(h(t)))

[(
ω(0)

E(0)

)r

+ r
∫ h(t)

0
ω(τ)r+1dτ

]−1/r

if r > 0

where λ̃(t) =
∫ t

0
λ(τ)dτ

Proof If E(s) = 0 or a(s) = 0 for one s ≥ 0 ,the first inequality implies E(t) = 0 for t ≥ s,we
suppose then that E(t) > 0 and a(t) > 0 for t ≥ 0

Put ω = 1
a

and Ψ(s) =
∫ +∞

s
Er+1(t)dt; we have

Ψ(s) ≤ 1

ω(s)
E(s), ∀s ≥ 0.(22)

the function Ψ is decreasing ,positive and of class C1 on IR+ and verifies:

Ψ′(s) = −Er+1(s) ≤ −(ω(s)Ψ(s))r+1, ∀s ≥ 0

then

Ψ(s) ≤ Ψ(0)exp
(∫ s

0
ω(τ)dτ

)
≤ E(0)

ω(0)
exp

(∫ s

0
ω(τ)dτ

)
if r = 0(23)

Ψ(s) ≤
(

(
ω(0)

E(0)
)r +

∫ s

0
(ω(τ))r+1dτ

)−1/r

if r > 0(24)
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Now we put for all s ≥ 0,

fs(t) = exp(−(r + 1)λ̃(t))
∫ t

s
exp((r + 1)λ̃(τ))dτ, ∀t ≥ s(25)

where fs(s) = 0 and f ′s(t) + (r + 1)λ(t)fs(t) = 1 , ∀t ≥ s ≥ 0.
Under the second hypothesis in the lemma, we deduce

Er+1(t) ≥ ∂t(fs(t)E
r+1(t)); ∀t ≥ s ≥ 0(26)

hence

Ψ(s) ≥
∫ g(s)

s
Er+1(t) ≥ fs(g(s))Er+1(g(s))); ∀s ≥ 0(27)

where g : IR+ −→ IR+∗ with Is(g(s)) = 0 , Is is defined by

Is(t) = (ω(s))r+1
∫ t

s
exp((r + 1)λ̃(τ))dτ

Let t > g(0) and s = h(t) with

h(t) =
{

0, if t ∈ [0, g(0)]
max g−1(t) if t ∈]g(0), +∞[

Hence we have g(s) = t and we deduce from (27 that, for all t ≥ g(0),

Ψ(h(t)) ≥ fh(t)(t)E
r+1(t) =

(
exp(−(r + 1)λ̃(t))

∫ t

h(t)
exp((r + 1)λ̃(τ))dτ

)
Er+1(t)

We conclude from (23 and (24 that ,for all t > g(0),

E(t) ≤ E(0)

ω(0)
exp(λ̃(t))

(∫ t

h(t)
exp(λ̃(τ))dτ

)−1

exp

(
−

∫ h(t)

0
ω(τ)dτ

)
if r = 0

and

E(t) ≤ exp(λ̃(t))

(∫ t

h(t)
exp((r + 1)λ̃(τ))dτ

) −1
r+1

×
(

( ω(0)
E(0)

)r + r
∫ h(t)

0
(ω(τ))r+1dτ

) −1
r(r+1)

if r > 0

The fact that I t
h(t) = Is(g(s)) = 0 , we obtain the result of the lemma for t > g(0).

If t ∈ [0, g(0)] the second inequality of the lemma implies that

E(t) ≤ E(0)exp(λ̃(t))

Since h(t) = 0 on [0, g(0)], E(0)exp(λ̃(t)) is identically equal to the left hand side of the
results of the lemma.That conclude the proof.
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Lemma 0.7.3 (Guesmia [21]) Let E : IR+ −→ IR+ be a differentiable function , a1, a2 ∈
IR+∗ and a3, λ, r, p ∈ IR+ such that

a3λ(r + 1) < 1

and for all 0 ≤ s ≤ T < +∞ ,

∫ T

s
Er+1(t)dt ≤ a1(s)E(s) + a2E

p+1(s) + a3E
r+1(T ),

E ′(t) ≤ λE(t), ∀t ≥ 0

Then there exist two positive constants ω and c such that ,for all t ≥ 0,

E(t) ≤ ce−ωt, if r = 0

E(t) ≤ c(1 + t)−1/r, if r > 0 and λ = 0

E(t) ≤ c(1 + t)
−1

r(r+1) , if r > 0 and λ > 0

Proof:
We show that E verifies the inequality (20).Applying the lemma (0.7.2),we have

a3E
r+1(T ) = a3

∫ T

s
E ′r+1(t)dt + a3E

r+1(s)

≤ a3(r + 1)
∫ T

s
λEr+1(t)dt + a3E

r+1(s)

Under (20),we obtain: ∫ +∞

s
Er+1(t)dt ≤ b(s)E(s), ∀s ≥ 0(28)

where

b(s) =
a1 + a2E

p(s) + a3E
r(s)

1− a3λ(r + 1)
, ∀s ≥ 0

We consider the function f0 defined in (25)and integrating on [0, s] the inequality

Er+1(t) ≥ ∂t(f0(t)E
r+1(t)), ∀t ≥ 0

we obtain under (28)

b(0)E(0) ≥
∫ s

0
Er+1(t)dt ≥ f0(s)E

r+1(s), ∀s ≥ 0

then

E(s) ≤
(

b(0)E(0)

f0(s)

) 1
r+1

, ∀s ≥ 0
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on the other hand, the conditions of the lemma implies that

E(s) ≤ E(0)exp(λ̃(s) ∀s ≥ 0

Hence

E(s) ≤ min



E(0)exp(λ̃(s),

(
b(0)E(0)

f0(s)

) 1
r+1



 = d(s) ∀s ≥ 0

d is continuous and positive and

b(s) ≤ a1 + a2(d(s))p + a3(d(s))r

1− a3λ(r + 1)
, ∀s ≥ 0

Hence we can conclude from (28) the first inequality (20) of the lemma (0.7.2) with

a(s) =
a1 + a2(d(s))p + a3(d(s))r

1− a3λ(r + 1)
, ∀s ≥ 0

This completes the proof.



Chapter 1

ENERGY DECAY OF SOLUTIONS
FOR A WAVE EQUATION WITH A
CONSTANT WEAK DELAY AND A
WEAK INTERNAL FEEDBACK

1.1 Introduction

In this chapter we investigate the decay properties of solutions for the initial boundary value
problem for the linear wave equation of the form

(P )





u′′(x, t)−∆xu(x, t) + µ1(t) u′(x, t) + µ2(t) u′(x, t− τ) = 0 in Ω×]0, +∞[,
u(x, t) = 0 on Γ×]0, +∞[,
u(x, 0) = u0(x), ut(x, 0) = u1(x) on Ω,
ut(x, t− τ) = f0(x, t− τ) on Ω×]0, τ [,

where Ω is a bounded domain in IRn, n ∈ IN∗, with a smooth boundary ∂Ω = Γ, τ > 0 is a
time delay and the initial data (u0, u1, f0) belong to a suitable function space.

In absence of delay (µ2 = 0), the energy of problem (P ) is exponentially decaying to
zero provided that µ1 is constant, see, for instance, [14], [15], [26], [27] and [38]. On the
contrary, if µ1 = 0 and µ2 > 0 (a constant weight), that is, there exits only the internal delay,
the system (P ) becomes unstable (see, for instance [19]). In recent years, the PDEs with
time delay effects have become an active area of research since they arise in many pratical
problems (see, for example, [1], [47]). In [19], it has been shown that a small delay in a
boundary control could turn a well-behave hyperbolic system into a wild one and, therefore,
delay becomes a source of instability. To stabilize a hyperbolic system involving input delay
terms, additional control terms will be necessary (see [40], [41], [49]). For instance, the
authors of [40] studied the wave equation with a linear internal damping term with constant
delay (τ = const in the problem (P )) and determined suitable relations between µ1 and µ2,
for which the stability or alternatively instability takes place. More precisely, they showed
that the energy is exponentially stable if µ2 < µ1 and they also found a sequence of delays

31
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for which the corresponding solution of (P ) will be instable if µ2 ≥ µ1. The main approach
used in [40] is an observability inequality obtained with a Carleman estimate. The same
results were obtained if both the damping and the delay are acting on the boundary. We
also recall the result by Xu, Yung and Li [49], where the authors proved a result similar to
the one in [40] for the one-space dimension by adopting the spectral analysis approach.

In [44], Nicaise, Pignotti and Valein extended the above result to higher space dimensions
and established an exponential decay.

Our purpose in this chapter is to give an energy decay estimate of the solution of problem
(P ) in the presence of a delay term with a weight depending on time. We use the Galerkin
approximation scheme and the multiplier technique to prove our results.

1.2 Preliminaries and main results

First assume the following hypotheses:
(H1) µ1 : IR+ →]0, +∞[ is a non-increasing function of class C1( IR+) satisfying

∣∣∣∣
µ′1(t)
µ1(t)

∣∣∣∣ ≤ M,(1.1)

(H2) µ2 : IR+ → IR is a function of class C1( IR+), which is not necessarily positive or
monotone, such that

|µ2(t)| ≤ βµ1(t),(1.2)

|µ′2(t)| ≤ M̃µ1(t),(1.3)

for some 0 < β < 1 and M̃ > 0.
We now state a Lemma needed later.

Lemma 1.2.1 (Martinez[33]) Let E : IR+ → IR+ be a non increasing function and
φ : IR+ → IR+ an increasing C1 function such that

φ(0) = 0 and φ(t) → +∞ as t → +∞.

Assume that there exist σ > −1 and ω > 0 such that
∫ +∞

S
E1+σ(t)φ′(t) dt ≤ 1

ω
Eσ(0)E(S). 0 ≤ S < +∞,(1.4)

Then

E(t) = 0 ∀t ≥ E(0)σ

ω|σ| , if − 1 < σ < 0(1.5)

E(t) ≤ E(0)

(
1 + σ

1 + ωσφ(t)

) 1
σ

∀t ≥ 0, if σ > 0,(1.6)

E(t) ≤ E(0)e1−ωφ(t)∀t ≥ 0, if σ = 0.(1.7)
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We introduce, as in [40], the new variable

z(x, ρ, t) = ut(x, t− τρ), x ∈ Ω, ρ ∈ (0, 1), t > 0.(1.8)

Then, we have
τzt(x, ρ, t) + zρ(x, ρ, t) = 0, in Ω× (0, 1)× (0, +∞).(1.9)

Therefore, problem (P ) takes the form:




u′′(x, t)−∆xu(x, t) + µ1(t)u
′(x, t) + µ2(t)z(x, 1, t) = 0, x ∈ Ω, t > 0,

τzt(x, ρ, t) + zρ(x, ρ, t) = 0, x ∈ Ω, ρ ∈ (0, 1), t > 0,
u(x, t) = 0, x ∈ ∂Ω, t > 0,
z(x, 0, t) = u′(x, t) x ∈ Ω, t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x) x ∈ Ω,
z(x, ρ, 0) = f0(x,−τρ) x ∈ Ω, ρ ∈ (0, 1).

(1.10)

Let ξ be a positive constant such that

τβ < ξ < τ(2− β).(1.11)

We define the energy of the solution by:

E(t) =
1

2
‖u′(t)‖2

2 +
1

2
‖∇xu(t)‖2

2 +
ξ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx,(1.12)

where
ξ(t) = ξµ1(t).

We have the following theorem.

Theorem 1.2.1 Let (u0, u1, f0) ∈ (H2(Ω) ∩H1
0 (Ω)) ×H1

0 (Ω) ×H1
0 (Ω; H1(0, 1)) satisfy the

compatibility condition
f0(., 0) = u1.

Assume that (H1) and (H2) hold. Then problem (P ) admits a unique global weak solution

u ∈ L∞loc((−τ,∞); H2(Ω) ∩H1
0 (Ω)), u′ ∈ L∞loc((−τ,∞); H1

0 (Ω)), u′′ ∈ L∞loc((−τ,∞); L2(Ω)).

Moreover, for some positive constants c, ω, we obtain the following decay property:

E(t) ≤ cE(0)e−ω
∫ t

0
µ1(s) ds, ∀ t ≥ 0.(1.13)

Lemma 1.2.2 Let (u, z) be a solution to the problem (1.10). Then, the energy functional
defined by (1.12) satisfies

E ′(t) ≤ −
(
µ1(t) − ξ(t)

2τ
− |µ2(t)|

2

)
‖ut(x, t)‖2

2 −
(

ξ(t)

2τ
− |µ2(t)|

2

)
‖z(x, 1, t)‖2

2

≤ 0.(1.14)
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Proof. Multiplying the first equation in (1.10) by ut(x, t), integrating over Ω and using
Green’s identity, we obtain:

1

2

∂

∂t
‖ut(x, t)‖2

2 +
1

2

∂

∂t
‖∇u(x, t)‖2

2

+ µ1(t) ‖ut(x, t)‖2
2 + µ2(t)

∫

Ω
ut(x, t− τ)ut(x, t) dx = 0.

(1.15)

We multiply the second equation in (1.10) by ξ(t)z and integrate over Ω× (0, 1) to obtain:

ξ(t)τ
∫

Ω

∫ 1

0
zt(x, ρ, t)z(x, ρ, t) dρ dx + ξ(t)

∫

Ω

∫ 1

0
zρ(x, ρ, t)z(x, ρ, t)) dρ dx = 0.(1.16)

This yields

ξ(t)τ

2

d

dt

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx +

ξ(t)

2

∫

Ω

∫ 1

0

∂

∂ρ
z2(x, ρ, t)) dρ dx = 0,

which gives

τ

2

[
d

dt

(
ξ(t)

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

)
− ξ′(t)

∫ 1

0

∫

Ω
z2(x, ρ, t) dρdx

]

+
ξ(t)

2

∫

Ω
z2(x, 1, t) dx− ξ(t)

2

∫

Ω
u2

t (x, t) dx = 0.

Consequently,

τ

2

d

dt

(
ξ(t)

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

)
=

=
τ

2
ξ′(t)

∫

Ω

∫ 1

0
z2(x, ρ, t) dρdx− ξ(t)

2

∫

Ω
z2(x, 1, t) dx +

ξ(t)

2

∫

Ω
u2

t (x, t) dx.
(1.17)

Combination of (1.15) and (1.17) leads to

1

2

∂

∂t

[
‖ut(x, t)‖2

2 + ‖∇u(x, t)‖2
2 + ξ(t)

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

]

= −µ1(t)‖ut(x, t)‖2
2 − µ2(t)

∫

Ω
z(x, 1, t)ut(x, t) dx

+
1

2
ξ′(t)

∫

Ω

∫ 1

0
z2(x, ρ, t) dρdx− ξ(t)

2τ

∫

Ω
z2(x, 1, t) dx +

ξ(t)

2τ
‖ut(x, t)‖2

2.

Recalling the definition of E(t) in (1.12), we arrive at

E ′(t) = −
(
µ1(t) − ξ(t)

2τ

)
‖ut(x, t)‖2

2 − µ2(t)
∫

Ω
z(x, 1, t)ut(x, t) dx

+
1

2
ξ′(t)

∫

Ω

∫ 1

0
z2(x, ρ, t) dρdx− ξ(t)

2τ

∫

Ω
z2(x, 1, t) dx.

≤ −
(
µ1(t)− ξ(t)

2τ

)
‖ut(x, t)‖2

2 − µ2(t)
∫

Ω
z(x, 1, t)ut(x, t) dx

−ξ(t)

2τ

∫

Ω
z2(x, 1, t) dx.

(1.18)
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Due to Young’s inequality, we have

∫

Ω
z(x, 1, t)ut(x, t) dx ≤ 1

2
‖ut(x, t)‖2

2 +
1

2
‖z(x, 1, t)‖2

2.(1.19)

Inserting (1.19) into (1.18), we obtain

E ′(t) ≤ −
(
µ1(t) − ξ(t)

2τ
− |µ2(t)|

2

)
‖ut(x, t)‖2

2 −
(

ξ(t)

2τ
− |µ2(t)|

2

)
‖z(x, 1, t)‖2

2

≤ −µ1(t)

(
1− ξ

2τ
− β

2

)
‖ut(x, t)‖2

2 − µ1(t)

(
ξ

2τ
− β

2

)
‖z(x, 1, t)‖2

2 ≤ 0.

(1.20)

This completes the proof of the lemma.

1.3 Global Existence

Throughout this section we assume u0 ∈ H2(Ω)∩H1
0 (Ω) and u1 ∈ H1

0 (Ω), f0 ∈ L2(Ω; H1(0, 1)).
We employ the Galerkin method to construct a global solution. Let T > 0 be fixed and

denote by Vk the space generated by {w1, w2, . . . , wk} where the set {wk, k ∈ IN} is a basis
of H2(Ω) ∩H1

0 (Ω).
Now, we define for 1 ≤ j ≤ k the sequence φj(x, ρ) as follows:

φj(x, 0) = wj.

Then, we may extend φj(x, 0) by φj(x, ρ) over L2(Ω× (0, 1)) such that (φj)j form a basis of
L2(Ω; H1(0, 1)) and denote by Zk the space generated by {φ1, φ2, . . . , φk}.

We construct approximate solutions (uk, zk), k = 1, 2, 3, . . . , in the form

uk(t) =
k∑

j=1

gjk(t)wj, zk(t) =
k∑

j=1

hjk(t)φj,

where gjk and hjk (j = 1, 2, . . . , k) are determined by the following system of ordinary
differential equations:





(u′′k(t), wj) + (∇xuk(t),∇xwj) + µ1(t)(u
′
k, wj) + µ2(t)(zk(., 1), wj) = 0,

1 ≤ j ≤ k,
zk(x, 0, t) = u′k(x, t),

(1.21)

associated with the initial conditions

uk(0) = u0k =
k∑

j=1

(u0, wj)wj → u0 in H2(Ω) ∩H1
0 (Ω) as k → +∞,(1.22)

u′k(0) = u1k =
k∑

j=1

(u1, wj)wj → u1 in H1
0 (Ω) as k → +∞,(1.23)



36 Wave equation with a constant weak delay

and {
(τzkt + zkρ, φj) = 0,
1 ≤ j ≤ k,

(1.24)

zk(ρ, 0) = z0k =
k∑

j=1

(f0, φj)φj → f0 in L2(Ω; H1(0, 1)) as k → +∞.(1.25)

By virtue of the theory of ordinary differential equations, the system (1.21)-(1.25) has a
unique local solution which is extended to a maximal interval [0, Tk[ (with 0 < Tk ≤ +∞)
by Zorn lemma. Note that uk(t) is of class C2.

In the next step, we obtain a priori estimates for the solution of the system (1.21)-(1.25),
so that it can be extended beyond [0, Tk[ to obtain a solution defined for all t > 0. Then, we
utilize a standard compactness argument for the limiting procedure.
The first estimate. Since the sequences u0k, u1k and z0k converge, then from (1.14) we can
find a positive constant C independent of k such that

Ek(t) +
∫ t

0
a1(s)‖u′k(s)‖2

2 ds +
∫ t

0
a2(s)‖zk(x, 1, s)‖2

2 ds ≤ Ek(0) ≤ C,(1.26)

where

Ek(t) =
1

2
‖u′k(t)‖2

2 +
1

2
‖∇xuk(t)‖2

2 +
ξ(t)

2

∫

Ω

∫ 1

0
z2

k(x, ρ, t) dρ dx,

a1(t) = µ1(t)

(
1− ξ

2τ
− β

2

)
and a2(t) = µ1(t)

(
ξ

2τ
− β

2

)
.

These estimates imply that the solution (uk, zk) exists globally in [0, +∞[.
Estimate (1.26) yields

(uk) is bounded in L∞loc(0,∞; H1
0 (Ω)),(1.27)

(u′k) is bounded in L∞loc(0,∞; L2(Ω)),(1.28)

µ1(t)(u
′2
k(t)) is bounded in L1(Ω× (0, T )),(1.29)

µ1(t)(z
2
k(x, ρ, t)) is bounded in L∞loc(0,∞; L1(Ω× (0, 1))),(1.30)

µ1(t)(z
2
k(x, 1, t)) is bounded in L1(Ω× (0, T )).(1.31)

The second estimate. We first estimate u′′k(0). Replacing wj by u′′k(t) in (1.21) and taking
t = 0, we obtain:

‖u′′k(0)‖2 ≤ ‖∆xu0k‖2 + µ1(0)‖u1k‖2 + |µ2(0)|‖z0k‖2

≤ ‖∆xu0‖2 + µ1(0)‖u1‖2 + |µ2(0)|‖z0‖2

≤ C.

Differentiating (1.21) with respect to t, we get

(u′′′k (t) + ∆xu
′
k(t) + µ1(t)u

′′
k(t) + µ′1(t)u

′
k(t) + µ2(t)z

′
k(1, t) + µ′2(t)zk(1, t), wj) = 0.
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Multiplying by g′′jk(t), summing over j from 1 to k, it follows that

1

2

d

dt

(
‖u′′k(t)‖2

2 + ‖∇xu
′
k(t)‖2

2

)
+ µ1(t)

∫

Ω
u′′2k(t) dx + µ′1(t)

∫

Ω
u′′k(t)u′k(t) dx

+µ2(t)
∫

Ω
u′′k(t)z′k(x, 1, t) dx + µ′2(t)

∫

Ω
u′′k(t)zk(x, 1, t) dx = 0.

(1.32)

Differentiating (1.24) with respect to t, we get

(
τz′′k(t) +

∂

∂ρ
z′k, φj

)
= 0.

Multiplying by h′jk(t), summing over j from 1 to k, it follows that

τ

2

d

dt
‖z′k(t)‖2

2 +
1

2

d

dρ
‖z′k(t)‖2

2 = 0.(1.33)

Taking the sum of (1.32) and (1.33), we obtain that

1

2

d

dt

(
‖u′′k(t)‖2

2 + ‖∇xu
′
k(t)‖2

2 + τ
∫ 1

0
‖z′k(x, ρ, t)‖2

L2(Ω) dρ
)

+ µ1(t)
∫

Ω
u′′2k(t) dx

+
1

2

∫

Ω
|z′k(x, 1, t)|2 dx

= −µ2(t)
∫

Ω
u′′k(t)z′k(x, 1, t) dx− µ′1(t)

∫

Ω
u′′k(t)u′k(t) dx− µ′2(t)

∫

Ω
u′′k(t)zk(x, 1, t) dx

+
1

2
‖u′′k(t)‖2

2

Using (H1), (H2), Cauchy-Schwarz and Young’s inequalities, we obtain

1

2

d

dt

(
‖u′′k(t)‖2

2 + ‖∇xu
′
k(t)‖2

2 +
∫ 1

0
τ‖z′k(x, ρ, t)‖2

L2(Ω) dρ
)

+ µ1(t)
∫

Ω
u′′2k(t) dx

+
1

2

∫

Ω
|z′k(x, 1, t)|2 dx

≤ |µ2(t)|‖u′′k(t)‖2‖z′k(x, 1, t)‖2 + |µ′1(t)|‖u′′k(t)‖2|‖u′k(t)‖2 + |µ′2(t)|‖u′′k(t)‖2‖zk(x, 1, t)‖2

+
1

2
‖u′′k(t)‖2

2

≤ |µ2(t)|2
2

‖u′′k(t)‖2
2 +

1

2
‖z′k(x, 1, t)‖2

2 +
|µ′1(t)|

4
‖u′′k(t)‖2

2 + |µ′1(t)|‖u′k(t)‖2
2

+
|µ′2(t)|

4
‖u′′k(t)‖2

2 + |µ′2(t)|‖zk(x, 1, t)‖2
2 +

1

2
‖u′′k(t)‖2

2

≤ c′‖u′′k(t)‖2
2 + |µ′1(t)|‖u′k‖2

2 + |µ′2(t)|‖zk(x, 1, t)‖2
2 +

1

2
‖z′k(x, 1, t)‖2

2.

≤ c′‖u′′k(t)‖2
2 + Mµ1(t)‖u′k‖2

2 + M̃µ1(t)‖zk(x, 1, t)‖2
2 +

1

2
‖z′k(x, 1, t)‖2

2.
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Integrating the last inequality over (0, t) and using (1.26), we get

(
‖u′′k(t)‖2

2 + ‖∇xu
′
k(t)‖2

2 + τ
∫ 1

0
‖z′k(x, ρ, t)‖2

L2(Ω) dρ
)

≤
(
‖u′′k(0)‖2

2 + ‖∇xu
′
k(0)‖2

2 + τ
∫ 1

0
‖z′k(x, ρ, 0)‖2

L2(Ω) dρ
)

+ 2M
∫ t

0
µ1(s)‖u′k(s)‖2

2 ds

+2M̃
∫ t

0
µ1(s)‖zk(x, 1, s)‖2

2 ds + 2c′
∫ t

0
‖u′′k(s)‖2

2 ds

≤ C + C ′
∫ t

0

(
‖u′′k(s)‖2

2 + ‖∇xu
′
k(s)‖2

2 + τ
∫ 1

0
‖z′k(x, ρ, s)‖2

L2(Ω) dρ
)

ds.

Using Gronwall’s lemma, we deduce that

‖u′′k(t)‖2
2 + ‖∇xu

′
k(t)‖2

2 + τ
∫ 1

0
‖z′k(x, ρ, t)‖2

L2(Ω) dρ ≤ CeC′T

for all t ∈ IR+, therefore, we conclude that

(u′′k) is bounded in L∞loc(0,∞; L2(Ω)),(1.34)

(u′k) is bounded in L∞loc(0,∞; H1
0 (Ω)),(1.35)

(τz′k) is bounded in L∞loc(0,∞; L2(Ω× (0, 1))).(1.36)

Applying Dunford-Pettis’ theorem, we deduce from (1.27),(1.28), (1.29), (1.30),(1.31), (1.34),
(1.35) and (1.36), replacing the sequence uk with a subsequence if necessary, that

uk → u weak-star in L∞loc(0,∞; H2(Ω) ∩H1
0 (Ω)),(1.37)

u′k → u′ weak-star in L∞loc(0,∞; H1
0 (Ω)),

u′′k → u′′ weak-star in L∞loc(0,∞; L2(Ω)),(1.38)

u′k → χ weak in L2(Ω× (0, T ); µ1(t)),

zk → z weak-star in L∞loc(0,∞; H1
0 (Ω; L2(0, 1)),

z′k → z′ weak-star in L∞loc(0,∞; L2(Ω× (0, 1))),(1.39)

zk(x, 1, t) → ψ weak in L2(Ω× (0, T ), µ1(t))

for suitable functions u ∈ L∞(0, T ; H2(Ω) ∩H1
0 (Ω)), z ∈ L∞(0, T ; L2(Ω× (0, 1))),

χ ∈ L2(Ω × (0, T ); µ1(t)), ψ ∈ L2(Ω × (0, T ); µ1(t)), for all T ≥ 0. We have to show that u
is a solution of (P ).

From (1.35) we have that (u′k) is bounded in L∞(0, T ; H1
0 (Ω)). Then (u′k) is bounded

in L2(0, T ; H1
0 (Ω)). Since (u′′k) is bounded in L∞(0, T ; L2(Ω)), then (u′′k) is bounded in

L2(0, T ; L2(Ω)). Consequently, (u′k) is bounded in H1(Q).
Since the embedding H1(Q) ↪→ L2(Q) is compact, using Aubin-Lions theorem [31], we can
extract a subsequence (uς) of (uk) such that

u′ς → u′ strongly in L2(Q).(1.40)
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Therefore
u′ς → u′ strongly and a.e in Q.(1.41)

Similarly we obtain
zς → z strongly in L2(Ω× (0, 1)× (0, T ))(1.42)

and
zς → z strongly and a.e in Ω× (0, 1)× (0, T ).(1.43)

It follows at once, from (1.37), (1.38), (1.39), (1.40) and (1.27), that for each fixed v ∈
L2(0, T ; L2(Ω)) and w ∈ L2(0, T ; L2(Ω)× (0, 1))

∫ T

0

∫

Ω
(u′′ς −∆xuς + µ1(t)u

′
ς + µ2(t)zς)v dx dt

→
∫ T

0

∫

Ω
(u′′ −∆xu + µ1(t)u

′ + µ2(t)z)v dx dt
(1.44)

∫ T

0

∫ 1

0

∫

Ω
(τz′ς +

∂

∂ρ
zς)w dx dρ dt →

∫ T

0

∫ 1

0

∫

Ω
(τz′ +

∂

∂ρ
z)w dx dρ dt(1.45)

as ς → +∞. Thus the problem (P ) admits a global weak solution u.
Uniqueness. Let (u1, z1) and (u2, z2) be two solutions of problem (1.10). Then (w, w̃) =
(u1, z1)− (u2, z2) satisfies





w′′(x, t)−∆xw(x, t) + µ1(t)w
′(x, t)

+µ2(t)w̃(x, 1, t) = 0, in Ω×]0, +∞[,
τ w̃′(x, ρ, t) + w̃ρ(x, ρ, t) = 0, in Ω×]0, 1[×]0, +∞[
w(x, t) = 0, on ∂Ω×]0, +∞[
w̃(x, 0, t) = w′(x, t) on Ω×]0, +∞[
w(x, 0) = 0, w′(x, 0) = 0 in Ω
w̃(x, ρ, 0) = 0 in Ω×]0, 1[

(1.46)

Multiplying the first equation in (1.46) by w′, integrating over Ω and using integration by
parts, we get

1

2

d

dt
(‖w′‖2

2 + ‖∇xw‖2
2) + µ1(t)‖w′‖2

2 + µ2(t)(w̃(x, 1, t), w′) = 0.(1.47)

Multiplying the second equation in (1.46) by w̃, integrating over Ω × (0, 1) and using inte-
gration by parts, we get

τ

2

d

dt
‖w̃‖2

2 +
1

2

d

dρ
‖w̃‖2

2 = 0.(1.48)

Then
τ

2

d

dt

∫ 1

0
‖w̃‖2

2 dρ +
1

2
(‖w̃(x, 1, t)‖2

2 − ‖w′‖2
2) = 0.(1.49)

From (1.47), (1.49), using Cauchy-Schwarz inequality we get

1

2

d

dt

(
‖w′‖2

2 + ‖∇xw‖2
2 + τ

∫ 1

0
‖w̃‖2

2 dρ
)

+ µ1(t)‖w′‖2
2 +

1

2
‖w̃(x, 1, t)‖2

2

= −µ2(t)(w̃(x, 1, t), w′) +
1

2
‖w′‖2

2

≤ |µ2(t)|‖w̃(x, 1, t)‖2‖w′‖2 +
1

2
‖w′‖2

2.
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Using Young inequality, we obtain

1

2

d

dt

(
‖w′‖2

2 + ‖∇xw‖2
2 + τ

∫ 1

0
‖w̃‖2

2 dρ
)
≤ c‖w′‖2

2,

where c is a positive constant. Then integrating over (0, t), using Gronwalls lemma, we
conclude that

‖w′‖2
2 + ‖∇xw‖2

2 + τ
∫ 1

0
‖w̃‖2

2 dρ = 0.

Hence, uniqueness follows.

1.4 Asymptotic Behavior

From now on, we denote by c various positive constants which may be different at different
occurrences. We multiply the first equation of (1.10) by φ′Equ, where φ is a bounded function
satisfying all the hypotheses of Lemma 1.2.1. We obtain

0 =
∫ T

S
Eqφ′

∫

Ω
u

(
u′′ −∆u + µ1(t)u

′ + µ2(t)z(x, 1, t)
)

dx dt

=
[
Eqφ′

∫

Ω
uu′ dx

]T

S
−

∫ T

S
(qE ′Eq−1φ′ + Eqφ′′)

∫

Ω
uu′ dxdt

−2
∫ T

S
Eqφ′

∫

Ω
u′2 dx dt +

∫ T

S
Eqφ′

∫

Ω

(
u′2 + |∇u|2

)
dxdt

+
∫ T

S
Eqφ′µ1(t)

∫

Ω
uu′ dx dt +

∫ T

S
Eqφ′µ2(t)

∫

Ω
uz(x, 1, t) dx dt.

Similarly, we multiply the second equation of (1.10) by Eqφ′ξ(t)e−2τρz(x, ρ, t) and get

0 =
∫ T

S
Eqφ′

∫

Ω

∫ 1

0
e−2τρξ(t)z

(
τzt + zρ

)
dxdρdt

=
[
1

2
Eqφ′ξ(t)τ

∫

Ω

∫ 1

0
e−2τρz2 dxdρ

]T

S

−1

2

∫ T

S

∫

Ω

∫ 1

0

(
Eqφ′ξ(t)τe−2τρ

)′
z2 dxdρdt

+
∫ T

S
Eqφ′

∫

Ω

∫ 1

0
ξ(t)

(
1

2

∂

∂ρ

(
e−2τρz2

)
+ τe−2τρz2

)
dxdρdt

=
[
1

2
Eqφ′ξ(t)τ

∫

Ω

∫ 1

0
e−2τ(t)ρz2 dxdρ

]T

S

−τ

2

∫ T

S
(Eqφ′ξ(t))′

∫

Ω

∫ 1

0
e−2τρz2 dxdρdt

+
1

2

∫ T

S
Eqφ′ξ(t)

∫

Ω

(
e−2τz2(x, 1, t)− z2(x, 0, t)

)
dxdt

+
∫ T

S
Eqφ′ξ(t)τ

∫ 1

0

∫

Ω
e−2τρz2 dxdρdt.
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Taking their sum, we obtain

A
∫ T

S
Eq+1φ′ dt ≤ −

[
Eqφ′

∫

Ω
uu′ dx

]T

S
+

∫ T

S
(qE ′Eq−1φ′ + Eqφ′′)

∫

Ω
uu′ dxdt

+2
∫ T

S
Eqφ′

∫

Ω
u′2 dxdt−

∫ T

S
µ1(t)E

qφ′
∫

Ω
uu′ dxdt−

∫ T

S
µ2(t)E

qφ′
∫

Ω
uz(x, 1, t) dxdt

−
[
1

2
Eqφ′ξ(t)τ

∫

Ω

∫ 1

0
e−2τρz2 dxdρ

]T

S
+

1

2

∫ T

S
(Eqφ′ξ(t))′ τ

∫

Ω

∫ 1

0
e−2τρz2 dxdρdt

−1

2

∫ T

S
Eqφ′ξ(t)

∫

Ω

(
e−2τ(t)z2(x, 1, t)− z2(x, 0, t)

)
dxdt,

(1.50)

where A = 2 min{1, e−2τ1}. Using the Cauchy-Schwarz and Poincaré’s inequalities and the
definition of E and assuming that φ′ is a bounded non-negative function on IR+, we get

∣∣∣∣Eq(t)φ′
∫

Ω
uu′ dx

∣∣∣∣ ≤ cE(t)q+1.

By recalling (1.14), we have
∫ T

S

∣∣∣∣qE ′Eq−1φ′
∫

Ω
uu′ dx

∣∣∣∣ dt ≤ c
∫ T

S
Eq(t)|E ′(t)| dt ≤ c

∫ T

S
Eq(t)(−E ′(t)) dt ≤ cEq+1(S),

∫ T

S
Eqφ′′

∫

Ω
uu′ dx dt ≤ c

∫ T

S
Eq+1(t)(−φ′′) ≤ cEq+1(S)

∫ T

S
(−φ′′) dt ≤ cEq+1(S),

and ∫ T

S
Eqφ′

∫

Ω
u′2 dxdt ≤ c

∫ T

S
Eqφ′

1

µ1(t)

∫

Ω
µ1(t)u

′2 dxdt

≤
∫ T

S
Eq φ′

µ1(t)
(−E ′) dt.

(1.51)

Define

φ(t) =
∫ t

0
µ1(s) ds.(1.52)

It is clear that φ is a non-decreasing function of class C1 on IR+, φ is bounded and

φ(t) → +∞ as t → +∞.(1.53)

So, we deduce, from (1.51), that
∫ T

S
Eqφ′

∫

Ω
u′2 dxdt ≤ c

∫ T

S
Eq(−E ′) dt ≤ cEq+1(S),(1.54)

By the hypothesis (H1), Young’s and Poincaré’s inequality and (1.14), we have
∣∣∣∣∣
∫ T

S
Eqφ′

∫

Ω
uu′ dx dt

∣∣∣∣∣ ≤ c
∫ T

S
Eqφ′‖u‖2‖u′‖2 dt

≤ cε′
∫ T

S
Eqφ′‖u‖2

2 dt + c(ε′)
∫ T

S
Eqφ′‖u′‖2

2 dt

≤ ε′c∗
∫ T

S
Eqφ′‖∇xu‖2

2 dt + c(ε′)
∫ T

S
Eqφ′‖u′‖2

2 dt

≤ ε′c∗
∫ T

S
Eq+1φ′ dt + cEq+1(S).
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Recalling that ξ′ ≤ 0 and the definition of E, we have

∫ T

S
(Eqξ(t))′ τ

∫

Ω

∫ 1

0
e−2τρz2 dxdρdt ≤

∫ T

S
(Eq)′ ξ(t)τ

∫

Ω

∫ 1

0
e−2τρz2 dxdρdt

≤ c
∫ T

S
Eq|E ′| dt

≤ c
∫ T

S
Eq(−E ′(t)) dt

≤ cEq+1(S)

∫ T

S
Eqξ(t)

∫

Ω
e−2τz2(x, 1, t) dxdt ≤ c

∫ T

S
Eqξ(t)

∫

Ω
z2(x, 1, t) dxdt

≤ c
∫ T

S
Eq (−E ′) dt

≤ cEq+1(S)
∫ T

S
Eqξ(t)

∫

Ω
z2(x, 0, t) dxdt =

∫ T

S
Eqξ(t)

∫

Ω
u′2(x, t) dxdt

≤ cEq+1(S),

where we have also used the Cauchy-Schwarz inequality. Combining these estimates and
choosing ε′ sufficiently small, we conclude from (1.50) that

∫ T

S
Eq+1φ′ dt ≤ CEq+1(S).

This ends the proof of Theorem 1.2.1.
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Chapter 2

GLOBAL EXISTENCE AND
ENERGY DECAY OF SOLUTIONS
TO A VISCOELASTIC WAVE
EQUATION WITH A DELAY
TERM IN THE NONLINEAR
INTERNAL FEEDBACK

2.1 Introduction

In this chapter we investigate the existence and decay properties of solutions for the initial
boundary value problem of the nonlinear viscoelastic wave equation of the type

(P )





utt(x, t)−∆xu(x, t) +
∫ t

0
h(t− s)∆xu(x, s) ds

+µ1g1(ut(x, t)) + µ2g2(ut(x, t− τ)) = 0 in Ω×]0, +∞[,
u(x, t) = 0 on Γ×]0, +∞[,
u(x, 0) = u0(x), ut(x, 0) = u1(x) in Ω,
ut(x, t− τ) = f0(x, t− τ) in Ω×]0, τ [,

where Ω is a bounded domain in IRn, n ∈ IN∗, with a smooth boundary ∂Ω = Γ, h is
a positive nonincreasing function defined on IR+, g1 and g2 are two functions, τ > 0 is a
time delay, µ1 and µ2 are positive real numbers, and the initial data (u0, u1, f0) belong to a
suitable function space.

In the absence of the viscoelastic term (that is, if h = 0), problem (P ) has been studied by
many mathematicians. It is well known that in the further absence of a damping mechanism,
the delay term causes instability of system (see, for instance [19]). In the contrast, in the
absence of the delay term, the damping term assures global existence for arbitrary initial
data and energy decay estimates depending on the rate of growth of g1 (see [2],[6], [24],
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44 Viscoelastic wave equation with a delay term

[26] and [30]). In recent years, the PDEs with time delay effects have become an active area
of research and arise in many pratical real world problems (see for example [1], [47]). To
stabilize a hyperbolic system involving delay terms, additional control terms are necessary
(see [40], [41] and [49]). In [40] the authors examined problem (P ) in the linear situation
(that is, if g1(s) = g2(s) = s ∀s ∈ IR) and determined suitable relations between µ1 and µ2,
for which the stability or alternatively instability takes place. More precisely, they showed
that the energy is exponentially stable if µ2 < µ1 and they found a sequence of delays for
which the corresponding solution of (P ) will be instable if µ2 ≥ µ1. The main approach used
in [40] is an observability inequality obtained with a Carleman estimate. The same results
were obtained if both the damping and the delay acting in the boundary domain. We also
recall the result by Xu, Yung and Li [49], where the authors proved the same result as in
[40] for the one space dimension by adopting the spectral analysis approach. Very recently,
Benaissa and Louhibi [7] extended the result of [40] to the nonlinear case.

In the presence of the viscoelastic term (h 6= 0), Cavalcanti et al. [12] studied (P ) for
g2 ≡ 0 and in the presence of a linear localized frictional damping (a(x)ut). They obtained
an exponential rate of decay by assuming that the kernel h is of exponential decay. This
work was later improved by Berrimi and Messaoudi [9] by introducing a different functional,
which allowed them to weaken the conditions on h. In [36], Messaoudi investigated the
decay rate to (P ) under a more general condition on h and improved earlier results in which
only the exponential and polynomial rates were considered. Kirane and Said Houari [7]
extended the result in [36] to the case when g1, g2 are linear and µ1 ≥ µ2.

Our purpose in this chapter is to give a global solvability and energy decay estimates of
the solutions of problem (P ) when h is of general decay rate and g1, g2 are nonlinear. To
obtain global solutions of problem (P ), we use the Galerkin approximation scheme (see [31])
together with the energy estimate method. The technic based on the theory of nonlinear
semigroups used in [40] does not seem to be applicable in the nonlinear case.

To prove decay estimates, we use a perturbed energy method and some properties of
convex functions. These arguments of convexity were introduced and developed by Lasiecka
et al. [13], [18], [28], [29] and [30], and used by Liu and Zuazua [32], Eller et al [20] and
Alabau-Boussouira [2].

2.2 Preliminaries and main results

For the relaxation function, the damping and the delay functions, we make the following
hypotheses:
(H1) (∗) h : IR+ → IR+ is a C2 function satisfying

h(0) = h0 > 0, l =
∫ +∞

0
h(s)ds < 1.

(∗∗) There exists a non-increasing differentiable function ζ : IR+ → IR+ such that

h′(s) ≤ −ζ(s)h(s), ∀s ≥ 0.
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and ∫ +∞

0
ζ(s) ds = +∞.

(H2) g1 : IR → IR is a non-decreasing function of class C( IR) such that there exist
ε′, c1, c2, α1, α2 > 0 and a convex and increasing function H : IR+ → IR+ of the class
C1( IR+) ∩C2(]0,∞[) satisfying H(0) = 0, and H linear on [0, ε′] or (H ′(0) = 0 and H ′′ > 0
on ]0, ε′]), such that

|g1(s)| ≤ c2|s|, if |s| ≥ ε′.(2.1)

g2
1(s) ≤ H−1(sg1(s)), if |s| ≤ ε′.(2.2)

g2 : IR → IR is an odd non-decreasing function of the class C1( IR) such that there exist
c3, α1, α2 > 0

|g′2(s)| ≤ c3(2.3)

α1 sg2(s) ≤ G2(s) ≤ α2 sg1(s),(2.4)

where

G2(s) =
∫ s

0
g2(r) dr.

α2µ2 < α1µ1.(2.5)

Remark 2.2.1 1.By the mean value Theorem for integrals and the monotonicity of g2, we
find that

G2(s) =
∫ s

0
g2(r) dr ≤ sg2(s).

Then, α1 ≤ 1.
2. We need condition (2.3) only to prove global existence. For the energy decay, we can

replace the linear growth of the function g2(s), for large |s|, by nonlinear polynomial growth.

We also state a Lemma which will be needed later.

Lemma 2.2.1 (Sobolev-Poincaré’s inequality) Let q be a number with 2 ≤ q < +∞ (n =
1, 2) or 2 ≤ q ≤ 2n/(n− 2) (n ≥ 3). Then there is a constant c∗ = c∗(Ω, q) such that

‖u‖q ≤ c∗‖∇u‖2 for u ∈ H1
0 (Ω).

We introduce as in [40] the new variable

z(x, ρ, t) = ut(x, t− τρ), x ∈ Ω, ρ ∈]0, 1[, t > 0.(2.6)

Then, we have

τzt(x, ρ, t) + zρ(x, ρ, t) = 0, in Ω×]0, 1[×]0, +∞[.(2.7)
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Therefore, problem (P ) takes the form:





utt(x, t)−∆xu(x, t) +
∫ t

0
h(t− s)∆xu(x, s)ds + µ1g1(ut(x, t))

+µ2g2(z(x, 1, t)) = 0, in Ω×]0, +∞[,
τzt(x, ρ, t) + zρ(x, ρ, t) = 0, in Ω×]0, 1[×]0, +∞[,
u(x, t) = 0, on ∂Ω× [0, +∞[,
z(x, 0, t) = ut(x, t), on Ω×]0, +∞[,
u(x, 0) = u0(x), ut(x, 0) = u1(x), in Ω,
z(x, ρ, 0) = f0(x,−ρτ), in Ω×]0, 1[.

(2.8)

Let ξ be a positive constant such that

τ
µ2(1− α1)

α1

< ξ < τ
µ1 − α2µ2

α2

.(2.9)

We define the energy associated to the solution of problem (2.8) by the following formula:

E(t) =
1

2
‖u′(t)‖2

2 +
1

2

(
1−

∫ t

0
h(s) ds

)
‖∇xu(t)‖2

2 +
1

2
(h ◦ ∇u)(t)

+ξ
∫

Ω

∫ 1

0
G2(z(x, ρ, t)) dρ dx.

(2.10)

We have the following theorem.

Theorem 2.2.1 Let (u0, u1, f0) ∈ H2(Ω) ∩ H1
0 (Ω) × H1

0 (Ω) × H1
0 (Ω; H1(0, 1)) satisfy the

compatibility condition

f0(., 0) = u1.

Assume that the hypotheses (H1) − (H2) hold. Then problem (P ) admits a unique weak
solution

u ∈ L∞loc((−τ, +∞); H2(Ω) ∩H1
0 (Ω)), u′ ∈ L∞loc((−τ, +∞); H1

0 (Ω)), u′′ ∈ L∞loc((−τ, +∞); L2(Ω))

and, for some constants ω, ε0, we obtain the following decay property:

E(t) ≤ H−1
1

(
ω

∫ t

0
ζ(s) ds

)
, ∀t > 0,(2.11)

where

H1(t) =
∫ 1

t

1

H2(s)
ds(2.12)

and

H2(t) =
{

t if H is linear on [0, ε′],
tH ′(ε0t) if H ′(0) = 0 and H ′′ > 0 on ]0, ε′].
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Example. Let g be given by g(s) = sp(− ln s)q, where 0 ≤ p ≤ 1 and q ∈ IR on (0, ε1]. Then
g′(s) = sp−1(− ln s)q−1(p(− ln s)− q) which is an increasing function in a right neighborhood
of 0 (if q = 0 we can take ε1 = 1). The function H is defined in the neighborhood of 0 by

H(s) =





cs
p+1
2p (− ln s)−

q
p if 0 < p < 1, q ∈ IR

cs(− ln s)−q if p = 1, q > 0

c
√

s e−s
1
2q

if p = 0, q < 0

and we have

H ′(s) =





cs
1−p
2p (− ln s)−

p+q
p

(
p + 1

2p
(− ln s) +

q

p

)
if 0 < p ≤ 1, q ∈ IR

c
1√
s

(
1− 1

q
s

1
2q

)
e−s

1
2q

if p = 0, q < 0

when s is near 0.

Thus

ϕ(s) =





cs
p+1
2p (− ln s)−

p+q
p

(
p + 1

2p
(− ln s) +

q

p

)
if 0 < p ≤ 1, q ∈ IR

c
√

s
(
1− 1

q
s

1
2q

)
e−s

1
2q

if p = 0, q < 0

when s is near 0.

and

ψ(t) = c
∫ 1

t

1

s
p+1
2p (− ln s)−

p+q
p

(
p + 1

2p
(− ln s) +

q

p

) ds

= c
∫ 1

t

1

z
1−3p
2p

(ln z)−
p+q

p

(
p + 1

2p
ln z +

q

p

) dz when t is near 0.

and

ψ(t) = c
∫ 1

t

1
√

s
(
1− 1

q
s

1
2q

)
e−s

1
2q

ds

= c
∫ 1

t

1

e( 1
z
)

1
2q

z
3
2 (1− 1

q
(1

z
)

1
2q )

dz, p = 0, q < 0, when t is near 0

We obtain in a neighborhood of 0

ψ(t) ≡





ct
p−1
2p (− ln t)

q
p if 0 < p < 1, q ∈ IR

c (− ln t)1+q if p = 1, q > 0,

ct
q−2
2q et

1
2q

if p = 0, q < 0

and then in a neighborhood of +∞ (see Appendix)

ψ−1(t) ≡





ct
2p

p−1 (ln t)−
2q

p−1 if 0 < p ≤ 1, q ∈ IR,

ce−t
1

1+q
if p = 1, q > 0,

c(ln t)2q if p = 0, q < 0.
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Using the fact that h(t) = t as t goes to infinity, then

E(t) ≤





cξ̃(t)
− 2

p−1 (ln ξ̃(t))−
2q

p−1 if 0 < p ≤ 1, q ∈ IR,

ce−ξ̃(t)
1

1+q
if p = 1, q < 1,

c(ln ξ̃(t))2q if p = 0, q < 0,

ce−ξ̃(t) if p > 1 or p = 1 and q ≤ 0.

We finish this section by giving an explicit upper bound for the derivative of the energy.

Lemma 2.2.2 Let (u, z) be a solution to the problem (2.6). Then, the energy functional
defined by (2.10) satisfies

E ′(t) ≤ −
(
µ1 − ξα2

τ
− µ2α2

) ∫

Ω
u′g1(u

′) dx

−
(

ξ

τ
α1 − µ2(1− α1)

) ∫

Ω
z(x, 1, t)g2(z(x, 1, t)) dx− 1

2
h(t)‖∇u‖2

2 +
1

2
(h′ ◦ ∇u)(t)

≤ 0.

(2.13)

Proof. Multiplying the first equation in (2.8) by ut(x, t), and integrating the result over Ω,
to obtain:

1
2

d
dt

(‖ut(x, t)‖2
2 + ‖∇u(x, t)‖2

2) + µ1

∫

Ω
g1(ut(x, t))ut(x, t) dx

+µ2

∫

Ω
g2(z(x, 1, t))ut(x, t) dx =

∫

Ω

∫ t

0
h(t− s)∇u(x, s)∇ut(x, t) ds dx.

(2.14)

The term in the right-hand side of (2.14) can be rewritten as follows

∫

Ω

∫ t

0
h(t− s)∇u(x, s)∇ut(x, t) ds dx +

1

2
h(t) ‖∇u(x, t)‖2

2

= 1
2

d
dt

[∫ t

0
h(s) ds‖∇u(x, t)‖2

2 − (h ◦ ∇u)(t)
]

+ 1
2
(h′ ◦ ∇u)(t).

Consequently, equality (2.14) becomes

1
2

d
dt

[
‖ut(x, t)‖2

2 +
(
1−

∫ t

0
h(s) ds

)
‖∇u(x, t)‖2

2 + (h ◦ ∇u)(t)
]

= −µ1

∫

Ω
g1(ut(x, t))ut(x, t) dx

−µ2

∫

Ω
g2(z(x, 1, t))ut(x, t) dx− 1

2
h(t)‖∇u(x, t)‖2

2 +
1

2
(h′ ◦ ∇u)(t).

(2.15)
We multiply the second equation in (2.8) by ξg2(z(x, ρ, t)) and integrate over Ω×]0, 1[ to
obtain:

ξ
∫

Ω

∫ 1

0
zt(x, ρ, t))g2(z(x, ρ, t)) dρ dx = − ξ

τ

∫

Ω

∫ 1

0

∂

∂ρ
G2(z(x, ρ, t)) dρ dx

= − ξ

τ

∫

Ω
(G2(z(x, 1, t))−G2(z(x, 0, t))) dx.

(2.16)
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Hence

ξ
d

dt

∫

Ω

∫ 1

0
G2(z(x, ρ, t)) dρ dx +

ξ

τ

∫

Ω
G2(z(x, 1, t)) dx− ξ

τ

∫

Ω
G2(ut(x, t)) dx = 0.(2.17)

From (2.15), (2.17) and use of Young’s inequality, we get

E ′(t) =
1

2
(h′ ◦ ∇u)(t)− 1

2
h(t)‖∇u(x, t)‖2

2 − µ1

∫

Ω
g1(ut(x, t))ut(x, t) dx

−µ2

∫

Ω
g2(z(x, 1, t))ut(x, t) dx− ξ

τ

∫

Ω
G2(z(x, 1, t)) dx +

ξ

τ

∫

Ω
G2(ut(x, t)) dx.

By recalling (2.4), we arrive at

E ′(t) ≤ −
(
µ1 − ξα2

τ

) ∫

Ω
g1(ut(x, t))ut(x, t) dx− 1

2
(h′ ◦ ∇u)(t)− 1

2
h(t) ‖∇u(x, t)‖2

2

−µ2

∫

Ω
g2(z(x, 1, t))ut(x, t) dx− ξ

τ

∫

Ω
G2(z(x, 1, t)) dx.

(2.18)

Let us denote by G∗
2 the conjugate function of the convex function G2, i.e.,

G∗
2(s) = supt∈IR+(st−G2(t)). Then G∗

2 is the Legendre transform of G2, which is given by

G∗
2(s) = s(G′

2)
−1(s)−G2[(G

′
2)
−1(s)], ∀s ≥ 0(2.19)

and satisfies the following inequality

st ≤ G∗
2(s) + G2(t), ∀s, t ≥ 0.(2.20)

(see Arnold [4], p. 61-62, and Lasiecka [13], [18], [28]-[29] for more information).
Then, from the definition of G2, we get

G∗
2(s) = sg−1

2 (s)−G2(g
−1
2 (s)).

Hence
G∗

2(g2(z(x, 1, t))) = z(x, 1, t)g2(z(x, 1, t))−G2(z(x, 1, t)).(2.21)

Making use of (2.18), (2.20) and (2.21), we arrive at

E ′(t) ≤ −
(
µ1 − ξα2

τ

) ∫

Ω
ut(x, t)g1(ut(x, t)) dx− ξα1

τ

∫

Ω
z(x, 1, t)g2(z(x, 1, t)) dx

+µ2

∫

Ω
z(x, 1, t)g2(z(x, 1, t)) dx + µ2

∫

Ω
G2(ut(x, t))dx− µ2

∫

Ω
G2(z(x, 1, t))dx

+
1

2
(h′ ◦ ∇u)(t)− 1

2
h(t)‖∇u(x, t)‖2

2.

(2.22)
Again, use of (2.4) yields

E ′(t) ≤ −
(
µ1 − ξα2

τ
− µ2α2

) ∫

Ω
ut(x, t)g1(ut(x, t)) dx

−
(

ξα1

τ
− µ2 + µ2α1)

) ∫

Ω
z(x, 1, t)g2(z(x, 1, t)) dx

+1
2
(h′ ◦ ∇u)(t)− 1

2
h(t) ‖∇u(x, t)‖2

2 ≤ 0.

(2.23)
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2.3 Global Existence

We are now ready to prove Theorem 2.2.1 in the next two sections.
Throughout this section we assume u0 ∈ H2(Ω) ∩H1

0 (Ω), u1 ∈ H1
0 (Ω) and

f0 ∈ H1
0 (Ω; H1(0, 1)).

We employ the Galerkin method to construct a global solution. Let T > 0 be fixed and
denote by Vk the space generated by {w1, w2, . . . , wk} where the set {wk, k ∈ IN} is a basis
of H2(Ω) ∩H1

0 (Ω).
Now, we define, for 1 ≤ j ≤ k, the sequence φj(x, ρ) as follows:

φj(x, 0) = wj.

Then, we may extend φj(x, 0) by φj(x, ρ) over L2(Ω× (0, 1)) such that (φj)j form a basis of
L2(Ω; H1(0, 1)) and denote Zk the space generated by {φ1, φ2, . . . , φk}.

We construct approximate solutions (uk, zk), k = 1, 2, 3, . . ., in the form

uk(t) =
k∑

j=1

gjk(t)wj,

zk(t) =
k∑

j=1

hjk(t)φj,

where gik and hik, j = 1, 2, . . . , k, are determined by the following ordinary differential equa-
tions:





(u′′k(t), wj) + (∇xuk(t),∇xwj)−
∫ t

0
h(t− s)(∇xuk(s),∇xwj) ds + µ1(g1(u

′
k), wj)

+µ1(g2(zk(., 1)), wj) = 0, 1 ≤ j ≤ k,
zk(x, 0, t) = u′k(x, t)

(2.24)

uk(0) = u0k =
k∑

j=1

(u0, wj)wj → u0 in H2(Ω) ∩H1
0 (Ω) as k → +∞,(2.25)

u′k(0) = u1k =
k∑

j=1

(u1, wj)wj → u1 in H1
0 (Ω) as k → +∞(2.26)

and
(τzkt + zkρ, φj) = 0, 1 ≤ j ≤ k,(2.27)

zk(ρ, 0) = z0k =
k∑

j=1

(f0, φj)φj → f0 in H1
0 (Ω; H1(0, 1)) as k → +∞.(2.28)

By virtue of the theory of ordinary differential equations, the system (2.24)-(2.28) has a
unique local solution which is extended to a maximal interval [0, Tk[ (with 0 < Tk ≤ +∞)
by Zorn lemma since the nonlinear terms in (2.24) are locally Lipschitz continuous. Note
that uk(t) is C2-class.
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In the next step, we obtain a priori estimates for the solution, so that it can be extended
outside [0, Tk[ to obtain one solution defined for all t > 0.

In order to use a standard compactness argument with the limiting procedure, it suffices
to derive some a priori estimates for (uk, zk).

The first estimate. Since the sequences u0k, u1k and z0k converge, then standard calcula-
tions, using (2.24)-(2.28), similar to those used to derive (2.13), yield

Ek(t) + a1

∫ t

0
u′k(x, s)g1(u

′
k(x, s)) ds + a2

∫ t

0
σ(s)zk(x, 1, s)g2(zk(x, 1, s)) ds ≤ Ek(0) ≤ C,(2.29)

where

Ek(t) =
1

2
‖u′k(t)‖2

2 +
1

2

(
1−

∫ t

0
h(s) ds

)
‖∇xuk(t)‖2

2 + ξ
∫

Ω

∫ 1

0
G2(zk(x, ρ, t)) dρ dx,

a1 = µ1 − ξα2

τ
− µ2α2 and a2 =

ξα1

τ
− µ2(1− α1).

for some C independent of k. These estimates imply that the solution (uk, zk) exists globally
in [0, +∞[.

Estimate (2.29) yields

uk is bounded in L∞loc(0,∞; H1
0 (Ω)),(2.30)

u′k is bounded in L∞loc(0,∞; L2(Ω)),(2.31)

u′k(t)g1(u
′
k(t)) is bounded in L1(Ω× (0, T )),(2.32)

G2(zk(x, ρ, t)) is bounded in L∞loc(0,∞; L1(Ω× (0, 1))),(2.33)

zk(x, 1, t)g2(zk(x, 1, t)) is bounded in L1(Ω× (0, T )).(2.34)

The second estimate. first, we estimate u′′k(0). Testing (2.24) by g′′jk(t) and choosing
t = 0, we obtain:

‖u′′k(0)‖2 ≤ ‖∆xu0k‖2 + µ1‖g1(u1k)‖2 + µ2‖g2(z0k)‖2.

Since g1(u1k), g2(z0k) are bounded in L2(Ω) hence, from (2.25), (2.26) and (2.28),

‖u′′k(0)‖2 ≤ C.

Differentiating (2.24) with respect to t, we get

(
u′′′k (t) + ∆xu

′
k(t) +

d

dt

(∫ t

0
h(t− s)∆xuk(s) ds

)
+ µ1u

′′
k(t)g

′
1(u

′
k) + µ2z

′
kg
′
2(zk), wj

)
= 0.
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Multiplying by g′′jk(t) and summing over j from 1 to k, it follows that

1

2

d

dt

(
‖u′′k(t)‖2

2 + ‖∇xu
′
k(t)‖2

2

)
− h(0)

d

dt
(∇xuk(t),∇xu

′
k(t)) + h(0)‖∇xu

′
k(t)‖2

2

− d

dt

∫ t

0
h′(t− s)(∇xuk(s),∇xu

′
k(t)) ds + h′(0)(∇xuk(t),∇xu

′
k(t))

+
∫ t

0
h′′(t− s)(∇xuk(s),∇xu

′
k(t)) ds + µ1

∫

Ω
u′′2k(t)g

′
1(u

′
k(t)) dx

+µ2

∫

Ω
u′′k(t)z′k(x, 1, t)g′2(zk(x, 1, t)) dx = 0.

(2.35)

Differentiating (2.27) with respect to t, we get

(τz′′k(t) +
∂

∂ρ
z′k, φj) = 0.

Multiplying by h′jk(t) and summing over j from 1 to k, it follows that

1

2
τ

d

dt
‖z′k(t)‖2

2 +
1

2

d

dρ
‖z′k(t)‖2

2 = 0.(2.36)

Taking the sum of (2.35) and (2.36), we obtain

1

2

d

dt

(
‖u′′k(t)‖2

2 + ‖∇xu
′
k(t)‖2

2 + τ‖z′k(x, ρ, t)‖2
L2(Ω×(0,1))

)
+ h(0)‖∇xu

′
k(t)‖2

2

+µ1

∫

Ω
u′′2k(t)g

′
1(u

′
k(t)) dx +

1

2

∫

Ω
|z′k(x, 1, t)|2 dx = h(0)

d

dt
(∇xuk(t),∇xu

′
k(t))

+
d

dt

∫ t

0
h′(t− s)(∇xuk(s),∇xu

′
k(t)) ds− h′(0)(∇xuk(t),∇xu

′
k(t))

−
∫ t

0
h′′(t− s)(∇xuk(s),∇xu

′
k(t)) ds− µ2

∫

Ω
u′′k(t)z′k(x, 1, t)g′2(zk(x, 1, t)) dx +

1

2
‖u′′k(t)‖2

2.

Using (2.3), Cauchy-Schwarz and Young’s inequalities, we obtain

|h′(0)(∇xuk(t),∇xu
′
k(t))| ≤ ε‖∇xuk(t)‖2

2 +
h′(0)2

4ε
‖∇xu

′
k(t)‖2

2,

∣∣∣∣
∫ t

0
h′′(t− s)(∇xuk(s),∇xu

′
k(t)) ds

∣∣∣∣ ≤ ‖∇xu
′
k(t)‖2

∫ t

0
|h′′(t− s)|‖∇xuk(s)‖2 ds

≤ 1

4ε
‖∇xu

′
k(t)‖2

2 + ε‖h′′‖L1

∫ t

0
|h′′(t− s)|‖∇xuk(s)‖2

2 ds,

1

2

d

dt

(
‖u′′k(t)‖2

2 + ‖∇xu
′
k(t)‖2

2 + τ‖z′k(x, ρ, t)‖2
L2(Ω×(0,1))

)
+ µ1

∫

Ω
u′′2k(t)g

′
1(u

′
k(t)) dx

+c
∫

Ω
|z′k(x, 1, t)|2 dx + h(0)‖∇xu

′
k(t)‖2

2

≤ c′‖u′′k(t)‖2
2 + ε‖∇xuk(t)‖2

2 +
h′(0)2

4ε
‖∇xu

′
k(t)‖2

2 +
1

4ε
‖∇xu

′
k(t)‖2

2

+ε‖h′′‖L1

∫ t

0
|h′′(t− s)|‖∇xuk(s)‖2

2 ds + h(0)
d

dt
(∇xuk(t),∇xu

′
k(t))

+
d

dt

∫ t

0
h′(t− s)(∇xuk(s),∇xu

′
k(t)) ds.
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Integrating the last inequality over (0, t) and using Gronwall’s lemma, we obtain

1

2

(
‖u′′k(t)‖2

2 + ‖∇xu
′
k(t)‖2

2 + τ‖z′k(x, ρ, t)‖2
L2(Ω×(0,1))

)
+ µ1

∫ t

0

∫

Ω
u′′2k(t)g

′
1(u

′
k(s)) dx ds

+c
∫ t

0

∫

Ω
|z′k(x, 1, s)|2 dx ds ≤

1

2

(
‖u′′k(0)‖2

2 + ‖∇xu
′
k(0)‖2

2 + τ‖z′k(x, ρ, 0)‖2
L2(Ω×(0,1))

)
+ h(0)(∇xuk(t),∇xu

′
k(t))

−h(0)(∇xuk(0),∇xu
′
k(0)) +

∫ t

0
h′(t− s)(∇xuk(s),∇xu

′
k(t)) ds

+

(
1

4ε
+

h′(0)2

4ε
− h(0)

) ∫ t

0
‖∇xu

′
k(s)‖2

2 ds +
(
ε + ε‖h′′‖2

L1

) ∫ t

0
‖∇xuk(s)‖2

2 ds

+c′
∫ t

0
‖u′′k(s)‖2

2 ds,

(2.37)

h(0)(∇xuk(t),∇xu
′
k(t)) ≤ ε‖∇xu

′
k(t)‖2

2 +
h(0)2

4ε
‖∇xuk(t)‖2

2,

∫ t

0
h′(t− s)(∇xuk(s),∇xu

′
k(t)) ds ≤ ε‖∇xu

′
k(t)‖2

2 +
ξ(0)‖h‖L1‖h‖L∞

4ε

∫ t

0
‖∇xuk(s)‖2

2 ds.

Then from (2.37), choosing ε small enough and using Gronwall’s lemma, we obtain

‖u′′k(t)‖2
2 + ‖∇xu

′
k(t)‖2

2 + τ‖z′k(x, ρ, t)‖2
L2(Ω×(0,1)) + µ1

∫ t

0

∫

Ω
u′′2k(t)g

′
1(u

′
k(s)) dx ds

+c
∫ t

0

∫

Ω
|z′k(x, 1, s)|2 dx ds ≤ M,

(2.38)

for all t ∈ [0, T ] and M is a positive constant independent of k ∈ IN. Therefore, we conclude
that

u′′k is bounded in L∞loc(0, +∞; L2(Ω)),(2.39)

u′k is bounded in L∞loc(0, +∞; H1
0 (Ω)),(2.40)

z′k is bounded in L∞loc(0, +∞; L2(Ω× (0, 1))).(2.41)

The third estimate. Replacing wj by −∆xwj in (2.24), multiplying by g′jm(t), summing
over j from 1 to k, it follows that

1

2

d

dt

(
‖∇xu

′
k(t)‖2

2 + ‖∆xuk(t)‖2
2

)
−

∫ t

0
h(t− s)(∆xu(s), ∆xu

′(t)) ds

+µ1

∫

Ω
|∇xu

′
k(t)|2g′1(u′k(t)) dx + µ2

∫

Ω
∇xu

′
k(t)∇xz

′
k(x, 1, t)g′2(zk(x, 1, t)) dx = 0,

(2.42)

∫ t

0
h(t− s)(∆xu(s), ∆xu

′(t)) ds +
1

2
h(t)‖∆xu(t)‖2

2

=
1

2

d

dt

[∫ t

0
h(s) ds‖∆xu(t)‖2

2 − (h ◦∆xu)(t)
]

+
1

2
(h′ ◦∆xu)(t).

Consequently, equality (2.42) becomes

1

2

d

dt

(
‖∇xu

′
k(t)‖2

2 +
(
1−

∫ t

0
h(s) ds

)
‖∆xuk(t)‖2

2 + (h ◦∆xu)(t)
)

+ h(t)‖∇xuk(t)‖2
2

−1

2
(h′ ◦∆xu)(t) + µ1

∫

Ω
|∇xu

′
k(t)|2g′1(u′k(t)) dx

+µ2

∫

Ω
∇xu

′
k(t)∇xz

′
k(x, 1, t)g′2(zk(x, 1, t)) dx = 0.

(2.43)
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Replacing φj by −∆xφj in (2.27), multiplying by hjk(t), summing over j from 1 to k, it
follows that

1

2
τ

d

dt
‖∇xzk(t)‖2

2 +
1

2

d

dρ
‖∇xzk(t)‖2

2 = 0.(2.44)

From (2.42) and (2.44), we have

1

2

d

dt

(
‖∇xu

′
k(t)‖2

2 +
(
1−

∫ t

0
h(s) ds

)
‖∆xuk(t)‖2

2 + τ‖∇xzk(x, ρ, t)‖2
L2(Ω×(0,1))

)

+h(t)‖∇xuk(t)‖2
2 −

1

2
(h′ ◦∆xu)(t) + µ1

∫

Ω
|∇xu

′
k(t)|2g′1(u′k(t)) dx +

1

2

∫

Ω
|∇xzk(x, 1, t)|2 dx

= −µ2

∫

Ω
∇xu

′
k(t)∇xz

′
k(x, 1, t)g′2(zk(x, 1, t)) dx +

1

2
‖∇xu

′
k(t)‖2

2.

Using (2.3), Cauchy-Schwarz and Young’s inequalities, we obtain

1

2

d

dt

(
‖∇xu

′
k(t)‖2

2 +
(
1−

∫ t

0
h(s) ds

)
‖∆xuk(t)‖2

2 + τ‖∇xzk(x, ρ, t)‖2
L2(Ω×(0,1))

)

+µ1

∫

Ω
|∇xu

′
k(t)|2g′1(u′k(t)) dx + c

∫

Ω
|∇xzk(x, 1, t)|2 dx ≤ c′‖∇xu

′
k(t)‖2

2.

Integrating the last inequality over (0, t) and using Gronwall’s lemma, we obtain

‖∇xu
′
k(t)‖2

2 +
(
1−

∫ t

0
h(s) ds

)
‖∆xuk(t)‖2

2 + τ‖∇xzk(x, ρ, t)‖2
L2(Ω×(0,1)) ≤

ecT
(
‖∇xu

′
k(0)‖2

2 + ‖∆xu
′
k(0)‖2

2 + τ‖∇xzk(x, ρ, 0)‖2
L2(Ω×(0,1))

)

for all t ∈ IR+, therefore, we conclude that

uk is bounded in L∞loc(0, +∞; H2(Ω) ∩H1
0 (Ω)),(2.45)

zk is bounded in L∞loc(0, +∞; H1
0 (Ω; L2(0, 1))).(2.46)

Applying Dunford-Petti’s theorem, we conclude from (2.30),(2.31), (2.32), (2.33), (2.39),
(2.40), (2.41) (2.45) and (2.46), replacing the sequences uk and zk with subsequence if nec-
essary, that

uk → u weak-star in L∞loc(0, +∞; H2(Ω) ∩H1
0 (Ω)),(2.47)

u′k → u′ weak-star in L∞loc(0, +∞; H1
0 (Ω)),

u′′k → u′′ weak-star in L∞loc(0, +∞; L2(Ω)),(2.48)

g1(u
′
k) → χ weak in L2(Ω× (0, T )),

zk → z weak-star in L∞loc(0, +∞; H1
0 (Ω; L2(0, 1)),

z′k → z′ weak-star in L∞loc(0, +∞; L2(Ω× (0, 1))),(2.49)

g2(zk(x, 1, t)) → ψ weak in L2(Ω× (0, T ))

for suitable functions u ∈ L∞(0, T ; H2(Ω) ∩H1
0 (Ω)), z ∈ L∞(0, T ; L2(Ω× (0, 1))),

χ ∈ L2(Ω×(0, T )), ψ ∈ L2(Ω×(0, T )) for all T ≥ 0. We have to show that (u, z) is a solution
of (2.8).
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From (2.30) and (2.31) we have (u′k) is bounded in L∞(0, T ; H1
0 (Ω)). Then (u′k) is

bounded in L2(0, T ; H1
0 (Ω)). Since (u′′k) is bounded in L∞(0, T ; L2(Ω)), then (u′′k) is bounded

in L2(0, T ; L2(Ω)). Consequently, (u′k) is bounded in H1(Q).
Since the embedding H1(Q) ↪→ L2(Q) is compact, using Aubin-Lions’ theorem [31], we can
extract a subsequence (uν) of (uk) such that

u′ν → u′ strongly in L2(Q).

Therefore

u′ν → u′ a.e in Q.(2.50)

Similarly we obtain

zν → z a.e in Q.(2.51)

Lemma 2.3.1 For each T > 0, g(u′), g(z(x, 1, t)) ∈ L1(Q) and
‖g(u′)‖L1(Q), ‖g(z(x, 1, t))‖L1(Q) ≤ K1, where K1 is a constant independent of t.

Proof: By (H2) and (2.50) we have

g1(u
′
k(x, t)) → g1(u

′(x, t)) a.e. in Q,

0 ≤ g1(u
′
k(x, t))u′k(x, t) → g1(u

′(x, t))u′(x, t) a.e. in Q

Hence, by (2.32) and Fatou’s lemma we have

∫ T

0

∫

Ω
u′(x, t)g1(u

′(x, t)) dx dt ≤ K for T > 0.(2.52)

By Cauchy-Schwarz inequality, using (2.52), we have

∫ T

0

∫

Ω
|g1(u

′(x, t))| dx dt ≤ c|Q| 12
(∫ T

0

∫

Ω
u′g1(u

′) dx dt

) 1
2

≤ c|Q| 12 K 1
2 ≡ K1

Lemma 2.3.2 g(u′k) → g(u′) in L1(Ω× (0, T )) and g(zk) → g(z) in L1(Ω× (0, T )).

Proof: Let E ⊂ Ω× [0, T ] and set

E1 =



(x, t) ∈ E; |g1(u

′
k(x, t))| ≤ 1√

|E|



 , E2 = E \ E1,

where |E| is the measure of E. If M(r) := inf{|s|; s ∈ IR and |g1(s)| ≥ r},

∫

E
|g1(u

′
k)| dxdt ≤ c

√
|E|+


M


 1√

|E|






−1 ∫

E2

|u′kg1(u
′
k)| dxdt.
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Applying (2.32) we deduce that sup
k

∫

E
|g1(u

′
k)| dxdt → 0 as |E| → 0. From Vitali’s conver-

gence theorem we deduce that g1(u
′
k) → g1(u

′) in L1(Ω× (0, T )), hence

g1(u
′
k) → g1(u

′) weak in L2(Q).

Similarly, we have
g2(z

′
k) → g2(z

′) weak in L2(Q),

and this implies that
∫ T

0

∫

Ω
g1(u

′
k)v dx dt →

∫ T

0

∫

Ω
g1(u

′)v dx dt, for all v ∈ L2(0, T ; H1
0 )(2.53)

∫ T

0

∫

Ω
g2(zk)v dx dt →

∫ T

0

∫

Ω
g2(z)v dx dt, for all v ∈ L2(0, T ; H1

0 )(2.54)

as k → +∞. It follows at once from (2.47), (2.48), (2.53), (2.54) and (2.49) that for each
fixed v ∈ L2(0, T ; H1

0 ) and w ∈ L2(0, T ; H1
0 (Ω× (0, 1)))

∫ T

0

∫

Ω
(u′′k −∆xuk + +

∫ t

0
h(t− s)∆xuk(x, s)ds + µ1g1(u

′
k) + µ2g2(zk))v dx dt

→
∫ T

0

∫

Ω
(u′′ −∆xu +

∫ t

0
h(t− s)∆xu(x, s)ds + µ1g1(u

′) + µ2g2(z))v dx dt

∫ T

0

∫ 1

0

∫

Ω
(τz′k +

∂

∂ρ
zk)w dx dρ dt →

∫ T

0

∫ 1

0

∫

Ω
(τz′ +

∂

∂ρ
z)w dx dρ dt

as k → +∞. Hence
∫ T

0

∫

Ω
(u′′+∆xu+

∫ t

0
h(t−s)∆xuk(x, s)ds+µ1g1(u

′)+µ2g2(z))v dx dt = 0, ∀v ∈ L2(0, T ; H1
0 ).

∫ T

0

∫ 1

0

∫

Ω
(τu′ +

∂

∂ρ
z)w dx dρ dt = 0, ∀w ∈ L2(0, T ; H1

0 (Ω× (0, 1))).

Thus the problem (P ) admits a global weak solution u.

2.4 Asymptotic behavior

For M > 0 and ε1, ε2 > 0, we define the perturbed modified energy by

L(t) = ME(t) + ε1Ψ(t) + ε2I(t) + χ(t),(2.55)

where
Ψ(t) =

∫

Ω
ut(x, t) u(x, t) dx,(2.56)

I(t) =
∫

Ω

∫ 1

0
e−2τρG2(z(x, ρ, t)) dρ dx,(2.57)

χ(t) = −
∫

Ω
ut(x, t)

∫ t

0
h(t− s)(u(t)− u(s)) ds dx.(2.58)
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Lemma 2.4.1 There exist two positive constants B1 and B2 depending on ε1, ε2 and M such
that for all t > 0

B1E(t) ≤ L(t) ≤ B2E(t).

Proof: We consider the functional

K(t) = ε1Ψ(t) + ε2I(t) + χ(t)

and show that

|K(t)| ≤ CE(t), C > 0.(2.59)

Using Young’s inequality and Poincaré’s inequality, we obtain

|χ(t)| =
∣∣∣∣
∫

Ω
ut(x, t)

∫ t

0
h(t− s)(u(t)− u(s)) ds dx

∣∣∣∣

≤ 1

2

∫

Ω
u2

t dx +
1

2

∫

Ω

(∫ t

0
h(t− s)(u(t)− u(s)) ds

)2

dx

≤ 1

2

∫

Ω
u2

t dx +
1

2
l c2

∗(h ◦ ∇u)(t).

(2.60)

Similarly, we have

|ε1Ψ(t) + ε2I(t)| ≤ ε1

∫

Ω
|ut||u| dx + ε2

∫

Ω

∫ 1

0
e−2τρG2(z(x, ρ, t)) dρ dx

≤ ε1

2

∫

Ω
u2

t dx +
ε1

2
c2
∗

∫

Ω
|∇u|2 dx + ε2

∫

Ω

∫ 1

0
G2(z(x, ρ, t)) dρ dx.

(2.61)

Using 1−
∫ t

0
h(s) ds ≥ 1−l, (2.10), (2.60) and (2.61), we get (2.59) for some positive constant

C. By choosing M large enough, our result follows from (2.55), (2.59).

Proposition 2.4.1 For each t0 > 0 and sufficiently large M > 0 and appropriately small
ε1, ε2 > 0, there exist positive constants C3, C4, and C5 such that

d

dt
L(t) ≤ −C3E(t) + C4(h ◦ ∇u)(t) + C5‖g1(ut)‖2

2 ∀t ≥ t0.

The proof of this proposition will be carried out through three lemmas.

Lemma 2.4.2 Let (u, z) be the solution of (2.8), then for any γ > 0, we have

Ψ′(t) ≤ ‖ut‖2
2 − (1− l − γ − γc2

∗((µ1 + µ2))‖∇u‖2
2

+µ1

4γ

∫

Ω
|g1(ut(x, t))|2 dx +

µ2

4γ

∫

Ω
|g2(z(x, 1, t))|2 dx +

l

4γ
(h ◦ ∇u)(t),

(2.62)
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Proof. Using the first equation in (2.8), a direct computation leads to

Ψ′(t) =
∫

Ω
u2

t (x, t) dx +
∫

Ω
utt(x, t)u(x, t) dx

= ‖ut‖2
2 +

∫

Ω

[
∆u(x, t)−

∫ t

0
h(t− s)∆u(x, s)ds

−µ1g1(ut(x, t))− µ2g2(ut(x, t− τ))
]

u(x, t) dx

= ‖ut‖2
2 − ‖∇u‖2

2 +
∫

Ω
∇u(x, t)

∫ t

0
h(t− s)∇u(x, s) ds dx

−µ1

∫

Ω
g1(ut(x, t))u(x, t) dx− µ2

∫

Ω
g2(z(x, 1, t))u(x, t) dx.

(2.63)

Now, the third term in the right-hand side of (2.63) can be estimated as follows:

∫

Ω
∇u(x, t)

∫ t

0
h(t− s)∇u(x, s) ds dx

=
∫

Ω

∫ t

0
h(t− s)

[
∇u(x, s)−∇u(x, t)

]
∇u(x, t) ds dx +

∫

Ω

∫ t

0
h(t− s)|∇u(x, t)|2 ds dx

≤ l‖∇u(x, t)‖2
2 +

∫

Ω
|∇u(x, t)|

∫ t

0
h(t− s)|∇u(x, s)−∇u(x, t)| ds dx

≤ l‖∇u(x, t)‖2
2 + ‖∇u(x, t)‖2

( ∫

Ω

( ∫ t

0
h(t− s)|∇u(x, s)−∇u(x, t)|ds

)2

dx
) 1

2

≤ l‖∇u(x, t)‖2
2

+‖∇u(x, t)‖2

[∫

Ω

(∫ t

0
h(t− s) ds

∫ t

0
h(t− s)|∇u(x, s)−∇u(x, t)|2ds

)
dx

] 1
2

≤ l‖∇u(x, t)‖2
2 + l

1
2‖∇u(x, t)‖2

[∫

Ω

(∫ t

0
h(t− s)|∇u(x, s)−∇u(x, t)|2ds

)
dx

] 1
2

≤ l‖∇u(x, t)‖2
2 + l

1
2‖∇u(x, t)‖2(h ◦ ∇u)

1
2 (t)

≤ l‖∇u(x, t)‖2
2 + γ‖∇u(x, t)‖2

2 + l
4γ

(h ◦ ∇u)(t)

≤ (l + γ)‖∇u(x, t)‖2
2 + l

4γ
(h ◦ ∇u)(t),

then we conclude

Ψ′(t) ≤ ‖ut‖2
2 − ‖∇u‖2

2 + (l + γ)‖∇u‖2
2 + l

4γ
(h ◦ ∇u)(t)

+µ1

∫

Ω
|g1(ut(x, t))||u(x, t)| dx + µ2

∫

Ω
|g2(z(x, 1, t))||u(x, t)| dx.

Since ∫

Ω
|g1(ut(x, t))||u(x, t)| dx ≤ γc2

∗‖∇u‖2
2 +

1

4γ

∫

Ω
|g1(ut(x, t))|2 dx

∫

Ω
|g2(z(x, 1, t))||u(x, t)| dx ≤ γc2

∗‖∇u‖2
2 +

1

4γ

∫

Ω
|g2(z(x, 1, t))|2 dx

we obtain

Ψ′(t) ≤ ‖ut‖2
2 − (1− l − γ − γc2

∗(µ1 + µ2))‖∇u‖2
2

+
µ1

4γ

∫

Ω
|g1(ut(x, t))|2 dx +

µ2

4γ

∫

Ω
|g2(z(x, 1, t))|2 dx + +

l

4γ
(h ◦ ∇u)(t).
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Lemma 2.4.3 Let (u, z) be the solution of (2.8), then we have

d

dt
I(t) ≤ −2I(t)− e−2τ

τ

∫

Ω
G2(z(x, 1, t))dx +

1

τ

∫

Ω
G2(ut(x, t)) dx.(2.64)

Proof. Differentiating (2.57) and using the second equation in (2.8), we have

d
dt

I(t) =
∫

Ω

∫ 1

0
e−2τρzt(x, ρ, t)g2(z(x, ρ, t)) dρ dx

= − 1
τ

∫

Ω

∫ 1

0
e−2τρzρ(x, ρ, t)g2(z(x, ρ, t)) dρ dx

= − 1
τ

∫

Ω

∫ 1

0
e−2τρ d

dρ
G2(z(x, ρ, t)) dρ dx

= − 1
τ

∫

Ω

∫ 1

0

[
d

dρ

(
e−2τρG2(z(x, ρ, t))

)
+ 2τe−2τρG2(z(x, ρ, t))

]
dρ dx

= − 1
τ

∫

Ω

[
e−2τG2(z(x, 1, t))−G2(ut(x, t))

]
dx

−2
∫

Ω

∫ 1

0
e−2τρG2(z(x, ρ, t)) dρ dx

≤ −2
∫

Ω

∫ 1

0
e−2τρG2(z(x, ρ, t)) dρ dx− 1

τ

∫

Ω
e−2τG2(z(x, 1, t))dx

+ 1
τ

∫

Ω
G2(ut(x, t))dx dx

≤ −2I(t)− e−2τ

τ

∫

Ω
G2(z(x, 1, t))dx +

1

τ

∫

Ω
G2(ut(x, t)) dx.

Lemma 2.4.4 Let (u, z) be the solution of (2.8), then we have the estimate

d

dt
χ(t) ≤ η(1 + l)‖∇u‖2

2 −
((∫ t

0
h(s) ds

)
− η

)
‖ut‖2

2

+

(
l +

l

4η
+

lc∗

4η
(µ1 + µ2) +

l2

4η

)
(h ◦ ∇u)(t)− h0c∗

4η
(h′ ◦ ∇u)(t)

+ηµ1‖g1(ut)‖2
2 + ηµ2‖g2(z(x, 1, t))‖2

2,

(2.65)

for any η a positive constant.

Proof. A differentiation of (2.58) leads to

χ(t) = −
∫

Ω
ut(x, t)

∫ t

0
h(t− s)

(
u(t)− u(s)

)
ds dx,
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we have

χ′(t) = −
∫

Ω
utt(x, t)

∫ t

0
h(t− s)(u(t)− u(s))ds dx

−
∫

Ω
ut(x, t)

[
ut(x, t)

∫ t

0
h(t− s) ds +

∫ t

0
h′(t− s)(u(t)− u(s))ds

]
dx,

= −
∫

Ω

[(
∆xu(x, t)−

∫ t

0
h(t− s)∆xu(x, s)ds− µ1 g1(ut(x, t))

−µ2 g2(z(x, 1, t))
) ∫ t

0
h(t− s)(u(t)− u(s))ds

]
dx

−
∫ t

0
h(s) ds ‖ut‖2

2 −
∫

Ω
ut(x, t)

∫ t

0
h′(t− s)(u(t)− u(s))ds dx,

=
∫

Ω
∇u(x, t)

∫ t

0
h(t− s)(∇u(x, t)−∇u(x, s))ds dx

−
∫

Ω

[∫ t

0
h(t− s)∇u(x, s) ds

] [ ∫ t

0
h(t− s) (∇u(x, t)−∇u(x, s)) ds

]
dx

+µ1

∫

Ω
g1(ut(x, t))

∫ t

0
h(t− s)(u(x, t)− u(x, s))ds dx

+µ2

∫

Ω
g1(z(x, 1, t))

∫ t

0
h(t− s)(u(x, t)− u(x, s))ds dx

−
(∫ t

0
h(s) ds

)
‖ut‖2

2 −
∫

Ω
ut(x, t)

∫ t

0
h′(t− s)(u(t)− u(s))ds dx.

(2.66)

Using Young’s inequality and the embedding H1
0 (Ω) → L2(Ω), we infer

∫

Ω
ut(x, t)

∫ t

0
h′(t− s)

(
u(t)− u(s)

)
ds dx

≤ η‖ut‖2
2 +

1

4η

(∫ t

0
−h′(t− τ)‖u(t)− u(τ)‖2 dτ

)2

≤ η‖ut‖2
2 +

1

4η

(∫ t

0
h′(τ) dτ

) ∫ t

0
h′(t− τ)‖u(t)− u(τ)‖2

2 dτ

≤ η‖ut‖2
2 −

h0c
2
∗

4η
(h′ ◦ ∇u)(t),

∣∣∣∣
∫

Ω
∇u(x, t)

∫ t

0
h(t− s)

(
∇u(x, t)−∇u(x, s)

)
ds dx

∣∣∣∣ ≤ η‖∇u‖2
2 +

l

4η
(h ◦ ∇u)(t),

µ1

∫

Ω
g1(ut(x, t))

∫ t

0
h(t− s)(u(x, t)− u(x, s))ds dx

≤ ηµ1‖g1(ut(x, t))‖2
2 + lµ1c2∗

4η
(h ◦ ∇u)(t),

µ2

∫

Ω
g2(z(x, 1, t))

∫ t

0
h(t− s)(u(x, t)− u(x, s))ds dx

≤ ηµ2‖g2(z(x, 1, t))‖2
2 + lµ2c2∗

4η
(h ◦ ∇u)(t)
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and

∣∣∣∣
∫

Ω

(∫ t

0
h(t− s)∇u(x, s) ds

) (∫ t

0
h(t− s)(∇u(x, t)−∇u(x, s))ds

)
dx

∣∣∣∣

=
∣∣∣∣
∫

Ω

[ ∫ t

0
h(t− s)

(
∇u(x, t)−∇u(x, s)

)
ds−

∫ t

0
h(t− s)∇u(x, t) ds

]

×
[ ∫ t

0
h(t− s)

(
∇u(x, t)−∇u(x, s)

)
ds

]
dx

∣∣∣∣

≤
∫

Ω

( ∫ t

0
h(t− s)

∣∣∣∣∇u(x, t)−∇u(x, s)
∣∣∣∣ ds

)2

dx

+
∫

Ω

∣∣∣∇u(x, t)
∣∣∣
( ∫ t

0
h(s) ds

)( ∫ t

0
h(t− s)

∣∣∣∣∇u(x, t)−∇u(x, s)
∣∣∣∣ds

)
dx,

≤
∫

Ω

( ∫ t

0
h(t− s) ds

)( ∫ t

0
h(t− s)

∣∣∣∣∇u(x, t)−∇u(x, s)
∣∣∣∣
2

ds
)
dx

+
( ∫ t

0
h(s) ds

) ∫

Ω

∣∣∣∇u(x, t)
∣∣∣
( ∫ t

0
h(t− s)

∣∣∣∣∇u(x, t)−∇u(x, s)
∣∣∣∣ds

)
dx

≤
(∫ t

0
h(s) ds

)
(h ◦ ∇u)(t) +

( ∫ t

0
h(s) ds

)

×
∫

Ω

∣∣∣∇u(x, t)
∣∣∣
( ∫ t

0
h(t− s)ds

) 1
2
( ∫ t

0
h(t− s)

∣∣∣∣∇u(x, t)−∇u(x, s)
∣∣∣∣
2

ds
) 1

2

dx

≤
(∫ t

0
h(s) ds

)
(h ◦ ∇u)(t) +

(∫ t

0
h(s) ds

)
‖∇u‖2

[( ∫ t

0
h(s)ds

)
(h ◦ ∇u)(t)

] 1
2

≤
(∫ t

0
h(s) ds

)
(h ◦ ∇u)(t)

+
( ∫ t

0
h(s) ds

)[
η‖∇u‖2

2 +
1

4η

(∫ t

0
h(s)ds

)
((h ◦ ∇u)(t)

]

≤ l(h ◦ ∇u)(t) + ηl‖∇u‖2
2 + l2

4η

(
(h ◦ ∇u)(t)

≤ ηl‖∇u(x, t)‖2
2 +

(
l +

l2

4η

)
(h ◦ ∇u)(t).

Combining all estimates above, we get

χ′(t) ≤ η(1 + l)‖∇u‖2
2 −

((∫ t

0
h(s) ds

)
− η

)
‖ut‖2

2

+

(
l +

l

4η
+

lc2
∗

4η
(µ1 + µ2) +

l2

4η

)
(h ◦ ∇u)(t)− h0c

2
∗

4η
(h′ ◦ ∇u)(t)

+ηµ1‖g1(ut)‖2
2 + ηµ2‖g2(z(x, 1, t))‖2

2.

(2.67)

Proof of proposition 2.4.1. Since h is positive, then for any t0 > 0 we have
∫ t
0 h(s) ds ≥∫ t0

0 h(s) ds = h̃0 for all t ≥ t0. Thus, making use of this and combining (2.23), (2.62), (2.64)
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and (2.67) we have

L′(t) ≤ −
(
h̃0 − η − ε1

)
‖ut‖2

2 +

(
M

2
− h0c

2
∗

4η

)
(h′ ◦ ∇u)(t)

−
[
ε1(1− l − γ − γc2

∗(µ1 + µ2))− η(1 + l)
]
‖∇xu‖2

2 − 2ε2I(t)

−
(
MC + ε2

e−2τ

τ
α1 −

(
ηµ2 +

ε1µ2

4γ

)
c3

) ∫

Ω
g2(z(x, 1, t))z(x, 1, t) dx

−
(
MC − ε2

τ
α2

) ∫

Ω
g1(ut)ut dx

+

(
l +

lε1

4γ
+

l

4η
+

lc2
∗

4η
(µ1 + µ2) +

l2

4η

)
(h ◦ ∇u)(t) +

(
ηµ1 +

ε1µ1

4γ

)
‖g1(ut)‖2

2.

(2.68)

At this point, we choose, first, ε1 > 0 so small that

h̃0 − ε1 > 0.

Next, we choose γ > 0 so small such that

1− l − γ − γc2
∗(µ1 + µ2) > 0

and η > 0 sufficiently small such that

ε1(1− l − γ − γc2
∗(µ1 + µ2))− η(1 + l) > 0

and

h̃0 − η − ε1 > 0.

Then, we pick M > 0 sufficiently large so that

M

2
− h0c

2
∗

4η
> 0

MC + ε2
e−2τ

τ
α1 −

(
ηµ2 +

ε1µ2

4γ

)
c3 > 0

MC − ε2

τ
α2 > 0

Therefore, (2.68) takes the form

d

dt
L(t) ≤ −C3E(t) + C4(h ◦ ∇u)(t) + C5‖g1(ut)‖2

2(2.69)

where C3, C4 and C5 are three positive constants. This completes the proof of Proposition
2.4.1.

Now, we estimate the last term in the right hand side of (2.69). We denote by

Ω+ = {x ∈ Ω : |u′| ≥ ε′}, Ω− = {x ∈ Ω : |u′| ≤ ε′}.
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From (2.1) and (2.2), it follows that
∫

Ω+
|g1(u

′)|2 dx ≤ µ1

∫

Ω+
u′g1(u

′) dx ≤ −µ1E
′(t).(2.70)

Case 1: H is linear on [0, ε′]. In this case one can easily check that there exists µ′1 > 0,
such that |g1(s)| ≤ µ′1|s| for all |s| ≤ ε′, and thus

∫

Ω−
|g1(u

′)|2 dx ≤ µ′1

∫

Ω−
u′g1(u

′) dx ≤ −µ′1E
′(t).(2.71)

Substitution of (2.70) and (2.71) into (2.69) gives

(L(t) + µE(t))′ ≤ −c1H2(E(t)) + C4h ◦ ∇u(2.72)

where µ = C5(µ1+µ′1) and here and in the sequel we take Ci to be a generic positive constant.
Case 2: H ′(0) = 0 and H ′′ > 0 on ]0, ε′].

Since H is convex and increasing, H−1 is concave and increasing. By (2.1), the reversed
Jensen’s inequality for concave function, and (2.23), it follows that

∫

Ω−
|g1(u

′)|2 dx ≤
∫

Ω−
H−1(u′g1(u

′)) dx

≤ |Ω|H−1

(
1

|Ω|
∫

Ω−
u′g1(u

′) dx

)
≤ CH−1(−C ′E ′(t)).

(2.73)

A combination of (2.69), (2.70) and (2.73) yields

(L(t) + C5µ1E(t))′ ≤ −C3E(t) + C4(h ◦ ∇u)(t) + C̃5H
−1(−C ′E ′(t)), t ≥ t0.(2.74)

Let us denote by H∗ the conjugate function of the convex function H, i.e.,

H∗(s) = sup
t∈IR+

(st−H(t)).

Then H∗ is the Legendre transform of H, which is given by

H∗(s) = s(H ′)−1(s)−H[(H ′)−1(s)], ∀s ≥ 0(2.75)

and satisfies the following inequality

st ≤ H∗(s) + H(t), ∀s, t ≥ 0.(2.76)

The relation (2.75), the fact that H ′(0) = 0 and (H ′)−1, H are increasing functions yield

H∗(s) ≤ s(H ′)−1(s), ∀s ≥ 0.(2.77)

Making use of E ′(t) ≤ 0, H ′′(t) ≥ 0, (2.74) and (2.77) we derive for ε0 > 0 small enough

[H ′(ε0E(t)){L(t) + C5µ1E(t)}+ C̃5C
′E(t)]′

= ε0E
′(t)H ′′(ε0E(t))(L(t) + C5µ1E(t)) + H ′(ε0E(t))(L′(t) + C5µ1E

′(t)) + C̃5C
′E ′(t)

≤ −C3H
′(ε0E(t))E(t) + C4H

′(ε0E(t))(h ◦ ∇u)(t)
+C̃5H

′(ε0E(t))H−1(−C ′E ′(t)) + C̃5C
′E ′(t)

≤ −C3H
′(ε0E(t))E(t) + C̃5H

∗(H ′(ε0E(t))) + C4H
′(ε0E(0))(h ◦ ∇u)(t)

≤ −C3H
′(ε0E(t))E(t) + C̃5H

′(ε0E(t))ε0E(t) + C4H
′(ε0E(0))(h ◦ ∇u)(t)

≤ −C̃3H
′(ε0E(t))E(t) + C4H

′(ε0E(0))(h ◦ ∇u)(t)
= −C̃3H2(E(t)) + C4H

′(ε0E(0))(h ◦ ∇u)(t).

(2.78)
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We note that, in the second inequality, we have used (2.76) and 0 ≤ H ′(ε0E(t)) ≤ H ′(ε0E(0)).
Let

L̃(t) =
{

L(t) + µE(t) if H is linear on [0, ε′]
H ′(ε0E(t)){L(t) + C5µ1E(t)}+ C̃5C

′E(t) if H ′(0) = 0 and H ′′ > 0 on ]0, ε′],
(2.79)
then from (2.72) and (2.78), it holds that

L̃′(t) ≤ −c4H2(E(t)) + c5(h ◦ ∇u)(t), ∀t ≥ t0.(2.80)

On the other hand, by choosing M > 0 larger if needed, we can observe from Lemma 2.4.1
that L(t) is equivalent to E(t). So, L̃(t) is also equivalent to E(t). Moreover, because
ζ(t) ≤ ζ(0), there exists ε > 0, such that

ζ(t)L̃(t) + 2c5E(t) ≤ εE(t), ∀t ≥ t0.(2.81)

Finally, let

L(t) = ε(ζ(t)L̃(t) + 2c5E(t)), for 0 < ε <
1

ε
,

then we observe, from (2.80), (H1), (2.23) and (2.81), that

L′(t) = ε(ζ ′(t)L̃(t) + ζ(t)L̃′(t) + 2c5E
′(t))

≤ −c4εζ(t)H2(E(t)) + c5εζ(t)(h ◦ ∇u)(t) + 2c5εE
′(t)

≤ −c4εζ(t)H2(E(t))− c5ε(h
′ ◦ ∇u)(t) + 2c5εE

′(t)

≤ −c4εζ(t)H2(E(t)) ≤ −c4εζ(t)H2

(
1

ε

(
ζ(t)L̃(t) + 2c5E(t)

))

≤ −c4εζ(t)H2(ε(ζ(t)L̃(t) + 2c5E(t))) = −c4εζ(t)H2(L(t)).

(2.82)

We have used the fact H2 is increasing in the last two inequalities. Noting that H ′
1 = −1/H2

(see (2.12)), we infer from (2.82)

L′(t)H ′
1(L(t)) ≥ c4εζ(t), ∀t ≥ t0.

A simple Integration over (t0, t) then yields

H1(L(t)) ≥ H1(L(t0)) + c4ε
∫ t

0
ζ(s) ds− c4ε

∫ t0

0
ζ(s) ds.

Choose ε > 0 sufficiently small so that H1(L(t0)) − c4ε
∫ t0

0
ζ(s) ds > 0, then, thanks to the

fact H−1
1 is decreasing, we infer

L(t) ≤ H−1
1

(
H1(L(t0))− c4ε

∫ t0

0
ζ(s) ds + c4ε

∫ t

0
ζ(s) ds

)

≤ H−1
1

(
c4ε

∫ t

0
ζ(s) ds

)
.

Consequently, the equivalence of L, L̃, L and E, yield

E(t) ≤ C0H
−1
1

(
ω

∫ t

0
ζ(s) ds

)
.



Chapter 3

STABILITY RESULT OF THE
WAVE EQUATION WITH A
TIME-VARYING DELAY TERM
AND A WEAK BOUNDARY
FEEDBACK

3.1 Introduction

In this chapter we investigate the boundary stabilization of the weakly nonlinear wave equa-
tion in bounded domain Ω of IRn, n ≥ 2, with a smooth boundary ∂Ω = Γ0 ∪ Γ1, where Γ0,
Γ1 are closed subsets of ∂Ω with Γ0 ∩ Γ1 = ∅. Moreover we assume measΓ0 > 0.
The system in given by:

(P )





utt(x, t)−∆xu(x, t) + µ2σ(t)ut(x, t− τ(t)) + θ(t)h(∇xu(x, t)) = 0 in Ω×]0, +∞[,
u(x, t) = 0 on Γ0×]0, +∞[,
∂u
∂ν

(x, t) = −µ1σ(t)ut(x, t) on Γ1×]0, +∞[,
u(x, 0) = u0(x), ut(x, 0) = u1(x) on Ω,
ut(x, t− τ(0)) = f0(x, t− τ(0)) on Ω×]0, τ(0)[,

where ν stands for the unit normal vector of ∂Ω pointing towards the exterior of Ω and ∂u
∂ν

is
the normal derivative. Moreover, τ > 0 is a time delay, µ1 and µ2 are positive real numbers,
and the initial data (u0, u1, f0) belong to a suitable function space.

Denoting by m the standard multiplier, that is m(x) = x− x0, we assume

m(x) · ν(x) ≤ 0, x ∈ Γ0, and m(x) · ν(x) ≥ δ > 0, x ∈ Γ1.

In recent years, the PDEs with time delay effects have become an active area of research
since they arise in many pratical problems (see, for example, [1], [47]).

When h ≡ 0, it is well known that, in absence of delay (µ2 = 0), the energy of problem
(P ) is exponentially decaying to zero. See, for instance, [14], [15], [26], [27] and [38]. On

65
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the contrary, if µ1 = 0 and µ2 > 0, that is, there exits only the delay part in the internal,
the system (P ) becomes unstable (see, for instance [19]). To stabilize a hyperbolic system
involving input delay terms, additional control terms will be necessary (see [40], [41], [49]).
For instance, in [40] the authors studied the wave equation with a linear internal damping
term with constant delay (σ(t) ≡ 1, τ(t) = const in the problem (P )) and determined suitable
relations between µ1 and µ2, for which the stability or alternatively instability takes place.
More precisely, they showed that the energy is exponentially stable if µ2 < µ1 and they also
found a sequence of delays for which the corresponding solution of (P ) will be instable if
µ2 ≥ µ1. The main approach used in [40] is an observability inequality obtained with a
Carleman estimate. The same results were obtained if both the damping and the delay are
acting on the boundary.

The case of time-varying delay in the wave equation has been studied recently by Nicaise,
Valein and Fridman [44] (σ(t) ≡ 1 in the problem (P )). They proved an exponential stability
result under the condition

µ2 <
√

1− dµ1

where the fuction τ satisfies

τ ′(t) ≤ d, ∀t > 0

for a constant d < 1.
When h 6≡ 0, in the case µ2 = 0, very little is known in the literature (see [5], [11],

[23], [22], [21]). In [23], Guesmia established well posedness and energy decay estimates
in the case of constant coefficients (σ ≡ 1 and θ ≡ 1). He used a new approach based on
a combination of some ideas given in his paper [22] and the multiplier method. In [5], the
authors proved the same result in the case of an unbounded domain and variable coefficients.
in [8], the authors extend the result of Guesmia to the case of presence of time delay. They
established well posedness and energy decay estimates.

Our purpose in this chapter is to give an energy decay estimate of the solution of the
problem (P ) in the case when h is nonlinear and linear in the presence of a time-varying
delay term in the internal feedback. We use the ideas given in Benaissa and Messaoudi in
[8] and Ammari et al. in in [3].

3.2 Preliminaries and main results

First assume the following hypotheses:
(H1) σ, θ : IR+ →]0, +∞[ are non increasing functions of class C1( IR+) satisfying

∫ +∞

0
σ(s) ds = +∞,(3.1)

|σ′(t)| ≤ cσ(t).(3.2)

|θ′(t)| ≤ cθ(t).(3.3)

θ(t) ≤ cσ(t).(3.4)
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(H2) τ is a function such that

τ ∈ W 2,∞([0, T ]),∀T > 0(3.5)

0 < τ0 ≤ τ(t) ≤ τ1, ∀t > 0(3.6)

τ ′(t) ≤ d < 1, ∀t > 0,(3.7)

where τ0 and τ1 are two positive constants.
(H3)

µ2 <
√

1− dµ1.(3.8)

(H4) h : IRn → IR is a C1 function such that ∇h is bounded and there exists β > 0 such
that

|h(ζ)| ≤ β|ζ|, ∀ζ ∈ IRn.(3.9)

We introduce, as in [40], the new variable

z(x, ρ, t) = ut(x, t− τ(t)ρ), x ∈ Ω, ρ ∈ (0, 1), t > 0.(3.10)

Then, we have

τ(t)zt(x, ρ, t) + (1− τ ′(t)ρ) zρ(x, ρ, t) = 0, in Ω× (0, 1)× (0, +∞).(3.11)

Therefore, problem (P ) is equivalent to:





utt(x, t)−∆xu(x, t) + µ2σ(t)z(x, 1, t) + θ(t)h(∇xu(x, t)) = 0, x ∈ Ω, t > 0,
τ(t)zt(x, ρ, t) + (1− τ ′(t)ρ)zρ(x, ρ, t) = 0, x ∈ Ω, ρ ∈ (0, 1), t > 0,
u(x, t) = 0, x ∈ Γ0, t > 0,
∂u
∂ν

(x, t) = −µ1σ(t)ut(x, t) x ∈ Γ1, t > 0,
z(x, 0, t) = ut(x, t) x ∈ Ω, t > 0,
u(x, 0) = u0(x), ut(x, 0) = u1(x) x ∈ Ω,
z(x, ρ, 0) = f0(x,−τ(0)ρ) x ∈ Ω, ρ ∈ (0, 1).

(3.12)
Let ξ̄ be a positive constant. We define the energy of the solution by:

E(t) =
1

2
‖ut(t)‖2

2 +
1

2
‖∇xu(t)‖2

2 +
ξ(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx,(3.13)

where

ξ(t) = ξ̄σ(t).

We have the following theorem.

Theorem 3.2.1 Let (u0, u1, f0) ∈ (H2(Ω) ∩H1
0 (Ω)) ×H1

0 (Ω) ×H1
0 (Ω; H1(0, 1)) satisfy the

compatibility condition

f0(., 0) = u1.
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Assume that the hypotheses (H1)−(H4) hold with β small enough. Then problem (P ) admits
a unique weak solution

u ∈ L∞loc((−τ(0),∞); H2(Ω) ∩H1
0 (Ω)), ut ∈ L∞loc((−τ(0),∞); H1

0 (Ω)), utt ∈ L∞loc((−τ(0),∞); L2(Ω)).

Moreover, the energy satisfies for t ≥ 0

E(t) ≤ cE(0)e−ωσ̃(t), ∀t ≥ 0,(3.14)

Lemma 3.2.1 Let (u, z) be a solution to the problem (3.12). Then, the energy functional
defined by (3.13) satisfies

E ′(t) ≤ −µ1σ(t)
∫

Γ1

u2
t (x, t) dΓ +

ξ(t) + µ2σ(t)

2

∫

Ω
u2

t (x, t) dx

+
µ2σ(t)− ξ(t)(1− τ ′(t))

2

∫

Ω
z2(x, 1, t) dx

−θ(t)
∫

Ω
h(∇xu(x, t))ut(x, t) dx.

(3.15)

Proof. Multiplying the first equation in (3.12) by ut(x, t), integrating over Ω and using
integration by parts, we get

(utt(x, t), ut(x, t))−(∆xu(x, t), ut(x, t))+(µ2σ(t)z(x, 1, t), ut(x, t))+(θ(t)h(∇xu(x, t)), ut(x, t)) = 0,

⇒
∫

Ω
utt(x, t)ut(x, t)dx−

∫

Ω
∆xu(x, t)ut(x, t)dx + µ2σ(t)

∫

Ω
z(x, 1, t)ut(x, t)dx

+θ(t)
∫

Ω
h(∇xu(x, t))ut(x, t)dx = 0,

⇒ 1

2

∂

∂t
‖ut(x, t)‖2

2 +
∫

Ω
∇xu(x, t)∇xut(x, t)dx−

∫

∂Ω
∇xu(x, t)ut(x, t)νdΓ

+µ2σ(t)
∫

Ω
z(x, 1, t)ut(x, t)dx + θ(t)

∫

Ω
h(∇xu(x, t))ut(x, t)dx = 0,

⇒ 1

2

∂

∂t
‖ut(x, t)‖2

2 +
1

2

∂

∂t
‖∇xu(x, t)‖2

2 −
∫

Γ0

∇xu(x, t)ut(x, t)νdΓ−
∫

Γ1

∇xu(x, t)ut(x, t)νdΓ

+µ2σ(t)
∫

Ω
z(x, 1, t)ut(x, t)dx + θ(t)

∫

Ω
h(∇xu(x, t))ut(x, t)dx = 0,

⇒ 1

2

∂

∂t

(
‖ut(x, t)‖2

2 + ‖∇xu(x, t)‖2
2

)
−

∫

Γ0

ut(x, t)
∂u

∂ν
(x, t)dΓ−

∫

Γ1

ut(x, t)
∂u

∂ν
(x, t)dΓ

+µ2σ(t)
∫

Ω
z(x, 1, t)ut(x, t)dx + θ(t)

∫

Ω
h(∇xu(x, t))ut(x, t)dx = 0,

⇒ 1

2

∂

∂t

(
‖ut(x, t)‖2

2 + ‖∇xu(x, t)‖2
2

)
−

∫

Γ1

ut(x, t)(−µ1σ(t)ut(x, t))dΓ

+µ2σ(t)
∫

Ω
z(x, 1, t)ut(x, t)dx + θ(t)

∫

Ω
h(∇xu(x, t))ut(x, t)dx = 0,
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then, we have

1

2

∂

∂t

(
‖ut(x, t)‖2

2 + ‖∇xu(x, t)‖2
2

)
+ µ1σ(t)

∫

Γ1

u2
t (x, t)dΓ

+µ2σ(t)
∫

Ω
z(x, 1, t)ut(x, t)dx + θ(t)

∫

Ω
h(∇xu(x, t))ut(x, t)dx = 0.

(3.16)

We multiply the second equation in (3.12) by ξ(t)z and integrate over Ω×(0, 1) to obtain:

ξ(t)τ(t)
∫

Ω

∫ 1

0
zt(x, ρ, t)z(x, ρ, t) dρ dx + ξ(t)

∫

Ω

∫ 1

0
(1− τ ′(t)ρ)zρ(x, ρ, t)z(x, ρ, t) dρ dx = 0.

⇒ ξ(t)τ(t)

2

∫

Ω

∫ 1

0

∂

∂t
z2(x, ρ, t) dρ dx +

ξ(t)

2

∫

Ω

∫ 1

0
(1− τ ′(t)ρ)

∂

∂ρ
z2(x, ρ, t) dρ dx = 0.

Then

ξ(t)τ(t)

2

∂

∂t

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx +

ξ(t)

2

∫

Ω

∫ 1

0
(1− τ ′(t)ρ)

∂

∂ρ
z2(x, ρ, t) dρ dx = 0.(3.17)

We have

∂

∂t

[
ξ(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

]
=

ξ′(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx+

ξ(t)τ ′(t)
2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx +

ξ(t)τ(t)

2

∂

∂t

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

⇒ ξ(t)τ(t)

2

∂

∂t

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx =

∂

∂t

[
ξ(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

]

−ξ′(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx− ξ(t)τ ′(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx.

And

ξ(t)

2

∫

Ω

∫ 1

0

∂

∂ρ

[
(1− τ ′(t)ρ)z2(x, ρ, t)

]
dρ dx =

ξ(t)

2

∫

Ω

∫ 1

0
(−τ ′(t))z2(x, ρ, t) dρ dx

+
ξ(t)

2

∫

Ω

∫ 1

0
(1− τ ′(t)ρ)

∂

∂ρ
z2(x, ρ, t) dρ dx

⇒ ξ(t)

2

∫

Ω

∫ 1

0
(1− τ ′(t)ρ)

∂

∂ρ
z2(x, ρ, t) dρ dx =

ξ(t)

2

∫

Ω

∫ 1

0

∂

∂ρ

[
(1− τ ′(t)ρ)z2(x, ρ, t)

]
dρ dx

+
ξ(t)τ ′(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx
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⇒ ξ(t)

2

∫

Ω

∫ 1

0
(1− τ ′(t)ρ)

∂

∂ρ
z2(x, ρ, t) dρ dx =

ξ(t)τ ′(t)
2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

+
ξ(t)

2

∫

Ω
(1− τ ′(t))z2(x, 1, t) dx − ξ(t)

2

∫

Ω
z2(x, 0, t) dx

⇒ ξ(t)

2

∫

Ω

∫ 1

0
(1− τ ′(t)ρ)

∂

∂ρ
z2(x, ρ, t) dρ dx =

ξ(t)τ ′(t)
2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

+
ξ(t)

2

∫

Ω
(1− τ ′(t))z2(x, 1, t) dx − ξ(t)

2

∫

Ω
u2

t (x, t) dx

Consequently,

0 =
ξ(t)τ(t)

2

∂

∂t

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx +

ξ(t)

2

∫

Ω

∫ 1

0
(1− τ ′(t)ρ)

∂

∂ρ
z2(x, ρ, t) dρ dx

=
∂

∂t

[
ξ(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

]
− ξ′(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

−ξ(t)τ ′(t)
2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx.

+
ξ(t)τ ′(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx +

ξ(t)

2

∫

Ω
(1− τ ′(t))z2(x, 1, t) dx − ξ(t)

2

∫

Ω
u2

t (x, t) dx

=
∂

∂t

[
ξ(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

]
− ξ′(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

+
ξ(t)

2

∫

Ω
(1− τ ′(t))z2(x, 1, t) dx − ξ(t)

2

∫

Ω
u2

t (x, t) dx

Then we have

∂

∂t

(
1

2
‖ut(x, t)‖2

2 +
1

2
‖∇xu(x, t)‖2

2 +
ξ(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

)
+ µ1σ(t)

∫

Γ1

u2
t (x, t)dΓ

+µ2σ(t)
∫

Ω
z(x, 1, t)ut(x, t)dx + θ(t)

∫

Ω
h(∇xu(x, t))ut(x, t)dx− ξ′(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx

+
ξ(t)

2

∫

Ω
(1− τ ′(t))z2(x, 1, t) dx − ξ(t)

2

∫

Ω
u2

t (x, t) dx = 0.

(3.18)
We obtain

E ′(t) = −µ1σ(t)
∫

Γ1

u2
t (x, t)dΓ− µ2σ(t)

∫

Ω
z(x, 1, t)ut(x, t)dx− θ(t)

∫

Ω
h(∇xu(x, t))ut(x, t)dx

+
ξ′(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx − ξ(t)

2

∫

Ω
(1− τ ′(t))z2(x, 1, t) dx +

ξ(t)

2

∫

Ω
u2

t (x, t) dx.

(3.19)
Consequently,

E ′(t) = −µ1σ(t)
∫

Γ1

u2
t (x, t)dΓ− µ2σ(t)

∫

Ω
z(x, 1, t)ut(x, t)dx− θ(t)

∫

Ω
h(∇xu(x, t))ut(x, t)dx

+
ξ′(t)τ(t)

2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx − ξ(t)

2

∫

Ω
z2(x, 1, t) dx

+
ξ(t)τ ′(t)

2

∫

Ω
z2(x, 1, t) dx +

ξ(t)

2

∫

Ω
u2

t (x, t) dx.

(3.20)
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3.3 Asymptotic behavior

For any regular solution of problem (P ), we have differntiating and integrating by parts we
obtain

1

dt

( ∫

Ω

[
2m · ∇u + (n− 1)u

]
ut dx

)

=
∫

Ω

[
2m · ∇u + (n− 1)u

]
utt dx +

∫

Ω

[
2m · ∇ut + (n− 1)ut

]
ut dx,

=
∫

Ω

[
2m · ∇u + (n− 1)u

][
∆u− µ2σ(t)z(x, 1, t)− θ(t)h(∇xu)

]
dx

+
∫

Ω

[
2m · ∇ut + (n− 1)ut

]
ut dx,

=
∫

Ω

[
2m · ∇u + (n− 1)u

]
∆u dx− µ2σ(t)

∫

Ω

[
2m · ∇u + (n− 1)u

]
z(x, 1, t) dx

−θ(t)
∫

Ω

[
2m · ∇u + (n− 1)u

]
h(∇u) dx +

∫

Ω

[
2m · ∇ut + (n− 1)ut

]
ut dx,

=
∫

∂Ω

[
2m · ∇u + (n− 1)u

]
∇u ν dΓ−

∫

Ω
∇

[
2m · ∇u + (n− 1)u

]
∇u dx

−µ2σ(t)
∫

Ω

[
2m · ∇u + (n− 1)u

]
z(x, 1, t) dx +

∫

Ω

[
2m · ∇ut + (n− 1)ut

]
ut dx

−θ(t)
∫

Ω

[
2m · ∇u + (n− 1)u

]
h(∇u) dx,

=
∫

Γ0

[
2m · ∇u + (n− 1)u

]∂u

∂ν
dΓ +

∫

Γ1

[
2m · ∇u + (n− 1)u

]∂u

∂ν
dΓ

−
∫

Ω
∇

[
2m · ∇u + (n− 1)u

]
∇u dx +

∫

Ω

[
2m · ∇ut + (n− 1)ut

]
ut dx

−µ2σ(t)
∫

Ω

[
2m · ∇u + (n− 1)u

]
z(x, 1, t) dx− θ(t)

∫

Ω

[
2m · ∇u + (n− 1)u

]
h(∇u) dx,

=
∫

Γ1

[
2m · ∇u + (n− 1)u

]∂u

∂ν
dΓ

−
∫

Ω
∇

[
2m · ∇u + (n− 1)u

]
∇u dx +

∫

Ω

[
2m · ∇ut + (n− 1)ut

]
ut dx

−µ2σ(t)
∫

Ω

[
2m · ∇u + (n− 1)u

]
z(x, 1, t) dx− θ(t)

∫

Ω

[
2m · ∇u + (n− 1)u

]
h(∇u) dx,

=
∫

Γ1

(
2m · ∇u

)∂u

∂ν
dΓ + (n− 1)

∫

Γ1

u
∂u

∂ν
dΓ

−
∫

Ω
∇

(
2m · ∇u

)
∇u dx− (n− 1)

∫

Ω
|∇u|2dx +

∫

Ω

(
2m · ∇ut

)
ut dx + (n− 1)

∫

Ω
u2

t dx

−µ2σ(t)
∫

Ω

(
2m · ∇u

)
z(x, 1, t) dx− (n− 1)µ2σ(t)

∫

Ω
uz(x, 1, t) dx

−θ(t)
∫

Ω

(
2m · ∇u

)
h(∇u) dx− (n− 1)θ(t)

∫

Ω
uh(∇u) dx,

Now since u = 0 on Γ0 and m · ν ≤ 0 on Γ0, from (∗) we deduce
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1

dt

( ∫

Ω

[
2m · ∇u + (n− 1)u

]
ut dx

)

≤ −
∫

Ω

{
u2

t + |∇u|2
}
dx− 2µ2σ(t)

∫

Ω

(
m · ∇u

)
z(x, 1, t) dx− (n− 1)µ2σ(t)

∫

Ω
uz(x, 1, t) dx

+‖m‖∞
∫

Γ1

u2
t dΓ− δ

∫

Γ1

|∇u|2dΓ + 2
∫

Γ1

(
m · ∇u

)∂u

∂ν
dΓ + (n− 1)

∫

Γ1

u
∂u

∂ν
dΓ

−θ(t)
∫

Ω

(
2m · ∇u

)
h(∇u) dx− (n− 1)θ(t)

∫

Ω
uh(∇u) dx,

We have

2
∫

Γ1

(
m · ∇u

)∂u

∂ν
dΓ ≤ δ

2

∫

Γ1

|∇u|2dΓ + 2
‖m‖2

∞
δ

∫

Γ1

∣∣∣∣
∂u

∂ν

∣∣∣∣
2

dΓ

≤ δ

2

∫

Γ1

|∇u|2dΓ +
2

δ
‖m‖2

∞µ2
1σ

2(t)
∫

Γ1

u2
t dΓ.

Moreover

(n− 1)
∫

Γ1

u
∂u

∂ν
dΓ ≤ ε

2

∫

Γ1

u2dΓ +
(n− 1)2

2ε

∫

Γ1

∣∣∣∣
∂u

∂ν

∣∣∣∣
2

dΓ

≤ ε

2
C(P )

∫

Ω
|∇u|2dx +

(n− 1)2

2ε
µ2

1σ
2(t)

∫

Γ1

u2
t dΓ.

Remark. In the above proposition C(P ) is the smallest positive constant such that
∫

Γ1

ϕ2(x) dΓ ≤ C(P )
∫

Ω
|∇ϕ(x)|2dx, ∀ϕ ∈ H1

Γ0
(Ω).

Corollary. For any regular solution of (∗)
1

dt

( ∫

Ω

[
2m · ∇u + (n− 1)u

]
ut dx

)

≤ −
∫

Ω
u2

t dx−
(
1− ε

2
C(P )− µ2‖m‖2

∞ −
µ2

2
(n− 1)2C0(P )

) ∫

Ω
|∇u|2dx

+
(

2

δ
‖m‖2

∞µ2
1σ

2(t) +
(n− 1)2

2ε
µ2

1σ
2(t) + ‖m‖∞

) ∫

Γ1

u2
t dΓ +

ε

2
µ2σ

2(t)
∫

Ω
|z(x, 1, t)|2 dx

−θ(t)
∫

Ω

(
2m · ∇u

)
h(∇u) dx− (n− 1)θ(t)

∫

Ω
uh(∇u) dx,

Now, let us introduce the functional S(t) =
∫

Ω

∫ 1

0
e−2ρτ(t)z2(x, ρ, t) dρ dx.

We use s = t− ρτ(t), then, we have S(t) =
1

τ(t)

∫

Ω

∫ t

t−τ(t)
e2(s−t)u2

t (x, s) ds dx.

We can easily estimate

S ′(t) = − τ ′(t)
τ 2(t)

∫

Ω

∫ t

t−τ(t)
e2(s−t)u2

t (x, s) ds dx +
1

τ(t)

∫

Ω
u2

t (x, t) dx− e−2τ(t)

τ(t)

∫

Ω
u2

t (x, t− τ(t)) dx,

=
1

τ(t)

∫

Ω
u2

t (x, t) dx− e−2τ(t)

τ(t)

∫

Ω
u2

t (x, t− τ(t)) dx− τ ′(t)
τ(t)

S(t),
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Let us introduce the Lyapunov functional

E(t) = ME(t) + ε1

∫

Ω

[
2m · ∇u + (n− 1)u

]
ut dx + ε2S(t),(3.21)

where M , ε1 and ε2 are suitable positive small constants that will be precised later on.
Note that E(t) is equivalent to the energy E(t) if ε1 is small enough.

Lemma 3.3.1 There exist two positive constants α1 and α2 depending on ε1, ε2 and M such
that for all t > 0

α1E(t) ≤ E(t) ≤ α2E(t).(3.22)

Proof: We consider the functional

K(t) = ε1

∫

Ω

[
2m · ∇u + (n− 1)u

]
ut dx + ε2S(t),

and show that
|K(t)| ≤ CE(t), C > 0.(3.23)

We have

K(t) = ε1

∫

Ω

[
2m · ∇u + (n− 1)u

]
ut dx + ε2

∫

Ω

∫ 1

0
e−2ρτ(t)z2(x, ρ, t) dρ dx,

= ε1

∫

Ω

(
2m · ∇u

)
ut dx + ε1(n− 1)

∫

Ω
uut dx + ε2

∫

Ω

∫ 1

0
e−2ρτ(t)z2(x, ρ, t) dρ dx.

Using Young’s inequality, we obtain

|K(t)| ≤ ε1

2

∫

Ω
u2

t dx + 2ε1‖m‖2
∞

∫

Ω
|∇u|2 dx +

ε1(n− 1)

2

∫

Ω
u2

t dx +
ε1(n− 1)

2

∫

Ω
u2 dx

+ε2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx,

≤ ε1n

2

∫

Ω
u2

t dx + 2ε1‖m‖2
∞

∫

Ω
|∇u|2 dx +

ε1(n− 1)

2

∫

Ω
u2 dx + ε2

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx,

≤ CE(t) +
ε1(n− 1)

2

∫

Ω
u2 dx,

such that C = max
(
ε1n, 4ε1‖m‖2

∞, sup
t∈[0,+∞[

2ε2

ξ(t)τ(t)

)
.

If ε1 is small enough, we get (3.23) for some positive constant C. By choosing M large
enough, our result follows from (3.21), (3.23).

Proposition 3.3.1 For each t0 > 0 and sufficiently large M > 0 and appropriately small
ε1, ε2 > 0, there exist positive constants C1 such that

d

dt
E(t) ≤ −C1σ(t)E(t), ∀t ≥ t0.
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Proof. We have,
1

dt

(
ε1

∫

Ω

[
2m · ∇u + (n− 1)u

]
ut dx + ε2S(t)

)

≤ ε1
2n− 1

2

∫

Ω
u2

t dx +
ε1

2

[
3− 2n + 4µ2σ(t)‖m‖2

∞ + 4βθ(t)‖m‖∞ + (n− 1)β2θ(t)
] ∫

Ω
|∇u|2 dx

+
ε1(n− 1)(θ(t) + µ2σ(t))

2

∫

Ω
u2 dx + 2ε1‖m‖2

∞

∫

Ω
|∇ut|2 dx +

ε1nµ2σ(t)

2

∫

Ω
z2(x, 1, t) dx

+
ε1

2

∫

Ω
|∇(2m · ∇u)|2 dx +

ε1(n− 1)

2

∫

Γ1

u2 dΓ +
ε1

2

∫

Γ1

|∇u|2 dΓ

+
ε1µ

2
1σ

2(t)
(
n− 1 + 4‖m‖2

∞
)

2

∫

Γ1

u2
t dΓ− ε2τ

′(t)
τ 2(t)

∫

Ω

∫ t

t−τ(t)
e2(s−t)u2

t (x, s) ds dx

+
ε2

τ(t)

∫

Ω
u2

t (x, t) dx− ε2e
−2τ(t)

τ(t)

∫

Ω
u2

t (x, t− τ(t)) dx

≤ ε1
2n− 1

2

∫

Ω
u2

t dx +
ε1

2

[
3− 2n + 4µ2σ(t)‖m‖2

∞ + 4βθ(t)‖m‖∞ + (n− 1)β2θ(t)
] ∫

Ω
|∇u|2 dx

+
ε1(n− 1)(θ(t) + µ2σ(t))

2

∫

Ω
u2 dx + 2ε1‖m‖2

∞

∫

Ω
|∇ut|2 dx +

ε1nµ2σ(t)

2

∫

Ω
z2(x, 1, t) dx

+
ε1

2

∫

Ω
|∇(2m · ∇u)|2 dx +

ε1(n− 1)

2

∫

Γ1

u2 dΓ +
ε1

2

∫

Γ1

|∇u|2 dΓ

+
ε1µ

2
1σ

2(t)
(
n− 1 + 4‖m‖2

∞
)

2

∫

Γ1

u2
t dΓ +

ε2

τ(t)

∫

Ω
u2

t (x, t) dx

−ε2e
−2τ(t)

τ(t)

∫

Ω
u2

t (x, t− τ(t)) dx− ε2τ
′(t)

τ(t)

∫

Ω

∫ 1

0
e−2ρτ(t)z2(x, ρ, t) dρ dx,

≤ ε1
2n− 1

2

∫

Ω
u2

t dx +
ε1

2

[
3− 2n + 4µ2σ(t)‖m‖2

∞ + 4βθ(t)‖m‖∞ + (n− 1)β2θ(t)
] ∫

Ω
|∇u|2 dx

+
ε1(n− 1)(θ(t) + µ2σ(t))

2

∫

Ω
u2 dx + 2ε1‖m‖2

∞

∫

Ω
|∇ut|2 dx +

ε1nµ2σ(t)

2

∫

Ω
z2(x, 1, t) dx

+
ε1

2

∫

Ω
|∇(2m · ∇u)|2 dx +

ε1(n− 1)

2

∫

Γ1

u2 dΓ +
ε1

2

∫

Γ1

|∇u|2 dΓ

+
ε1µ

2
1σ

2(t)
(
n− 1 + 4‖m‖2

∞
)

2

∫

Γ1

u2
t dΓ +

ε2

τ(t)

∫

Ω
u2

t (x, t) dx

−ε2τ
′(t)

τ(t)

∫

Ω

∫ 1

0
e−2ρτ(t)z2(x, ρ, t) dρ dx,

≤ ε1
2n− 1

2

∫

Ω
u2

t dx +
ε1

2

[
3− 2n + 4µ2σ(t)‖m‖2

∞ + 4βθ(t)‖m‖∞ + (n− 1)β2θ(t)
] ∫

Ω
|∇u|2 dx

+
ε1(n− 1)(θ(t) + µ2σ(t))

2

∫

Ω
u2 dx + 2ε1‖m‖2

∞

∫

Ω
|∇ut|2 dx +

ε1nµ2σ(t)

2

∫

Ω
z2(x, 1, t) dx

+
ε1

2

∫

Ω
|∇(2m · ∇u)|2 dx +

ε1(n− 1)

2

∫

Γ1

u2 dΓ +
ε1

2

∫

Γ1

|∇u|2 dΓ



3.3. ASYMPTOTIC BEHAVIOR 75

+
ε1µ

2
1σ

2(t)
(
n− 1 + 4‖m‖2

∞
)

2

∫

Γ1

u2
t dΓ +

ε2

τ(t)

∫

Ω
u2

t (x, t) dx +
ε2|τ ′(t)|

τ(t)

∫

Ω

∫ 1

0
z2(x, ρ, t) dρ dx,

≤ C1E(t) +
ε1(n− 1)(θ(t) + µ2σ(t))

2

∫

Ω
u2 dx + 2ε1‖m‖2

∞

∫

Ω
|∇ut|2 dx

+
ε1nµ2σ(t)

2

∫

Ω
z2(x, 1, t) dx +

ε1

2

∫

Ω
|∇(2m · ∇u)|2 dx +

ε1(n− 1)

2

∫

Γ1

u2 dΓ

+
ε1

2

∫

Γ1

|∇u|2 dΓ +
ε1µ

2
1σ

2(t)
(
n− 1 + 4‖m‖2

∞
)

2

∫

Γ1

u2
t dΓ,

C1 = max

(
ε1(2n− 1) +

2ε2

τ0

, ε1

[
3− 2n + 4µ2σ(t)‖m‖2

∞ + 4βθ(t)‖m‖∞ + (n− 1)β2θ(t)
]
,

sup
t∈[0,+∞[

2ε2|τ ′(t)|
ξ(t)τ 2(t)

)
,

for each t0 > 0 and sufficiently large M > 0 and appropriately small ε1, ε2 > 0, consequently,

d

dt
E(t) ≤ −C1σ(t)E(t), ∀t ≥ t0.

This ends the proof of Theorem 1.
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